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Abstract

An additive spanner of an unweighted undirected graph
G with distortion d is a subgraph H such that for any two
vertices u, v ∈ G, we have δH(u, v) ≤ δG(u, v) + d. For
every k = O( ln n

ln ln n ), we construct a graph G on n vertices
for which any additive spanner of G with distortion 2k −
1 has Ω( 1

kn1+1/k) edges. This matches the lower bound
previously known only to hold under a 1963 conjecture of
Erdös.

We generalize our lower bound in a number of ways.
First, we consider graph emulators introduced by Dor,
Halperin, and Zwick (FOCS, 1996), where an emulator
of an unweighted undirected graph G with distortion d
is like an additive spanner except H may be an arbi-
trary weighted graph such that δG(u, v) ≤ δH(u, v) ≤
δG(u, v) + d. We show a lower bound of Ω( 1

k2 n1+1/k)
edges for distortion-(2k − 1) emulators. These are the
first non-trivial bounds for k > 3. Second, we parame-
terize our bounds in terms of the minimum degree of the
graph. Namely, for minimum degree n1/k+c for any c ≥ 0,
we prove a bound of Ω( 1

kn1+1/k−c(1+2/(k−1))) for addi-
tive spanners and Ω( 1

k2 n1+1/k−c(1+2/(k−1))) for emula-
tors. For k = 2 these can be improved to Ω(n3/2−c).
This partially answers a question of Baswana et al (SODA,
2005) for additive spanners. Finally, we continue the study
of pair-wise and source-wise distance preservers defined by
Coppersmith and Elkin (SODA, 2005) by considering their
approximate variants and their relaxation to emulators. We
prove the first lower bounds for such graphs.

1. Introduction

A spanner ([3, 19]) H of an unweighted graph G is a
subgraph that approximates the distance between any pair
of vertices in G. More precisely,

Definition 1 An (α, β)-spanner of G is a subgraph H such
that for any two vertices u, v ∈ G, δH(u, v) ≤ αδG(u, v)+
β, where δG is the distance with respect to G. If α = 1,

then the spanner is called an additive spanner.

Spanners have broad applications, including efficient inter-
net routing [25, 23, 11, 12, 21], schemes for simulating syn-
chronized protocols in unsynchronized networks [20], par-
allel and distributed algorithms for approximating shortest
paths [8, 9, 14], and algorithms for constructing distance or-
acles [26, 5]. For more applications and related details, see,
for example, [4] and the references therein.

In this paper we are primarily concerned with additive
spanners. The first nontrivial additive spanner was discov-
ered by Aingworth et al [1], which was slightly improved in
[13, 15]. They showed that every graph has a (1, 2)-spanner
with O(n3/2) edges. Bollobás et al [7] then showed how
to construct (1, 2

1
δ n1−2δ)-spanners with O(n1+δ) edges

for certain δ > 0, which was recently superceded by
Baswana et al [4], who showed how to construct (1, n1−3δ)-
spanners with O(n1+δ) edges. In [4] the authors also give a
(1, 6)-spanner with size O(n4/3). Currently, it is unknown
whether (1, β)-spanners exist for β = O(1) with o(n4/3)
edges. Recent promising work on upper bounds includes
[22] and [27] which provide results of the following form:
there is a sparse subgraph H of G such that for all vertices
u, v ∈ G, if δG(u, v) = d, then δH(u, v) = d + o(d).

We are interested in lower bounds for additive span-
ners. Erdös conjectured [16] that there exist graphs with
Ω(n1+1/k) edges and girth (minimum cycle length) 2k +2,
where n is the number of vertices, and k = O(1) is an inte-
ger. Removing any edge in such a graph increases the dis-
tance from its endpoints from 1 to 2k+1, which implies that
any (1, β)-spanner with β ≤ 2k − 1 must have Ω(n1+1/k)
edges. We note that this conjecture is settled [28] only for
k = 1, 2, 3, and 5. Since the conjecture has been open for
more than 40 years, it is important to derive lower bounds
for spanners without relying on it.

In this paper we give an unconditional lower bound
for (1, β)-spanners for any β = O( ln n

ln ln n ), matching
the bound previously known only to hold under Erdös’
girth conjecture. Namely, we show that any (1, 2k − 1)-
spanner has Ω( 1

kn1+1/k) edges. The best previous uncon-
ditional bounds for (1, 2k − 1)-spanners and general k are
Ω(n1+2/(3k−3)) for odd k and Ω(n1+2/(3k−2)) for even k
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[18, 17], though these have been improved for certain small
values of k [28]. Our graphs are explicit and easy to de-
scribe. They are formed by appropriately gluing together
certain complete bipartite graphs.

Next, we generalize our lower bound to the relaxation of
additive spanners to emulators of [13].

Definition 2 Let G = (V,E) be an unweighted undirected
graph. A weighted graph H = (V, F ) is said to be a d-
emulator of G if and only if for every u, v ∈ V , we have
δG(u, v) ≤ δH(u, v) ≤ δG(u, v) + d.

Note that H is weighted and need not be a subgraph of G.
Thus, proving lower bounds for d-emulators is harder than
proving lower bounds for (1, d)-spanners. Nevertheless, we
construct a family of graphs G so that any (2k−1)-emulator
has Ω( 1

k2 n1+1/k) edges.
As far as we are aware, the only known lower

bounds for emulators are in [13] and are of the
form Ω(n3/2/polylog(n)) for 2-emulators and
Ω(n4/3/polylog(n)) for 4-emulators. Our bounds remove
these polylog(n) factors. Further, for k /∈ {1, 2, 3, 5}, any
bounds derived from known graphs of high girth (similar
to the way they are obtained in [13]) will necessarily be a
factor of nΩ(1/k) worse than ours.

We note that in some applications, we are only interested
in approximately preserving the distances between certain
pairs of vertices, rather than every possible pair. We thus
extend our techniques to the study of pair-wise and source-
wise distance preservers, defined and studied by Copper-
smith and Elkin [10] and Roddity, Thorup and Zwick [24].
We provide the following generalization of the definition in
[10].

Definition 3 A d-approximate pair-wise (resp. source-
wise) preserver of an unweighted undirected graph G given
a set of vertex pairs P (resp. given a set of vertices S), is
an arbitrary weighted graph H on the same vertex set such
that for all pairs {u, v} ∈ P (resp. all pairs {u, v} ∈ S),
δG(u, v) ≤ δH(u, v) ≤ δG(u, v) + d.

In [10], for unweighted undirected graphs G the authors
only consider d = 0 and those H which are (unweighted)
subgraphs of G. In [24], the authors study a similar concept
which they call source-restricted approximate distance or-
acles, but their focus is on upper bounds and multiplicative
distortion while we are concerned with lower bounds and
additive distortion.

For (2k − 1)-approximate pair-wise preservers we
prove an Ω( 1

k |P |1/2 min(|P |1/2, 1
kn1/k)) edge lower

bound. For source-wise preservers we prove an
Ω( 1

k |S|min(|S|, 1
kn1/k)) lower bound. These are the first

lower bounds of this type.
For some applications, the underlying graph might

have large minimum degree, and therefore our lower

bounds thus far are not applicable. In a recent paper
by Baswana et al [4], it was asked what the optimal
size spanner is for arbitrary graphs of minimum degree
d. We partially answer this question by giving strong
lower bounds for this problem for additive spanners
and emulators. Namely, suppose d = n1/k+c for any
c ≥ 0. Then for (1, 2k − 1)-spanners we show a bound of
Ω(n + 1

kn1+1/k−c(1+2/(k−1))) and for (2k − 1)-emulators
we show a bound of Ω(n + 1

k2 n1+1/k−c(1+2/(k−1))). For
k = 2 we can improve these to Ω(n3/2−c). By tweaking
existing constructions [1, 4, 13, 15], we show these are
tight for (1, 2)-spanners and 4-emulators.

Techniques: It is surprising that we can prove uncon-
ditional lower bounds for a rich class of spanners without
resolving the girth conjecture. Indeed, it is well-known
that proving tight lower bounds for (α, 0)-spanners, called
multiplicative spanners, is equivalent to settling the girth
conjecture.

To see this, let ms be the minimal size of (2k, 0)-
spanner, maximized over all graphs. Further, let mg be the
maximal size of a graph with girth at least 2k + 2. Then
as noted above, the only (2k, 0)-spanner of a graph G with
girth at least 2k+2 is G itself. Thus ms ≥ mg . On the other
hand, consider the following algorithm in [2] for finding a
(2k, 0)-spanner given any graph G. Initialize the spanner S
to ∅. Then, for each edge e ∈ G, add e to S unless e closes
a cycle of length at most 2k + 1 in S. It is easy to see that
the resulting graph S is a (2k, 0)-spanner and moreover, has
no cycles of length less than 2k + 2. Thus, ms ≤ mg . It
follows that ms = mg .

In our lower bound for additive (1, 2k− 1)-spanners, we
construct a graph G for which any subgraph H of G on
fewer than Θ(|G|/k) edges stretches some path of length
k in G to a path of length 3k in H . Thus, H cannot be
a (1, 2k − 1)-spanner. We use the probabilistic method to
show that such a path exists. It is critical that we look at
the distortion of long paths in G, as otherwise our proof
would degenerate to that of resolving the girth conjecture.
Indeed, if we were to look at paths of length 1 in any graph
G, applying the above algorithm of [2] results in a subgraph
of size at most ms such that all vertices at unit distance
now have distance at most 2k, which means their additive
distortion is at most 2k − 1. Since ms = mg , this gives a
weaker bound than ours if mg = o(n1+1/k).

Our lower bound for emulators uses the same graph G
as that for additive spanners, and the analysis is a simple
reduction to that of additive spanners. Our lower bounds
for approximate pair-wise and source-wise preservers are
based on our lower bound graphs for additive spanners,
where we carefully choose the set of vertices S whose
distances we wish to approximately preserve. Our lower
bounds when the minimum degree is parameterized are
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more complex. At a high level, we insert Kd,d’s, complete
bipartite graphs with d vertices in each part, to ensure that
the minimum degree-d condition is met.

Notation: For an integer n, let [n] = {1, 2, . . . , n}.

2. Lower bounds for additive spanners

Theorem 4 Let 1 ≤ k ≤ O( ln r
ln ln r ) be any integer. There

exists an unweighted undirected graph G on Θ(kr) vertices
for which any (1, 2k−1)-spanner has at least r1+1/k edges.

The theorem implies the claim in the abstract since if
n = Θ(kr), then r1+1/k = Ω( 1

k n1+1/k). The constraint
that k = O( ln r

ln ln r ) becomes k = O( ln n
ln ln n ).

Intuition: The basic idea is to form a graph G with
many edges by gluing together many small complete
bipartite graphs K1,K2, . . .. For certain i �= j, this means
identifying the vertices of one partition of Ki with those of
one partition of Kj . We then look at simple paths P in G
where each edge on P lies on a different Ki. We argue that
if a 1/k fraction of edges in G are removed, then every edge
on some such P = u1, u2, . . . , uk, uk+1 with length k is
removed. Consider any deleted edge (ui, ui+1) ∈ P lying
on some Kj . Since Kj has girth 4, to go from ui to ui+1 in
Kj now requires traversing 3 edges. Of course, alternative
paths in G from ui to ui+1 exist, say by visiting Kj′ and
then returning to Kj . However, by carefully choosing how
to glue the bipartite graphs together, we show that in every
case the new shortest path length is at least 3k. Thus the
additive distortion of P will be 2k. We will construct G
on n vertices with Ω(n1+1/k) edges. It follows that there
is no subgraph of G on O( 1

k n1+1/k) edges which is a
(1, 2k − 1)-spanner.

Proof: The Graph: Let N = �r1/k�. We define a graph
G with vertex set [N ]k × [k + 1]. We say that vertices
(a1, . . . , ak, x) are in level x. Edges in G join vertices

(a1, . . . , ai−1, ai, ai+1, . . . , ak, i)

to vertices

(a1, . . . , ai−1, c, ai+1, . . . , ak, i + 1),

where a1, a2, . . . , ak, c ∈ [N ] and i ∈ [k] are arbitrary. We
say an edge is in level x if it connects a vertex in level x
to a vertex in level x + 1. The total number of vertices is
(k+1)Nk ≤ (k+1)(r1/k+1)k ≤ (k+1)rek/r1/k

= Θ(kr)
since k = O( ln r

ln ln r ). The total number of edges m is
kNk+1 ≥ kr1+1/k.

The Distortion Property: Consider any subgraph H

with less than Nk+1 ≥ r1+1/k edges. We show there exist
vertices u, v such that δH(u, v) ≥ δG(u, v) + 2k. Say an
edge is missing if it is in G \ H .

Lemma 5 There exist k+1 vertices v1, . . . , vk+1 such that
for each i, vi is in level i and the edge (vi, vi+1) is missing.

Proof: For i ∈ [k] let ri be the number of edges in H
connecting vertices in level i to level i + 1. Then

∑
i ri <

Nk+1. Choose a vertex v1 in level 1 uniformly at random.
For 2 ≤ i ≤ k + 1, inductively choose vi to be a random
neighbor of vi−1 in level i. Each of the edges (vi, vi+1) is
then uniformly random. By a union bound,

Pr[(v1, v2) . . . (vk, vk+1) are missing ] ≥ 1−
k∑

i=1

ri

Nk+1
> 0

Thus, there exist v1, . . . , vk+1 satisfying the conditions of
the lemma.

Choose v1, . . . , vk+1 as in lemma 5. Then δG(v1, vk+1) ≤
k since v1, v2, . . . , vk+1 is a path in G. The following lem-
mas show that δH(v1, vk+1) is large.

Lemma 6 Any path in G from v1 to vk+1 of length less than
3k contains an edge (vi, vi+1) for some i ∈ [k], and further,
this is the only path edge in the ith level.

Proof: Let P be any path from v1 to vk+1 in G. Let i be
any level, 1 ≤ i ≤ k. Afer encountering an even number of
edges in level i as we walk along P , we must be at a level j
with j ≤ i. Thus, as P starts with a level-1 vertex and ends
with a level-(k + 1) vertex, there must be an odd number of
edges in P in each level i.

Therefore, if the length of P is less than 3k, by the pi-
geonhole principle there is an i for which P contains ex-
actly 1 edge in level i. Let (a, b) denote this edge. We claim
that (a, b) = (vi, vi+1). To see this, first note that the last
k − (i− 1) coordinates (not including the level coordinate)
of a must agree with those of v1 since (i) P begins at v1,
(ii) all edges in P preceding (a, b) are in levels j < i, and
(iii) an edge in level j, for any 1 ≤ j ≤ k, may only modify
the jth coordinate of its endpoints. Moreover, as (a, b) is
the only edge in level i, P cannot return to any level j < i.
Therefore, since P ends at vk+1, the first i − 1 coordinates
of a must agree with those of vk+1. By definition then,
a = vi. As only edges in the ith level affect the ith coordi-
nate, we must have b = vi+1, as otherwise another edge in
level i would be needed to correct the ith coordinate so that
P could reach vk+1. This proves the lemma.

Lemma 7 δH(v1, vk+1) ≥ 3k.

Proof: By the previous lemma, any path in G of length
less than 3k contains an edge of the form (vi, vi+1), and by
our choice of v1, . . . , vk+1, this edge is missing, i.e., does
not occur in H . Thus the path does not occur in H .
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It follows that any subgraph of G with less than Nk+1 =
Ω(r1+1/k) edges distorts the distance between some pair of
vertices by at least an additive 2k, so it is not a (1, 2k − 1)
spanner.

The constant term. Ideally, we want a graph for which any
(1, 2k − 1)-spanner has Ω(n1+1/k) edges, which is a factor
k more than what we have shown. This would agree with
the fact that for large enough k the only (1, 2k−1)-spanner
of a graph is a size-(n − 1) spanning tree. Unfortunately, it
is possible to show that for our graph there is a subgraph
H with at most O(Nk+1) edges for which every pair of
vertices a, b satisfies δH(a, b) < δG(a, b) + 2k. Here the
constant in the big-Oh is independent of k, and thus, the
Θ(1/k) factor is necessary in our construction. We omit
the details due to space constraints.

Generalizing the construction. Instead of having
Nk−1 copies of a complete bipartite graph on 2N vertices
in the levels, we can use any graph for which the girth
conjecture is resolved. For example, in each level we
can use Nk−2 copies of a graph K with girth at least 6
on Θ(N2) vertices. Then, due to the results in [28], K
contains Ω(N3) edges, and thus in total our graph will
contain Ω(kNk+1) edges, as before. In this case, the
number of levels is k/2 + 1, and analogous reasoning
shows that any subgraph on O(Nk+1) edges distorts the
distance between some pair of vertices from k/2 to 5k/2,
and thus cannot be a (1, 2k − 1)-spanner. Such a graph
may give a better constant factor in the lower bound.

3. Lower bounds for emulators

Theorem 8 Let 1 ≤ k ≤ O( ln r
ln ln r ) be an integer. There

exists an unweighted undirected graph G on Θ(kr) ver-
tices for which any (2k−1)-emulator has at least 1

k r1+1/k

edges.

This implies the claim in the abstract since if n = Θ(kr),
the number of edges is 1

k r1+1/k = Ω( 1
k2 n1+1/k).

We give a very simple proof of this theorem, which does
not achieve the best constants in the Ω(·). It is possible
to strengthen the lower bound by at least a factor of 2 by
generalizing the proof of theorem 4, though for readability
we omit this improvement.

Proof: Let H be an emulator of an arbitrary graph G. Con-
sider any edge (u, v) ∈ H . We note that it is never optimal
for the weight of (u, v) to be larger than δG(u, v), since if it
were, we could decrease the weight without increasing any
of the shortest path lengths in H . On the other hand, for
H to be an emulator, the weight of (u, v) must be at least
δG(u, v). Thus, for edges (u, v) ∈ H , we may assume their
weight is exactly δG(u, v).

Observe that the diameter of G, i.e., the maximum length
of a shortest path in G, is at most 2k. Indeed, to go from
an arbitrary vertex u in level i to an arbtirary vertex v in a
level j ≥ i, one can first go to an arbitrary vertex w in level
1 in i − 1 steps. Then from w one can go to a vertex w′ in
level k + 1 in k steps, where w′ agrees with all coordinates
of v except the level coordinate. Finally, in k + 1 − j steps
one can go from w′ to v. Thus, the path length is at most
(i−1)+k+(k+1−j) = 2k+(i−j), which has maximum
value 2k (recall that j ≥ i).

Suppose H were an emulator with less than 1
2k r1+1/k

edges. Then we can replace each edge in H with weight
w > 1 with a path of edges in G of length w. Since the
diameter of G is at most 2k, the number of edges in the new
graph H ′ is at most 2k times the number of edges in H .
Moreover, H ′ is a subgraph of G. Then H ′ has fewer than
r1+1/k edges, and since the transformation from H to H ′

cannot increase any of the shortest-path distances, H ′ is a
(1, 2k − 1)-spanner of G. But this contradicts theorem 4.
Thus H has at least 1

2k r1+1/k edges.

4. Approximate pair-wise and source-wise pre-
servers

Theorem 9 Let 1 ≤ k ≤ O( ln n
ln ln n ). There is an explicit

family of unweighted undirected graphs on n vertices for
which any (2k − 1)-approximate pair-wise (resp. source-
wise) preserver of G has Ω( 1

k |P |1/2 min(|P |1/2, 1
kn1/k))

(resp. Ω( 1
k |S|min(|S|, 1

kn1/k))) edges.

Proof: Note that the result for approximate source-
wise preservers implies that for approximate pair-wise pre-
servers, so we will prove the result for approximate source-
wise preservers. Let G be the graph of theorem 4, and recall
some notation of that theorem: there are n = (k + 1)Nk

vertices, where N is an integer and N = Θ(n1/k).
It will suffice to prove the result for those approxi-

mate source-wise preservers H which are subgraphs of
G. In this case we will show that H must have at least
Ω(|S|min(|S|, 1

kn1/k)) edges. To get the lower bound for
general H , one can perform the transformation described
in theorem 8.

Case 1: |S| ≤ n1/k. In this case we will show an
Ω(|S|2) edge lower bound. We note that replacing S by
a set S′ of size Θ(|S|) does not asymptotically affect the
bound we are trying to prove. Thus, we may assume that |S|
is even and, in this case, that |S|/2 ≤ N . Let the following
vertices be in S: all vertices of the form (a, a, a, . . . , a, 1),
where a ∈ [N ] is such that 1 ≤ a ≤ |S|/2 ≤ N , and all
vertices of the form (b, b, b, . . . , b, k + 1), where b ∈ [N ] is
such that 1 ≤ b ≤ |S|/2 ≤ N . As there are |S|/2 choices
for both a and b, we have the right number of vertices in S.
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Let H be any subgraph of G with less than 1
4 |S|2 edges.

Let r1, r2, . . . , rk be the number of edges in H in levels
1, . . . , k, respectively. Then

∑k
i=1 ri < 1

4 |S|2. Consider
the following random process. Choose v1 = (a, a, . . . , a, 1)
in S uniformly at random amongst level 1 vertices. Next, let
v2 = (b, a, . . . , a, 2) be a random neighbor of v1 in level 2
subject to the constraint that 1 ≤ b ≤ |S|/2. Finally, for
3 ≤ j ≤ k + 1, let vj be the vertex in level j whose first
j − 1 coordinates equal b, and last k − j + 1 coordinates
(excluding the level coordinate) equal a.

By construction, both v1 and vk+1 belong to S.

Claim 10 In the above random process, for each 1 ≤ j ≤
k, there are |S|2/4 possible edges (vj , vj+1) that may be
chosen. Moreover, each is chosen with the same probability.

Proof: Suppose j = 1. Then the edge (v1, v2) has the form
((a, a, a, . . . , a, 1), (b, a, a, . . . , a, 2)), where 1 ≤ a, b ≤
|S|/2 are uniformly random. There are |S|2/4 such edges.
Moreover, as a, b are independently and uniformly chosen,
each edge is chosen with the same probability.

Next, let 2 ≤ j ≤ k. We must consider the edge
(vj , vj+1). Then vj’s first j − 1 coordinates are b, and last
k−(j−1) = k+1−j ≥ 1 coordinates (excluding the level
coordinate) are a. Moreover, vj+1’s first j coordinates are
b, and last k−j coordinates (excluding the level coordinate)
are a. Thus there are |S|2/4 such edges (since there are this
many ways to choose a and b, and both a and b appear as
a coordinate in either vj or vj+1), and each edge is again
chosen with the same probability.

Claim 11 There exist v1, v2, . . . , vk+1 such that (vj , vj+1)
is in G \ H for all j.

Proof: The proof is the same as that of lemma 5. That is,
using the previous claim and a union bound, we have

Pr[∀j, (vj , vj+1) ∈ G \ H] ≥ 1 −
k∑

j=1

4rj

|S|2 > 0,

so there exist v1, . . . , vk+1 with this property.

Applying exactly the same proof as lemma 6, we see that
any path in G from v1 to vk+1 of length less than 3k
contains an edge (vj , vj+1) for some j, so it cannot occur
in H . Thus δH(v1, vk+1) ≥ 3k, and so H cannot be a
(2k − 1)-approximate source-wise preserver of G. Thus,
H must have at least |S|2/4 edges.

Case 2: |S| > n1/k. Note that this, in particular,
implies that k > 1. In this case we must show an
Ω( 1

k |S|n1/k) lower bound. If |S| ≥ 2Nk, then we may
choose S to contain all vertices of G in levels 1 and
k + 1. We note that in the proof of theorem 4 we showed

that any additive spanner of H on less than Θ( 1
kn1+1/k)

edges distorts the distance between a vertex in level 1
and a vertex in level k + 1 by 2k. Thus, H cannot be a
(1, 2k − 1)-approximate source-wise preserver of G given
S. Since |S| ≤ n, 1

kn1+1/k = Ω
(

1
k |S|n1/k

)
, and the

theorem follows. In the remainder of the proof we may
assume that |S| < 2Nk.

Let i be the largest integer for which |S| ≥ 2N i. We may
assume by adjusting |S| by a constant factor that 1 ≤ i < k
and that |S|/2 is an integer multiple of N i. So |S| = 2CN i

for some C ∈ [N − 1] and 1 ≤ i < k. Let S contain all
vertices of the form

(s, a1, a2, . . . , ai−1, ai, ai, . . . , ai, 1),

where s ∈ [C] and a1, . . . , ai ∈ [N ] are arbitrary. If i = 1
then this is interpreted as (s, a1, a1, . . . , a1, 1). Also, add to
S all vertices of the form

(b1, t, b2, . . . , bi−1, bi, . . . , bi, k + 1),

where t ∈ [C] and b1, b2, b3, . . . , bi ∈ [N ] are arbitrary. If
i = 1 then we interpret this as (b1, t, b1, . . . , b1, k + 1). It
follows that |S| = 2CN i, as needed.

Let H be any subgraph of G with less than |S|N/2 =
Θ(|S|n1/k) edges. We will actually show an |S|N/2 lower
bound for this part of Case 2, rather than the weaker
Ω( 1

k |S|n1/k) bound. Let r1, r2, . . . , rk be the number of

edges in H in levels 1, . . . , k, respectively. Then
∑k

i=1 ri <
|S|N/2.

Consider the following random process. Choose a vertex

v1 = (s, a1, a2, . . . , ai−1, ai, ai, . . . , ai, 1)

where s ∈ [C] and a1, . . . , ai ∈ [N ] are all drawn uniformly
at random. Then, choose v2 to be a random neighbor of v1

in level 2, so v2 has the form

(b1, a1, a2, . . . , ai−1, ai, ai, . . . , ai, 2)

where b1 ∈ [N ] is uniformly chosen. Then, choose

v3 = (b1, t, a2, . . . , ai−1, ai, ai, . . . , ai, 3)

to be a random neighbor of v2 in level 3, subject to the con-
straint that t ∈ [C]. Otherwise, b1, t, a2, . . . , ai are uni-
formly random. Next, for 3 < j ≤ i + 2, choose vj to be a
random neighbor of vj−1 in the jth level. Suppose

vi+2 = (b1, t, b2, . . . , bi−1, bi, ai, ai, . . . , ai, i + 2).

Finally, for i + 2 < j ≤ k + 1, form vj from vj−1 by
changing the (j − 1)st coordinate of vj−1 from ai to bi and
the level coordinate from j − 1 to j.

By construction, both

v1 = (s, a1, a2, . . . , ai−1, ai, ai, . . . , ai, 1)
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and

vk+1 = (b1, t, b2, . . . , bi−1, bi, bi, . . . , bi, k + 1)

belong to S.

Claim 12 In the above random process, for each 1 ≤ j ≤
k, there are |S|N/2 possible edges (vj , vj+1) that may be
chosen. Moreover, each is chosen with the same probability.

Proof: Suppose j = 1. Then the edge (v1, v2) has the
form

((s, a1, a2, . . . , ai−1, ai, ai, . . . , ai, 1),

(b1, a1, a2, . . . , ai−1, ai, ai, . . . , ai, 2)),

where s ∈ [C] and a1, . . . , ai, b1 ∈ [N ] are uniformly ran-
dom. There are CN i+1 = |S|N/2 such edges, each de-
termined uniquely by some setting of the s, a1, . . . , ai, b1.
Moreover, each edge is chosen with the same probability.

Next, let j = 2. Then the edge (v2, v3) has the form

((b1, a1, a2, . . . , ai−1, ai, ai, . . . , ai, 2),

(b1, t, a2, . . . , ai−1, ai, ai, . . . , ai, 3)),

where t ∈ [C] and a1, . . . , ai, b1 ∈ [N ] are uniformly ran-
dom. There are CN i+1 = |S|N/2 such edges, each de-
termined uniquely by some setting of the t, a1, . . . , ai, b1.
Moreover, each edge is chosen with the same probability.

Next, suppose 3 ≤ j < i + 2. Then the edge (vj , vj+1)
has the form

((b1, t, b2, . . . , bj−1, aj , aj+1, . . . , ai, ai, . . . , ai, j),

(b1, t, b2, . . . , bj−1, bj , aj+1, . . . , ai, ai, . . . , ai, j + 1)),

where b1, b2, . . . , bj ∈ [N ] and aj , aj+1, . . . , ai ∈ [N ] and
t ∈ [C] are all uniformly random. The number of such
edges is N j+i−j+1C = |S|N/2. As usual, due to unifor-
mity, each such edge is chosen with the same probability.

Finally, suppose that i + 2 ≤ j < k + 1. Then the edge
(vj , vj+1) changes the jth coordinate of vj from ai to bi

and the level coordinate from j to j + 1. Thus, since

vi+2 = (b1, t, b2, . . . , bi−1, bi, ai, ai, . . . , ai, i + 2),

we see that the number of such edges is N ·C·N i = |S|N/2,
as each of b1, . . . , bi, ai ∈ [N ] and t ∈ [C] are uniformly
random. Each edge is chosen with the same probability, as
in the previous cases.

This concludes the proof.

Claim 13 There exist v1, v2, . . . , vk+1 such that (vj , vj+1)
is in G \ H for all j.

Proof: The proof is the same as that of lemma 5. That is,
using the previous claim and a union bound, we have

Pr[∀j, (vj , vj+1) ∈ G \ H] ≥ 1 −
k∑

i=1

2ri

|S|N > 0,

so there exist v1, . . . , vk+1 with this property.

Applying the same proof as lemma 6, we see that any
path in G from v1 to vk+1 of length less than 3k contains
an edge (vj , vj+1) for some j, and thus does not occur
in H . Thus δH(v1, vk+1) ≥ 3k, and so it cannot be a
(2k − 1)-approximate source-wise preserver of G. So H
must have at least |S|N/2 edges.

This concludes the proof of the theorem.

5. Lower bounds with prescribed minimum de-
gree

Suppose d is a lower bound on the minimum degree of
a graph G. We wish to derive lower bounds on the size of
any (1, 2k − 1)-spanner as a function of d. In some sense
our new graph is very similar to the previous ones, except
that we now work with Kd,d’s (complete bipartite graphs
with d vertices in each part) instead of Kn1/k,n1/k ’s in order
to satisfy the minimum degree constraint. The challenge
comes in how to usefully connect the Kd,d’s together. For
simplicity in this section we will assume that k is a constant.

Theorem 14 Let k > 1 be an integer and c ≥ 0 a real num-
ber. For sufficiently large n there is an unweighted undi-
rected graph G on Θ(n) vertices with minimum degree at
least n1/k+c for which any (1, 2k − 1)-spanner has

• Ω(n3/2−c) edges if k = 2.

• Ω(n + n1+1/k−c(1+2/(k−1))) edges if k > 2.

Note that if d = Θ(n1/k), then the theorem says that for
the graph G, any (1, 2k − 1)-spanner on Θ(n) vertices has
Ω(n1+1/k) edges, in agreement with theorem 4 for constant
k.

Proof: We first observe that there is an n− 1 lower bound
for any k since a (1, 2k − 1)-spanner must be a connected
subgraph. Solving the equation

n1+1/k−c(1+2/(k−1)) ≤ n,

we obtain c ≥ (k−1)
k(k+1) . Thus, we may assume that c <

(k−1)
k(k+1) , as otherwise we are done.

Let r = 2a(k−1) for an integer a > 0 such that r is the
smallest power of 2k−1 larger than n. We will build a graph
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G on (k + 1)r vertices if k is odd, and (k + 2)r vertices if
k is even. In either case, the number of vertices is Θ(n).

Let d = 2b(k−1) for an integer b > 0 such that d is
the smallest power of 2k−1 larger than r1/k+c. Then d ≥
r1/k+c ≥ n1/k+c, yet d = O(n1/k+c). Our graph will
have minimum degree d. Note that since c < (k−1)

k(k+1) , we

have c < 1 − 1/k. Thus since d = O(n1/k+c), we have
d = o(n), so that for sufficiently large n we have d < r, so
that b < a. Thus, r is a multiple of d.

Define N =
(

r
d

)2/(k−1) = 22(a−b). Since N and d are
both powers of 2, either d | N or N | d. But if N | d, then
N ≤ d, and solving the equation

N =
( r

d

)2/(k−1)

≤ d,

using that d = Θ(r1/k+c), shows that c ≥ k−1
k(k+1) . But as

mentioned above, it suffices to consider c < k−1
k(k+1) , and it

follows that we must have d | N .
We first assume that k > 1 is odd. We define a graph G

with vertex set

{0, 1, . . . , d − 1} × [N ](k−1)/2 × [k + 1].

We say that vertices (a, b1, . . . , b(k−1)/2, x) are in level x.
The total number of vertices is (k+1)r. There are two types
of edges. For each odd level i, we have all edges connecting
vertices

(a, b1, . . . , b(k−1)/2, i)

to
(a′, b1, . . . , b(k−1)/2, i + 1),

for arbitrary a, a′, b1, . . . , b(k−1)/2. These edges are called
odd edges, and we have

(k + 1)
2

· d2 · r

d
=

(k + 1)
2

rd ≥ (k + 1)
2

( r

d

)1+2/(k−1)

of them, where we have used the simple calculation that
rd ≥ (r/d)1+2/(k−1) since d ≥ r1/k. For even levels i, we
have all edges connecting vertices of the form

(a, b1, . . . , bi/2−1, bi/2, bi/2+1, . . . , b(k−1)/2, i)

to those of the form

(bi/2 mod d, b1, . . . , bi/2−1, b
′
i/2, bi/2+1, . . . , b(k−1)/2, i+1)

where a, b1, . . . , b(k−1)/2 are arbitrary, but we constrain
b′i/2 as follows:

N

d
a + 1 ≤ b′i/2 ≤ N

d
(a + 1).

Note that this is where we use that N is a multiple of d.
These edges are called even edges and we have

(k − 1)
2

· r · N

d
=

(k − 1)
2

( r

d

)1+2/(k−1)

of them. Edges connecting level-i vertices to level-(i + 1)
vertices are said to be in level i. As every vertex is incident
to d odd edges, the graph has minimum degree d (recall
that k + 1 is even, so the last level contains odd edges, so
all vertices are indeed incident to d odd edges).

The Distortion Property: Consider any subgraph H
of G on less than (r/d)1+2/(k−1) edges. We show there
exist vertices u, v such that δH(u, v) ≥ δG(u, v) + 2k.

We adapt lemma 5 as follows. Choose a random vertex
v1 in level 1, and inductively choose a random neighbor vi

of vi−1 in level i, obtaining v1, . . . , vk+1.

Lemma 15 For each i, 1 ≤ i ≤ k, the edge (vi, vi+1) is a
uniformly distributed edge in level i.

Proof: We first show that for each i, 1 ≤ i ≤ k, all vertices
in level i have the same number of neighbors in level i + 1.
Fix any such i and any vertex

v = (a, b1, . . . , b(k−1)/2, i)

in level i. Suppose i is odd. Then v has exactly d neighbors
in level i + 1, namely, all vertices of the form

(a′, b1, . . . , b(k−1)/2, i + 1)

for any a′ ∈ {0, 1, . . . , d−1}. Now suppose i is even. Then
v’s neighbors are all vertices of the form

(bi/2 mod d, b1, . . . , bi/2−1, b
′
i/2, bi/2+1, . . . , b(k−1)/2, i+1)

where b′i/2 satisfies N
d a + 1 ≤ b′i/2 ≤ N

d (a + 1). Thus v

has exactly N
d neighbors in level i + 1. As v was arbitrary,

we see that all vertices in level i, for any i, have the same
number of neighbors in level i + 1.

Next we show that for each i, 2 ≤ i ≤ k + 1, all vertices
in level i have the same number of neighbors in level i − 1.
Fix any such i and any vertex

v = (a, b1, . . . , b(k−1)/2, i)

in level i. Suppose i is odd. Then v has exactly d neighbors
in level i − 1, namely, all vertices of the form

(a′, b1, . . . , b(k−1)/2, i − 1)

for any a′ ∈ {0, 1, . . . , d−1}. Now suppose i is even. Then
v’s neighbors are all vertices of the form

(a′, b1, . . . , bi/2−1, b
′
i/2, bi/2+1, . . . , b(k−1)/2, i − 1)

where a′ uniquely satisfies N
d a′ + 1 ≤ bi/2 ≤ N

d (a′ + 1),
and b′i/2, 1 ≤ b′i/2 ≤ N , satisfies b′i/2 mod d = a. Thus v

has exactly N
d neighbors in level i − 1. As v was arbitrary,
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we see that all vertices in level i, for any i, have the same
number of neighbors in level i − 1.

Now we show that for each i, 1 ≤ i ≤ k + 1, vi is uni-
formly distributed in level i. This holds for i = 1 by defini-
tion. Suppose, inductively, that it holds for all v1, . . . , vi−1.
The probability that vertex v in level i is chosen is, since vi

is a neighbor of vi−1,

Pr[vi−1 ∈ N(v)] Pr[vi = v | vi−1 ∈ N(v)].

Let d�(i) be the number of neighbors in level i − 1 of each
vertex in level i, and let dr(i) be the number of neighbors
in level i of each vertex in level i − 1. By the above, these
quantities are well-defined, and since there are r vertices in
each level, d�(i) = dr(i). Let f(i) = d�(i) = dr(i). By the
inductive hypothesis,

Pr[vi−1 ∈ N(v)] =
f(i)
r

,

and by definition of the random process,

Pr[vi = v | vi−1 ∈ N(v)] =
1

f(i)
,

and so the product is 1
r and vi is uniform in level i.

Finally, since for each i, 2 ≤ i ≤ k + 1, vi−1 is uni-
formly distributed in level i−1 with f(i) neighbors in level
i, it follows that (vi−1, vi) is a uniformly distributed edge
in level i − 1.

Let ri be the number of edges in level i. The probability
that all edges (vi, vi+1) are missing in H is at least

1 −
∑

i

ri

(r/d)1+2/(k−1)
> 0,

so there exist v1, . . . , vk+1 with this property. Clearly
δG(v1, vk+1) = k. We show δH(v1, vk+1) ≥ 3k.

Fix some shortest path P from u to v in H , and suppose
δH(u, v) < 3k. As the number of edges in each level
must be odd, some level i contains a single edge (A,A′).
Suppose A = (a, b1, . . . , b(k−1)/2, i). To adapt lemma 6,
we split the analysis into cases:

Case: i is even. As there is only one edge in level i,
b1, . . . , bi/2−1 must all agree with the corresponding
coordinates of vk+1. Similarly, bi/2, . . . , b(k−1)/2 must
all agree with the corresponding coordinates of v1. This
already shows that A agrees with all coordinates of vi

except possibly the 1st coordinate.
Now look at A′. By definition of an even edge, the edge

(A,A′) can only change the values a and bi/2 of A, besides
adding 1 to the level coordinate. But since there is only one
edge in level i, and only edges in level i can modify bi/2,
this means the corresponding value b′i/2 of A′ must agree

with that of vk+1. Note that this shows that A′ agrees with
all coordinates of vi+1 except possibly the 1st coordinate.

But now a is uniquely determined by the constraint

N

d
a + 1 ≤ b′i/2 ≤ N

d
(a + 1),

and since the same constraint also determines the first co-
ordinate of vi, it follows that A = vi. Moreover, the first
coordinate of A′ is just bi/2 mod d, which is also the first
coordinate of vi+1. Thus A′ = vi+1.

This contradicts that the edge (A,A′) = (vi, vi+1) is
missing from H .

Case: i is odd. As there is only one edge in level
i, the coordinates b1, . . . , b(i−1)/2 must all agree with
the corresponding coordinates of vk+1. Similarly,
b(i+1)/2, . . . , b(k−1)/2 must all agree with the correspond-
ing coordinates of v1. As the edges in odd levels only
modify the first coordinate, this already shows that A
agrees with all coordinates of vi except possibly the 1st
coordinate, and A′ agrees with all coordinates of vi+1

except possibly the 1st coordinate.
Now as b(i−1)/2 agrees with the corresponding coor-

dinate of vk+1, and a = b(i−1)/2 mod d, it follows that
A = vi. Let c be the first coordinate of vi+1, a′ the first
coordinate of A′, and suppose towards a contradiction that
c �= a′. If i = k this is impossible since then A′ is a level
k + 1 vertex not equal to vk+1, so the path P will have to
return to an edge in level i.

So suppose i < k and consider the edge from A′

to a level i + 2 vertex w in P . Since c �= a′, it fol-
lows that the (i + 1)/2-th b-coordinate w cannot agree
with that of vk+1 since that of vk+1 lies in the interval
[N

d c + 1, N
d (c + 1)], whereas that of w is in the disjoint

interval [N
d a′ + 1, N

d (a′ + 1)]. To correct this coordinate,
P will have to return to a vertex w′ in level i + 1. However,
by definition of an even edge, the first coordinate of w′ is
uniquely determined, and it must equal a′ again. It follows
that vk+1 is unreachable, which is a contradiction, so c = a′

and A′ = vi+1, which contradicts that (A,A′) = (vi, vi+1)
is not in H .

Hence, δH(u, v) ≥ 3k. Thus any subgraph with less
than (r/d)1+2/(k−1) = Ω(r1+1/k−c(1+2/(k−1))) edges
distorts the distance between some pair of vertices by 2k,
so it cannot be a (1, 2k − 1)-spanner. This completes the
proof for odd k.

Now let k be even. The previous graph does not quite work
since in this case the number of levels k + 1 is odd, so
the vertices in the last level aren’t incident to odd edges,
and thus need not have minimum degree d. We fix this by
considering a graph with k + 2 levels, which is similar to
the previous one, except that we adjust the edgeset slightly.
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Since k+2 is even, there are k/2 different levels of even
edges and k/2+1 different levels of odd edges. Straightfor-
wardly, we would set N = (r/d)2/k and proceed with the
previous graph. However, this gives a weaker lower bound
of Ω((r/d)1+2/k).

Instead, we will effectively ignore edges in level k, in-
creasing the degree in other levels as much as possible.
Put N = ( r

d )2/(k−1) = 22(a−b) as before, and let N ′ =(
r
d

)1/(k−1) = 2a−b. A calculation shows N ′ ≤ d because
d ≥ r1/k. We define a graph with vertex set

{0, 1, . . . , d − 1} × [N ]k/2−1 × [N ′] × [k + 2].

The number of vertices is Θ(kr).
There are now three types of edges. Edges in odd levels

again connect
(a, b1, . . . , bk/2, i)

to
(a′, b1, . . . , bk/2, i + 1)

for arbitrary a, a′, b1, . . . , bk/2. For i even and i �= k, we
again have even edges connecting vertices

(a, b1, . . . , bi/2−1, bi/2, bi/2+1, . . . , bk/2, i)

to

(bi/2 mod b, b1, . . . , bi/2−1, b
′
i/2, bi/2+1, . . . , b(k−1)/2, i+1)

for arbitrary a, b1, . . . , b(k−1)/2 and

b′i/2 ∈ [
N

d
a + 1,

N

d
(a + 1)].

However, in level k we have all edges connecting vertices
of the form

(a, b1, . . . , bk/2−1, bk/2, k)

to
(bk/2 − 1, b1, . . . , bk/2−1, a + 1, k + 1)

for a < N ′, arbitrary b1, . . . , bk/2−1 ∈ [N ], and arbitrary
bk/2 ∈ [N ′]. This is well-defined since N ′ ≤ d, and so
bk/2 − 1 ∈ {0, 1, . . . , d − 1}. Note also that a < N ′.

The number of edges in level k is at most r since each
level-k vertex has at most one neighbor in level k + 1.
However, as in the case for odd k, each other level has
m =

(
r
d

)1+2/(k−1)
edges. Let H ⊆ G be a subgraph.

Consider the random process of choosing a random ver-
tex v1 in level 1, and inductively choosing a random neigh-
bor vi of vi−1 in level i, for all i ≤ k − 1. Then choose
vk by choosing a random neighbor of vk−1 with first coor-
dinate in the set S = {0, 1, . . . N ′ − 1}. Recall that since
k is even, edges in level k − 1 are odd, so they only change
the first coordinate. Choose vk+1 to be the unique neighbor

of vk in level k + 1, and then choose vk+2 to be a random
neighbor of vk+1 in level k + 2. Proceeding as in the proof
of lemma 15, one can show that in levels 1 ≤ i ≤ k − 1, vi

is uniformly distributed. It then follows that vk is uniformly
distributed amongst vertices in level k with first coordinate
in S. vk+1 is then uniformly distributed amongst vertices
in level k + 1 with first coordinate in S. Finally, vk+2 is
uniformly distributed in level k + 2.

It follows that all edges except those in levels k − 1 and
k + 1 are uniformly distributed, but even the ones in these
two levels are uniformly distributed amongst a set of rN ′

edges. A calculation shows that

rN ′ ≥ Nn/d = m =
( r

d

)1+2/(k−1)

as long as 2bk ≥ 2a, that is, b ≥ a/k, but this holds since
d ≥ r1/k. Then, by the usual union bound, if H has less
than m edges, there exist vertices v1, v2, . . . , vk+2 such that
δG(v1, vk+2) = k + 1, but δH(v1, vk+2) ≥ 3k + 1, so H
cannot be a (1, 2k − 1)-spanner. Note that the argument
changes a bit, since we cannot argue that (vk, vk+1) is miss-
ing from H , but for all other levels i, we can argue (vi, vi+1)
is missing.

Finally, if k = 2, then there are no even levels other
than level 2, which we don’t include in the union bound,
and so if H has less than rN ′ = r2/d edges, then there ex-
ist v1, v2, v3, v4 for which (v1, v2) and (v3, v4) are missing,
and consequently δH(v1, v4) ≥ 7, while δH(v1, v4) = 3, so
H is not a (1, 3)-spanner. This completes the proof.

One can use the reduction of theorem 8 with this theorem to
obtain the corresponding result for emulators.

5.1 On the tightness of our bounds

We give a short proof using known techniques which
shows that these paramterized lower bounds (in terms of
d) are tight for (1, 2)-spanners and (1, 4)-emulators. For
brevity, we will prove tightness up to a polylog n-factor,
though this can likely be removed using the techniques in
[4]. For a graph G = (V,E), and a subset S ⊆ V , a set
D ⊆ V dominates S if for every s ∈ S there exists an
x ∈ D for which (s, x) ∈ E.

First suppose G = (V,E) has minimum degree n1/2+c.
Then by a simple probabilistic argument, there exists a
set D which dominates V with |D| = O(n1/2−c log n).
For a vertex v, let BFS(v) denote the n − 1 edges in a
shortest path tree from v to every other vertex in G. Set
H = (V,∪v∈DBFS(v)). Clearly, |H| = O(n3/2−c log n).
Consider any two vertices u, v ∈ V . Let w ∈ D be such that
(w, u) ∈ E. Then (w, u) ∈ H and δH(w, v) = δG(w, v).
Moreover, δG(w, v) ≤ δG(u, v)+1 by the triangle inequal-
ity, so the shortest path from u to w then to v in H has
distance at most δG(u, v) + 2, i.e., H is a (1, 2)-spanner.
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Now suppose G = (V,E) has minimum degree n1/3+c.
Then there exists a set D which dominates V with |D| =
O(n2/3−c log n). Define the emulator H = (V,E′) as fol-
lows. For each v ∈ V , include a unit weight edge from v
to D in E′. This produces at most n edges. Next, connect
all pairs of vertices in D with an edge with weight equal to
their shortest path length in G. Then |H| has size O(n +
n4/3−2c log2 n). Consider any two vertices u, v ∈ V . Let
w,w′ ∈ D be such that (w, u), (w′, v) ∈ E. Then the path
u,w,w′, v in H has length 2+δH(w,w′) = 2+δG(w,w′),
and by the triangle inequality, δG(w,w′) ≤ δG(u, v) + 2,
so δH(u, v) ≤ δG(u, v) + 4, so H is a (1, 4)-emulator.

6. Future research

The most fascinating open question here is arguably the
optimal size of additive spanners and emulators. Assume
k is constant. Then using dominating set arguments as in
section 5.1, one can show that if G has the property that
for every vertex v, the ball Ball(v, k − 1) centered at v
of radius k − 1 has Ω(n1−1/k) vertices, such as in the
graphs of our lower bounds, then G contains a (1, 2k − 1)-
spanner of size O(n1+1/k log n), so our bounds are tight
up to a log n term. We note that graphs generated by in-
cluding each edge independently with probability p, for any
p ∈ [0, 1], have a (1, 2k− 1)-spanner with O(n1+1/k log n)
edges with high probability. Indeed if p ≤ (n1/k log n)/n,
then |G| = O(n1+1/k log n) with high probability. Other-
wise, the property above holds with high probability.

Another interesting direction here is to explore other
applications of our lower bound graphs, which generalize
the so-called butterfly network, see, e.g., [6]. In some sense
our graph is a “flattened” Hamming cube with side length
Θ(n1/k). Note, though, that the Hamming cube contains
a (1, 2k−1) spanner with n−1 edges (e.g., take BFS(1k)).
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