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Abstract—In this paper, we investigate the problem of identifying influential users in mobile social networks. Influential users are individuals with high centrality in their social-contact graphs. Traditional approaches find these users through centralized algorithms. However, the computational complexity of these algorithms is known to be very high, making them unsuitable for large-scale networks. We propose a lightweight and distributed protocol, iWander, to identify influential users through fixed-length random-walk sampling. We prove that random-walk sampling with $O(\log n)$ steps, where $n$ is the number of nodes in a graph, comes quite close to sampling vertices approximately according to their degrees. To the best of our knowledge, we are the first to design a distributed protocol on mobile devices that leverages random walks for identifying influential users, although this technique has been used in other areas.

The most attractive feature of iWander is its extremely low control-message overhead, which lends itself well to mobile applications. We evaluate the performance of iWander for two applications, targeted immunization of infectious diseases and target-set selection for information dissemination. Through extensive simulation studies using a real-world mobility trace, we demonstrate that targeted immunization using iWander achieves a comparable performance with a degree-based immunization policy that vaccinates users with large number of contacts first, while generating only less than 1% of this policy’s control messages. We also show that target-set selection based on iWander outperforms the random and degree-based selections for information dissemination in several scenarios.

Index Terms—Influential mobile users, centrality, random walks, disease control, information dissemination.

I. INTRODUCTION

Mobile social networks, under the merging of social networks that link humans and the Internet that connects computers, have emerged as a new frontier in the mobile computing research community. Mobile social networking is social networking where mobile users interact, communicate and connect with each other using their wireless devices. There have been several novel mobile social applications developed (e.g., PeopleNet [21], and SociableSense [28]). The performance of mobile social networks depends heavily on human mobility, which can increase their capacity through opportunistic communications and packet forwarding [11].

Not all mobile users are equal in terms of mobility. Some of them, such as salespeople, may travel to many places during a day, while others, such as graduate students, may stay in their office for most of the working time. When considering the problem of information dissemination in mobile networks, if we employ these active salespeople as the initial physical carriers, they may be able to further propagate information to a much larger fraction of mobile users, compared with selecting initial carriers randomly. This is exactly the rationale behind the influence maximization problem of information diffusion in traditional social networks [7], [15]. Similarly, if we monitor these critical individuals, we may be able to detect the outbreaks of infectious diseases much earlier, for example, during the flu season [3].

In this paper, we address the following question: how do we identify influential users in mobile social networks through distributed solutions with low control-message overhead? In our previous work [12], we proposed a heuristic algorithm to select influential mobile users for information dissemination, which is an extension of the greedy algorithm of Kempe, Kleinberg, and Tardos [15]. Recently, Nguyen et al. [23] propose to find these users through the detection of overlapping community structures in dynamic networks. However, these solutions are all centralized and require the complete social-contact graphs of mobile users.

There are two major challenges when finding these critical mobile users. First, given the large size of mobile social networks, the proposed solutions must be distributed. Besides the drawback of requiring complete contact graphs, centralized schemes are known to have high computational complexity, especially on large social graphs. For example, as reported by Chen et al. [2], finding a small set of nodes with high centrality in a graph with 15,000 vertices could take days on a modern server machine. Second, because these distributed protocols usually run on battery-supported mobile devices, such as smartphones, we need to control their communication overhead, as data transmission is the major source of energy consumption on mobile devices.

Our approach is motivated by the “friendship paradox” [9] that “your friends have more friends than you do” and leverages random-walk probe messages to sample mobile users and thus to identify critical users. This paradox illustrates “the phenomenon that most people have fewer friends than their friends have”, on average. The reason behind it is that due
to sampling bias people with a large number of friends may have a high probability of being observed among one’s friend circle. Thus, the friends of randomly selected individuals, which are sampled by our scheme, may have higher centrality in friendship graphs than average. Although the original proof in Feld [9] is for the static friendship graph of traditional social networks, we can easily extend it for the dynamic contact graph of mobile social networks.

This paper makes the following contributions.

- We design a distributed and lightweight protocol, called \textit{iWander}, to identify critical individuals in mobile social networks (Section III). We assume that everyone in the examined network has a mobile device that runs \textit{iWander} in the background. The key idea behind \textit{iWander} is to sample users through random-walk probe messages generated periodically by mobile devices and estimate the centrality of individuals through their random-walk counters (i.e., the number of times their mobile devices are visited by random-walk probe messages). We prove that for static graphs that are “expander-like” (see, e.g., Eubank et al. [8]), the nodes with high random-walk counters are very likely to be those with high degrees. Our networks are inherently mobile and thus not static, but their static snapshots will likely be expander-like. Mobile networks will also likely mix well, serving to explain intriguing results such as those of Grossglauser and Tse [11].

- We present a targeted immunization policy based on the centrality information provided by \textit{iWander} to contain the spread of infectious diseases (Section IV). We evaluate the performance of our proposed random-walk based immunization through extensive simulation studies using a real-world mobility trace. The simulation results show that random-walk based immunization always outperforms random immunization and performs very close to degree-based immunization with less than 1% of its control-message overhead. The results also demonstrate that selecting monitors based on \textit{iWander} can offer early outbreak detection of infectious diseases.

- We show how to benefit from \textit{iWander} for information dissemination in mobile social networks (Section V). Specifically, we study the target-set selection problem which chooses target users based on the random-walk counters of mobile users provided by \textit{iWander}. Surprisingly, we find that differently from targeted immunization, if we choose all target users with high centrality, the resultant scheme performs better than random selection only for small target sets. We also propose another enhanced scheme that chooses both influential and non-influential users into the target set. Our simulation results verify that this enhanced scheme outperforms random selection for large target sets.

II. RELATED WORK

We review related work on identifying influential individuals in various networks and applications of random walks in this section.

A. Identifying Influential Users

1) Traditional Social Networks: Identifying influential users has been extensively studied for information diffusion in traditional social networks [7], [15], [30]. Domingos and Richardson [7], [30] were the first to introduce a fundamental algorithmic problem of information diffusion: what is the initial target set of \(k\) users, if we want to maximize the propagation of information in a social network? Kempe et al. [15] prove that the information dissemination function of this influence maximization problem is submodular for the independent cascade model and the linear threshold model. They also propose a centralized greedy algorithm that outperforms heuristics based on node centrality and distance centrality. To solve the computational inefficiency of the centralized algorithms, Chen et al. [2] propose an improvement to reduce the algorithm’s running time.

2) Mobile Networks: The problem of influence maximization has also been extended to mobile networks. Previously, we have studied the target-set selection problem for information delivery as the first step toward bootstrapping mobile data offloading [12]. In particular, we investigate how to select a target set with only \(k\) users among all subscribed users, such that we can maximize the number of users that receive the delivered information through mobile-to-mobile opportunistic communications. Nguyen et al. [23] propose to select critical nodes through overlapping community detection in dynamic networks and nodes in more communities have higher priority in scenarios, such as message forwarding. They present a framework to adaptively update the community structure based on history information.

3) Targeted Immunization: Targeted immunization has been proposed to eradicate infections for scale-free complex networks, by considering the heterogeneous connectivity properties of these networks. Christakis and Fowler [3] propose a mechanism for detecting contagious outbreaks. Their work demonstrates that by monitoring only the friends of these randomly selected students they can provide an early detection of flu by up to 13.9 days at Harvard College. Christlieb et al. [4] evaluate the performance of network centrality measures for identifying high-risk individuals, including degree, shortest-path betweenness and random-walk betweenness. They show that degree performs very close to other network measures in predicting risk of infection. Lelarge [18] proposes a percolated threshold model for random networks. He also compares the performance of the degree based vaccination and the acquaintance vaccination [5] under security attacks.

\textbf{Remark:} All the above approaches for various problems, ranging from influence maximization to targeted immunization, are based on \textit{centralized} solutions, except the acquaintance vaccination. We use random-walk probe messages generated by mobile devices to sample users during their contacts and design a distributed protocol to identify the most influential individuals. The acquaintance vaccination can be viewed as a special case of our approach which samples only the one-hop neighbors. Moreover, we demonstrate the effectiveness of our scheme for not only infectious disease control but also mobile content dissemination.
B. Random Walks

The term random walk was first introduced by Karl Pearson [26]. We are interested in random walks on graphs, where a walker starts from a source node to a destination node and for each step of this travel, the next node to visit is selected uniformly at random from the neighbor-set of the current node.

Random walks have been integrated into centrality measurement of social science. For instance, Newman [22] proposes the random-walk betweenness centrality, a relaxation of the shortest-path betweenness. This measure defines how often a node in a graph is visited by random walkers between all possible node pairs. Noh and Rieger [24] introduce the random-walk closeness centrality metric, which measures how fast a node can receive a random-walk message from other nodes in the network.

Based on random walks, there are efficient sampling methods in peer-to-peer networks [32], online social networks [10], and other complex networks [29]. Stutzbach et al. [32] propose the Metropolized Random Walk with Backtracking (MRWB) to provide unbiased samples of representative peer properties in realistic unstructured P2P systems. Gjoka et al. [10] demonstrate that the Metropolis-Hastings random walk and a re-weighted random walk perform better than Breadth-First-Search (BFS) for obtaining an unbiased sample of Facebook users. Ribeiro and Towsley [29] propose the Frontier sampling method which uses multiple dependent random walkers to solve a known problem that traps a random walker inside a local neighborhood when the graphs are disconnected or loosely connected.

Random walks have also been widely explored in other fields, such as computer security, social science, economics, biology and psychology, for various purposes. For example, Xie et al. [33] propose to perform random moonwalks to identify the origins of a worm attack, under the assumption that the complete communication graph among hosts is available. Yu et al. [34] propose SybilGuard which uses a special kind of random walk, where every node chooses the next hop based on a pre-computed random permutation, to limit the bad effect of sybil attacks on peer-to-peer systems.

Differently from the above work, we employ random walks to design a distributed sampling scheme which can estimate the centrality of individuals. Also, our approach with low control message overhead is suitable for mobile applications. We refer interested readers to a preliminary version of this paper which appeared in MOBIHOC 2012 [14] for literature reviews of infectious disease control in public health and information dissemination in mobile networks.

III. THE RANDOM WALKS PROTOCOL

In this section, we present the details of iWander design, offer its theoretical analysis on static graphs, and discuss its proof-of-concept prototype implementation.

A. The Protocol

We propose to leverage random walks to design a distributed protocol, iWander, for identifying influential users in mobile social networks. The intuition is that if we periodically initialize random-walk probe messages from a small group of mobile devices, influential users may be visited by these probe messages more frequently than average.

The proposed iWander protocol works as follows. Every $\Delta T$ hours, iWander generates a tiny probe message with a given probability $q$ on each mobile device and saves it in the device’s local queue. The message contains only a pre-configured hop-limit field $L$. During the contacts of a mobile device with its peers, if it has a probe message in its queue, it sends this message to another uniformly and randomly selected peer. When a mobile device receives a probe message, it decreases $L$ in the message by 1, and then stores it in its local queue, waiting for the opportunity to forward the message to other peers. A probe message with $L = 0$ will be finally discarded. iWander maintains a random-walk counter on each mobile device, initialized to zero, to record how many times it has received the probe messages (i.e., visited by these random-walk messages).

After collecting the random-walk counters from all users recorded by their mobile devices, we can determine the set of $k$ critical users from the head of the user list sorted by these counters. The reason is that based on the friendship paradox, influential users have high probabilities to be visited by random walks and thus own large random-walk counters.

Differently from the random-walk betweenness metric proposed by Newman [22], iWander applies fixed-length instead of all-pairs random walks for two reasons. First, in practice, it is difficult for a mobile user to know every other user and thus specify the random-walk destination of probe messages. Second, the message overhead of all-pairs random walks may be much higher than fixed-length random walks, which makes them unsuitable for battery-powered mobile devices.

The update and reset of random-walk counters are determined by the upper layer applications. In practice, they may reset these counters periodically, for example, at midnight (12:00 AM) of every day. They can also apply an exponential moving average to update these counters by assigning a higher weight to recent counters.

In summary, the performance of iWander relies on three parameters: $q$ – the probability that a mobile device generates a random-walk probe message, $L$ – the length of random walks performed by probe messages (i.e., the number of mobile users visited by a single probe message), and $\Delta T$ – the frequency of generating new random-walk probe messages. It is important to understand the impact of these three parameters on the performance of iWander, because they determine both the quality of identified influential users and the number of probe messages spreading over the network.

B. Theoretical Analysis

We analyze the parameter $L$ of our protocol on static graphs. To reduce energy consumption on mobile devices, we prefer short random walks with only a few steps. “Static” versions of social-contact networks are often very dense and expander-like. In such highly-mixing networks, we prove that a random walk of length $O(\log n)$, where $n$ is the number of nodes in the network, suffices to come very close to the stationary
distribution of the random walk (in which each vertex has a probability proportional to its degree). Thus, the short random walks that we take will likely come quite close to sampling vertices approximately according to their degrees, because the static snapshots of dynamic mobile networks will likely be expander-like.

Let $n$ be the number of nodes and $m$ be the number of edges in the graph $G(V,E)$, which refers to a static version of the dynamic graph. Let $d(v)$ be the degree of vertex $v$ and $d(S) = \sum_{v \in S} d(v)$ for any $S \subseteq V$. Suppose $A$ is the adjacency matrix of $G$ and $D$ is the diagonal matrix $\text{diag}(\frac{1}{d(v_1)}, \ldots, \frac{1}{d(v_n)})$. Suppose $\lambda_1 \geq \lambda_2 \geq \ldots \lambda_n$ are the eigenvalues of the symmetric matrix $N = D^{1/2}AD^{1/2}$. We assume the graph is an expander graph, which means the mixing rate $\lambda = \min(|\lambda_1|, |\lambda_n|)$ of $G$ is a constant less than 1 [19]. There are several other definitions of expander graphs, such as vertex expansion or edge expansion, and they are more or less equivalent to each other.

Initially, we choose $\alpha n$ nodes to generate random-walk probe messages where $\alpha$ is a positive number between 0 and 1. After all random-walk probe messages run $L$ steps, we select $\beta n$ vertices with the highest random-walk counters. Denote this set by $\tilde{S}$ and the set of $\beta n$ vertices with the highest degrees by $S^*$. Here, $\alpha$ is essentially the same as $q$ (the probability to generate random-walk probe messages) and $\beta$ is an input parameter whose value depends on the upper layer applications. We show that with high probability, the total degree of the chosen set $\tilde{S}$ is close to that of the optimal set $S^*$. Let the sum of all counters be $M = \alpha n L$.

**Theorem 1:** For any constants $\alpha, \beta, \epsilon > 0$ and sufficiently large $n$, after $L = \frac{4(\alpha+1)\epsilon}{\epsilon^2\alpha^2} \log \frac{1}{\alpha} n = O(\log n)$ steps, we have that

$$\Pr[d(\tilde{S}) \geq (1 - \epsilon) d(S^*)] \geq 1 - \exp(-n)$$

Before proving the main theorem, we present the following well-known facts.

**Lemma 1:** The stationary distribution $\pi$ of a random walk is proportional to the degree distribution of the graph, i.e., $\pi(v) = \frac{d(v)}{2m}$, where $m$ is the number of edges of the graph.

**Lemma 2:** (See e.g., [19]) Consider several independent random walks starting at arbitrary nodes. Let $P_{i,t}(v)$ be the probability that the $i$th random walk visits $v$ at time $t$ and let $P_{i,t}(S) = \sum_{v \in S} P_{i,t}(v)$. The stationary distribution of the random walk is $\pi$. We have that

$$|P_{i,t}(S) - \pi(S)| \leq \sqrt{d(S)} \lambda^t.$$  

It is well known that the stationary distribution of a random walk is proportional to the degree distribution of the graph. More specifically, $\pi(v) = \frac{d(v)}{2m}$, where $m$ is the number of edges of the graph.

We also need the following forms of the Chernoff bound [20].

**Lemma 3:** Suppose we have $n$ independent random variables $X_1, X_2, \ldots, X_n$ distributed over $[0,T]$ and let $X = \sum_{i=1}^n X_i$, the following bounds hold:

1) For $0 < \delta \leq 1$, $\Pr[X \not\in (1 \pm \delta)\mathbb{E}[X]] \leq 2 \exp\left(-\frac{(1+\delta)^2}{3}\mathbb{E}[X^2]\right)$, where $(1+\delta)\mathbb{E}[X]$ denotes the interval $[(1-\delta)\mathbb{E}[X], (1+\delta)\mathbb{E}[X]]$.  

2) For $\delta > 1$, $\Pr[X \geq (1+\delta)\mathbb{E}[X]] \leq \exp\left(-(1+\delta)\log(1+\delta)\mathbb{E}[X]/4T\right)$.  

3) For any $t > 0$, $\Pr[X \geq \mathbb{E}[X] + t] \leq \exp\left(-2t^2/nT^2\right)$.  

First, we show that with high probability, the actual sum of counters over the nodes in $S^*$ is close to $M\pi(S^*)$.

**Lemma 4:** Let $C_t(v)$ be the random-walk counter of $v$ at time $t$ and $C_t(S) = \sum_{v \in S} C_t(v)$. We have that

$$\Pr\left[C_t(S^*) \in [(1 \pm \epsilon)M\pi(S^*)]\right] \geq 1 - \exp(-\Omega(n))$$

**Proof:** Consider a particular vertex $v \in V$. Let $I_{i,t}(v)$ be the indicator random variable that the $i$th random walk visits $v$ at time $t$. We can easily see from our proposed protocol that

$$C_t(v) = \sum_{i=1}^t \sum_{t'=1}^{\epsilon} I_{i,t'}(v).$$

By linearity of expectation,

$$\mathbb{E}[C_t(v)] = \sum_{i=1}^t \sum_{t'=1}^{\epsilon} \mathbb{E}[I_{i,t'}(v)] = \sum_{i=1}^t \sum_{t'=1}^{\epsilon} P_{i,t'}(v)$$

Consider a random walk $i$. By Lemma 2, we can see that for any $S \subseteq V$,

$$\left| \sum_{t'=1}^{\epsilon} P_{i,t'}(S) - \pi(S) \cdot L \right| \leq \left| \sum_{t'=1}^{\epsilon} P_{i,t'}(S) - \pi(S) \right| + \left| \sum_{t'=1}^{\epsilon} P_{i,t'}(S) - \pi(S) \right|$$

$$\leq \log_\lambda n + \sqrt{d(S)} \lambda^{\log_\lambda n} \leq 2 \log_\lambda n$$

Therefore, we obtain that for any $S \subseteq V$,

$$\left| \mathbb{E}[C_t(S)] - M\pi(S) \right| \leq 2\epsilon n \log_\lambda n \leq \epsilon \alpha n L \beta = \epsilon \alpha n L \beta$$

In particular, we have that

$$\mathbb{E}[C_t(S^*)] \in [(1 \pm \epsilon)M\pi(S^*)].$$

Since all random walks are independent of each other, using the Chernoff bound, we can get that

$$\Pr\left[|C_t(S^*)| \in [(1 \pm \epsilon)\mathbb{E}[C_t(S^*)]]\right] \geq 1 - 2\exp\left(-\frac{(1+\epsilon)^2}{75L}\mathbb{E}[C_t(S^*)]^{2/3}\right)$$

Combining (2) and (3), we get

$$\Pr\left[C_t(S^*) \in [(1 \pm \epsilon)M\pi(S^*)]\right] \geq 1 - \exp(-\Omega(n))$$

Next, we show that with high probability, $C_t(S)$, the actual sum of counters over the nodes in the chosen set $\tilde{S}$, is at most $(1+\epsilon/2)M\pi(S)$. Note that the proof of this part is more involved than Lemma 4, since $\tilde{S}$ is a random set (so we can not directly apply the Chernoff bound on this set). Now, we provide the high level idea of the proof. We first outline a
natural idea that does not work, then sketch how to remedy this idea. Let $X_t(S) = \sum_{t=1}^{\infty} \sum_{s \in S} I_{t,s}(v)$. We use $\mathcal{E}(S)$ to denote the event that $\sum_{t} X_t(S) > |S| / 2$. Notice that $C_t(S) \geq |S| / 2$, if we can prove $\mathcal{E}(S)$ does not happen for all $S$ (with $|S| = \beta n$) with high probability, we are done. Consider a fixed set $S$. Since $\{X_t(S)\}$, are independent, we can use the third Chernoff bound to show that $\Pr[\mathcal{E}(S)] \leq \exp(-\frac{\epsilon^2 \beta^2 n^2}{2}).$ However, the number of sets $S$ with $|S| = \beta n$ is $\binom{\beta n}{\beta n} \leq \exp(\frac{\epsilon^2 \beta^2 n^2}{2}).$ So the union bound does not give a meaningful answer. To remedy this, we attempt to break $X_t(S)$ into two parts $X_t, \text{odd}(S)$ and $X_{t,\text{even}}(S)$. Each part is a sum of $K/2$ almost independent random variables where $K$ is a constant to be fixed later. Hence, $C_t(S)$ can be represented as the sum of $K\alpha n$ random variables with smaller ranges (instead of $\alpha n$ random variables), which can result in a sharper concentration bound for $\mathcal{E}(S)$.

To make the above argument formal, we need the notions of variational distance and coupling (see e.g., [20]). The variational distance of two discrete random variables (or probability distributions) $X$ and $Y$ (with the same support supp) is defined to be $\Delta(X, Y) = \frac{1}{2} \sum_{x \in \text{supp}} |Pr[X = x] - Pr[Y = x]|$. A coupling between two random variables $X$ and $Y$ is a pair of (correlated) random variables $(X', Y')$ such that the marginal distribution of $X'$ has distribution $\mu$, and the marginal distribution of $Y'$ has distribution $\nu$. It is well known that $\Delta(X, Y) = \min_{X', Y'} \{\text{coupling } Pr[X' \neq Y']\}$ [[20]]. The following lemma follows from the standard coupling argument.

**Lemma 5:** We are given two sequences of random variables $X = \{X_i\}_{1 \leq i \leq k}$ and $Y = \{Y_i\}_{1 \leq i \leq k}$. Let supp denote the common support of $X_1, \ldots, X_k$. Suppose $X$ is Markovian in the sense that $Pr[X_1, X_2, \ldots, X_{i-1} = Pr[X_i, X_{i-1}]$ for all $i$. Suppose that $Y$ is Markovian as well. The following statement holds:

(a) $\Delta(X, Y) \leq \sum_{i=2}^{k} \max_{x \in \text{supp}} \Delta(X_i | X_{i-1} = x)$

(b) Suppose both $X$ and $Y$ are trajectories (sequences of consecutive states) of the same Markov chain. Then, $\Delta(X, Y) = \Delta(X_1, Y_1)$.

**Proof:** We provide a proof for completeness. Both statements can be seen from the following standard way to couple $X$ and $Y$ (i.e., to construct a coupling $(X', Y')$ between $X$ and $Y$). In particular, we specify how $(X', Y')$ is generated. First, we know there is a coupling $(X'_1, Y'_1)$ between $X_1$ and $Y_1$ so that $Pr[X'_1 \neq Y'_1] = \Delta(X_1, Y_1)$.

Combining with the fact that $Pr[X'_1 \neq Y'_1] = \Delta(X_1, Y_1)$, the first statement follows.

For the second statement, because $X$ and $Y$ are from the same Markov chain, if $X'_1 = Y'_1$, we can couple the rest $X_i$ and $Y_i$ perfectly (i.e., $Pr[X'_1 = Y'_1 \mid X'_1 = Y'_1] = 1$ for all $i \geq 2$) since the distributions of the subsequent transitions of both $X$ and $Y$ are exactly the same. Hence $Pr[X'_1 \neq Y'_1] = Pr[X'_i \neq Y'_i] = \Delta(X_1, Y_1)$, from which we can see $\Delta(X, Y) \leq \Delta(X_1, Y_1)$. It is also straightforward to see that $\Delta(X, Y) \geq \Delta(X_1, Y_1)$. Thus, the second statement holds.

**Lemma 6:** Let $\hat{S}$ be the chosen set. We have that

$$\Pr[M \pi(\hat{S}) > (1 - \epsilon/2)C_L(\hat{S})] \geq 1 - \exp(-\Omega(n)).$$

**Proof:** We divide the whole process into $K = \frac{36}{\epsilon^2 \alpha^2} (3 - \ln \beta)$ stages. The $j$th stage consists of the steps $(j - 1)T + 1, (j - 1)T + 2, \ldots, jT$ where $T = 6 \log_1\alpha / \alpha n$.

Let $P_{n,t}(v)$ denote the probability that the $i$th random walk visits $v$ at time step $t$ conditioning on the event that the $i$th random walk visits $u$ at time step $t - 1$. See Lemma 2 does not depend on the starting node. Therefore, we have that for any $i$, any node $u$ and any time step $t$ after the first stage,

$$|P_{n,t}(v) - \pi(v)| \leq \sqrt{n} \lambda^t \leq \sqrt{n} \lambda^T < \frac{1}{n^q}.$$  \hspace{1cm} (5)

Now, consider the $i$th random walk and a particular node $v$. Recall that $I_{i,t}(v)$ is the indicator random variable that the $i$th random walk visits $v$ at time $t$. Let $X_{i,j}(v) = \sum_{i \in \text{stage } j} I_{i,t}(v)$, i.e., the number of times the $i$th random walk visits $v$ during stage $j$. From (5), $X_{i,j}(v), \sum_{i \in \text{stage } j} I_{i,t}(v), X_{i,j}(v)$, are almost independent of each other. Hence, the sum $\sum_{i \in \text{stage } j} I_{i,t}(v)$ consists of $\alpha n K/2$ almost independent random variables, which would result in a much sharper bound than summing $\alpha n$ independent random variables.

We need to define some auxiliary random variables. Let $Y(v)$ be the number of times that a random walk visits $v$ during $T$ steps if the initial node is selected according to the stationary distribution. Let $Y_{i,j}(v)$ be an independent random variable with the same distribution as $Y(v)$ for each $1 \leq i \leq \alpha n$ and $1 \leq j \leq T$. By Lemma 5(b) and noticing $X_{i,j}(v)$ is a function of the trajectory of the $i$th random walk during stage $j$,

$$\Delta(X_{i,j}(v), Y_{i,j}(v)) \leq |P_{i,(j-1)T+1}(v) - \pi(v)| \leq \frac{1}{n^q}.$$  \hspace{1cm} (6)

Let $X_{i,j}^u(v)$ denote the number of times the $i$th random walk visits $v$ during stage $j$ conditioning on the event that the position of the $i$th walk visits $u$ at the end of stage $j - 2$. Let $\Delta_j = \max_u \Delta(X_{i,j}^u(v), Y_{i,j}(v))$. From (5), we can also see that

$$\Delta_j \leq \sqrt{n} \lambda^T \leq \frac{1}{n^q}.$$

Let $X_{i,j}^u(v) = \sum_{j=3,5,\ldots} X_{i,j}(v)$ and $Y_{i,j}^u(v) = \sum_{j=3,5,\ldots} Y_{i,j}(v)$. Note that we do not include the first stage in $X_{i,j}^u(v)$ and $Y_{i,j}^u(v)$ for now. From Lemma 5(a), we have that

$$\Delta(X_{i,j}^u(v), Y_{i,j}^u(v)) \leq \Delta(X_{i,3}(v), Y_{i,3}(v)) + \sum_{j=5,7,9,\ldots} \Delta_j < \frac{1}{n^q}.$$  \hspace{1cm} (7)

We also use the simple fact that $\Delta(f(X), f(Y)) \leq \Delta(X, Y)$ for any function $f$. \hfill \Box
Consider an arbitrary fixed set \( S \)
\[
\Delta(X_{i, \text{odd}}(S), Y_{i, \text{odd}}(S)) \leq \sum_{v \in S} \Delta(X_{i, \text{odd}}(v), Y_{i, \text{odd}}(v)) < \frac{1}{n^3}.
\]

Therefore, there is a coupling \((X'_{i, \text{odd}}(S), Y'_{i, \text{odd}}(S))\) between \(X_{i, \text{odd}}(S)\) and \(Y_{i, \text{odd}}(S)\) such that
\[
\Pr[X'_{i, \text{odd}}(S) \neq Y'_{i, \text{odd}}(S)] \leq \frac{1}{n^3}.
\]

Let \(Z'_{i, \text{odd}}(S) = X'_{i, \text{odd}}(S) - Y'_{i, \text{odd}}(S)\). It is easy to see that
\[
\mathbb{E}[Z'_{i, \text{odd}}(S)] \leq \Pr[X'_{i, \text{odd}}(S) \neq Y'_{i, \text{odd}}(S)] \cdot T < \frac{1}{n^2}.
\]

Since \(\{Z'_{i, \text{odd}}(S)\}_i\) are independent random variables, we can apply the second Chernoff bound:
\[
\Pr[\sum_{i=1}^{\alpha n} Z'_{i, \text{odd}}(S) \geq \frac{1}{12}\epsilon \beta M] \\
\leq \Pr[\sum_{i=1}^{\alpha n} Z_{i, \text{odd}}(S) \geq \mathbb{E}[Z'_{i, \text{odd}}(S)] + \frac{1}{13}\epsilon \beta M] \\
\leq \exp\left(-\frac{1}{4}B \cdot \log B \cdot \frac{\mathbb{E}[Z'_{i, \text{odd}}(S)]}{T}\right) \\
= \exp(-\Omega(n \log n)), \tag{7}
\]

where \(B = 1 + \frac{\epsilon \beta n L}{12\mathbb{E}[Z'_{i, \text{odd}}(S)]}\). Since \(\{Y_{i,j}(S)\}_{i,j}\) are independent random variables, again we get from the third Chernoff bound that:
\[
\Pr[\sum_{i=1}^{\alpha n} \sum_{j=3,5,\ldots} Y_{i,j}(S) \geq \frac{M\pi(S)}{2} + \frac{\epsilon \beta M}{12}] \\
\leq \exp(-4(\frac{\epsilon \beta M}{12T})^2/\alpha n K) = \exp(-\frac{1}{36}K \epsilon^2 \beta^2 \alpha n). \\
= \exp(-\beta n(3 - \ln \beta)) \tag{8}
\]

Hence, we can see that
\[
\Pr[\sum_{i=1}^{\alpha n} X_{i, \text{odd}}(S) \geq \frac{1}{2}M \pi(S) + \frac{1}{6}\epsilon \beta M] \\
= \Pr[\sum_{i=1}^{\alpha n} X'_{i, \text{odd}}(S) \geq \frac{1}{2}M \pi(S) + \frac{1}{6}\epsilon \beta M] \\
\leq \Pr[\sum_{i=1}^{\alpha n} Y'_{i, \text{odd}}(S) \geq \frac{1}{2}M \pi(S) + \frac{1}{12}\epsilon \beta M] \\
+ \Pr[\sum_{i=1}^{\alpha n} Z'_{i, \text{odd}}(S) \geq \frac{1}{12}\epsilon \beta M] \\
\leq \exp(-\beta n(3 - \ln \beta) + \exp(-\Omega(n \log n)) \\
\leq \exp(-\beta n(2 - \ln \beta)). \tag{9}
\]

By union bound, the probability that there is some set \( S \) with \( |S| = \beta n \) such that \(\sum_{i=1}^{\alpha n} X_{i, \text{odd}} \geq \frac{1}{2}M \pi(S) + \frac{1}{6}\epsilon \beta M\) is at most
\[
\binom{n}{\beta n} \cdot \exp(-\beta n(2 - \ln \beta)) \leq \left(\frac{n e}{\beta n}\right)^{\beta n} \exp(-\beta n(2 - \ln \beta)) \\
\leq \exp(\beta n(1 - \ln \beta) - \beta n(2 - \ln \beta)) = \exp(-\Omega(n))
\]

Using the same argument, we can get that the probability that there is some set \( S \) with \( |S| = \beta n \) such that \(\sum_{i=1}^{\alpha n} X_{i, \text{odd}}(S) \leq \frac{1}{2}M \pi(S) + \frac{1}{6}\epsilon \beta M\) is at most \(\exp(-\Omega(n))\). Hence, the probability that there is no set \( S \) with \( |S| = \beta n \) such that \(\sum_{i=1}^{\alpha n} X_{i,j}(S) \geq M \pi(S) + \frac{1}{2}\epsilon \beta M\) is at most \(\exp(-\Omega(n))\). We notice that \(X_{i,1}(S)\) is at most \(\beta n T = \beta n L/K \leq \frac{\epsilon \beta}{2} M\). Therefore, the probability that for every \( S \subset V \) with \( |S| = \beta n \) such that \(C_L(S) = \sum_{i=1}^{\alpha n} \sum_{j=1}^R X_{i,j}(S) < M \pi(S) + \frac{1}{2}\epsilon \beta M\) is at least \(1 - \exp(-\Omega(n))\).

Finally, noticing that \(C_L(S) \geq \beta M\), we conclude that \(\Pr[M \pi(S) > (1 - \epsilon/2)C_L(S)] \geq 1 - \exp(-\Omega(n))\).

Now, everything is ready to prove the main theorem of the section. Assuming the events in both Lemma 4 and Lemma 6 happen (with probability \(1 - \exp(-\Omega(n))\)), we have
\[
M \pi(S) > (1 - \epsilon)\pi(S^*) \geq 1 - \exp(-\Omega(n))\).

Thus \(\Pr[\pi(S) \geq (1 - \epsilon)\pi(S^*)] \geq 1 - \exp(-\Omega(n))\). Note that \(\pi(S) = d(S)/2m\) for any \( S \subset V \) and we complete the proof.

IV. CONTROLLING INFECTIOUS DISEASES

In this section, we demonstrate how to utilize the critical individuals identified by iWander to control infectious diseases and perform early outbreak detection.

A. Random-Walk Based Immunization

Mobile devices have recently been used to collect data pertaining to the behavior of individuals for various purposes, including disease control and health care. For example, the FluPhone (https://www.fluphone.org/) study collects information on social encounters in Cambridge, UK using mobile phones, with the goal of helping medical researchers to better understand the propagation of close-contact infections. Pollak et al. [27] design a mobile phone based game to motivate children to practice healthy eating habits.

We propose to perform targeted immunization of infectious diseases based on the random-walk counters maintained by iWander. For example, during the flu season, iWander can periodically report these counters on the smartphones of college students to the university health center. The medical staff can then vaccinate students with high random-walk counters first to contain the spread of flu. We can also use these counters to detect the outbreaks of infectious diseases, where the medical staff monitor the health condition of students with high counters instead of randomly selected students.

The centralized collection of random-walk counters is required by this specific application and the target-set selection for mobile information dissemination in Section V. For other applications, such as distribution of self-generated content among users, it is possible to extend iWander and design a fully distributed protocol to compute and disseminate these counters among mobile users, for example, by leveraging diffusing computations [6].

There are several differences between our proposed targeted immunization scheme and those in the literature, for example, by Christakis and Fowler [3] and Christley et al. [4]. First, our scheme can benefit from the social contacts detected directly by mobile devices, instead of using the estimation
B. Performance Evaluation

We evaluate the performance of iWander for infectious disease control through extensive trace-driven simulations. Although we have implemented a prototype of iWander in C language on Nokia N900 smartphones with less than 300 lines of code, it is hard to evaluate its performance in practice with large number of participants.

1) Simulation Setup: We implement a simulator in C based on the SIR model [16], to simulate the spread of infectious diseases. Our simulation is based on a probabilistic temporal graph model, in which diseases propagate among individuals with a certain probability and the infections depend on the temporal nature of contact events. Each individual can be in one of three states: susceptible, infectious, and recovered. Initially, all individuals are in the susceptible state. At the beginning of the simulation, we randomly select a small group of individuals and set their status to be infectious. Transmission of disease occurs from an infectious to a susceptible individual with a probability of \( p \) per 60-second contact. Thus, the probability of disease transmission from an infectious individual to a susceptible individual, co-located for \( t \) seconds, is \( 1 - (1 - p)^{\lfloor t/60 \rfloor} \). Finally, an infectious individual is recovered from the disease if he or she is vaccinated.

To simulate the social contacts of individuals, we use a real-world mobility trace, the Dartmouth data set [17], which records at WiFi access points the association and disassociation events of wireless devices. We use a one-week trace of this data set, from 2004-03-01 to 2004-03-07, which includes 4522 devices. As in many previous studies that use this kind of data set, for example in Zyba et al. [35], we consider that the owners of wireless devices are in “social contacts” if their devices are associated with the same access point. We note that although the Dartmouth data set is based on WiFi association data, the user mobility derived from it is for general purpose and has been widely used in the literature [1], [35].

The main reason we chose the Dartmouth data set is that it involves a large number of mobile users, although this data set has its own limitations. For example, the user mobility derived from WiFi association events may not be complete (only around WiFi APs). There are some other publicly available data sets, such as the Haggle data set of mobile users [1] and the Cabspotting traces of San Francisco’s taxi cabs (http://cabspotting.org/). However, some of them is too small (e.g., the Haggle data set with only less than 100 users) and others cannot represent the human mobility (e.g., the traces of cabs); we believe the Dartmouth data set is more suitable for our purpose.

For all figures presented in this section, we run the simulation 1,000 times to get average values and standard deviations. We chose to not plot the standard deviation for the sake of clarity. The standard deviations are small, for example, usually less than 100 after 80 hours in Figure 1a.
2) **Targeted Immunization**: We compare the performance of random-walk based immunization with random immunization, Random, and degree-based immunization, Degree. With Random, the medical staff vaccinate college students randomly. Using Degree, the mobile device attached with a student performs device discovery every 60 seconds to record the number of other devices it has contacted with (i.e., node degree in the aggregated social-contact graphs). Then the medical staff vaccinate students with large number of contacts first. During random-walk based immunization, iWander also performs device discovery every 60 seconds only when the message queues on mobile devices are not empty. Finally, we assume that vaccinations happen only during the day time, from 9:00AM to 5:00PM, and that on average 60 students are vaccinated every hour.

There are two reasons why we chose degree-based immunization for comparison. First, Christley et al. [4] report that for the networks they examined, degree performs at least as good as other network centrality metrics, such as shortest-path or random-walk betweenness, in predicting risk of infection. Second, it can be easily implemented in a distributed way. For example, Pázmor et al. [25] propose a selective reprogramming mechanism for sensor networks, which determines target sensor nodes using the results of distributed community detection based on node degrees.

For the random-walk based and degree-based immunizations, we update the medical staff with the latest random-walk counters and the number of contacts of all students every 12 hours. Mobile devices can send this information to a centralized server through cellular networks. This message overhead should be low, because it contains only a number and two bytes should be enough for the most of the cases. During the immunizations, the medical staff use the most recent information to get a sorted list of all students and then select from this list the student to be vaccinated for the next hour.

We plot the evolution of the number of infected individuals during the one-week simulated period in Figure 1 for various immunization policies, with different infection probabilities, immunization start conditions, and initial infections. During the outbreak of an infectious disease, we assume that the medical staff start immunizations under two conditions: (1) they have an estimation of the percentage of infected individuals and start immunizations after a certain percentage of students are infected; (2) the medical staff start immunizations after a certain amount of time, say 24 hours.

In Figure 1, Original plots the curves without immunization as the baseline. As we can see from these subfigures, the number of infected individuals increases much more slowly from the midnight till the morning, compared with other periods in a day, mainly because college students move less frequently during that time period. It is true especially for the first 2 or 3 days, when a large number of students get infected. In all figures of this paper, RW-$n$ plots the curves for generating a single random-walk probe message from a given mobile device with $n$ steps, and RW-$m-n$ for generating $m$ probe messages from a mobile device with $n$ steps.

In these 6 subfigures, Figures 1a, 1b, and 1c plot the number of infected individuals with different infection probabilities, 0.003, 0.001 and 0.01, 5 initial infections and immunizations after 10% of students are infected. Figures 1d and 1e plot the cases for immunizations after 24 hours and 30% of infections with 0.003 infection probability and 5 initial infections. Figure 1f plots the case with 0.003 infection probability, 10 initial infections and immunizations after 10% infections.

As we can see from these 6 subfigures, RW-10 performs very close to Degree and they all outperform Random. Compared to Random, the improvement of RW-10 ranges from 14.10% (Figure 1c) to 25.36% (Figure 1b). On average RW-2-5 generates the same amount of random-walk probe messages as RW-10, and it performs very close to (slightly worse than) RW-10 because probe messages with longer steps have more chances to visit influential users.

3) **Effects of Various Random-Walk Parameters**: We also evaluate the performance of random-walk based immunization with different lengths, probabilities and frequencies of random walks performed by probe messages, and plot the simulation results in Figures 2a, 2b and 2c. All the curves in Figure 2 show the number of infected individuals under random-walk based immunization with 0.001 infection probability, 5 initial infections and immunizations after 10% infections. As we can see from these 3 subfigures, we can improve the performance of random-walk based immunization when increasing the length of random walks from 1 to 10, increasing the probability from 0.1 to 0.4, or increasing the frequency from once every 12 hours to 3 hours. However, we achieve these improvements at the expense of higher message overhead.

We plot the control message overhead of iWander with different lengths, probabilities and frequencies of random walks in Figures 3a, 3b and 3c. There are three types of control messages, probe request and probe response messages for device discovery, and random-walk probe messages for iWander. In all these subfigures, the baseline is iWander with 1-step random walks and mobile devices generate random-walk messages with probability 0.1 every 12 hours.

We note that in practice the actual message overhead of device discovery depends on the underlying communication technology. Bluetooth and WiFi are the two most commonly available technologies on smartphones that we can utilize for device discovery. When using Bluetooth, a device will send out inquiry messages periodically to actively discover its peers. WiFi devices can also periodically send out Beacon messages to announce the existence of a network and to facilitate device discovery. In this paper, we simulate the device discovery for Bluetooth because it is more energy efficient than WiFi [13].

We plot the CDF of the amount of one-day per-user control messages transmitted by mobile devices on 2004-03-01. As we can see from these subfigures, around 50% of mobile devices generate less than 200 control messages when using iWander. For Degree, all messages are transmitted during device discovery and the number of per-user control messages ranges from 1,441 to 25,608 for the simulated period. The amount of one-day per-user control messages transmitted by iWander is extremely low, less than 800 for all cases. An interesting observation from these three subfigures is that there
are two kinds of mobile devices: active (high mobility and transmitting a large number of control messages) and inactive. In Section V, we harness this observation to improve the performance of mobile information dissemination.

4) Early Detection of Outbreaks: We can also benefit from iWander for early outbreak detection, which is important to control the spread of infectious diseases [3], [8]. We investigate how to choose a subset of students whose health conditions are monitored to provide early detection, similar to the approach in Christakis and Fowler [3]. Motivated by the observation that monitoring a sample of individuals with high centrality in social-contact networks could allow early detection of contagious outbreaks before they happen in the whole population [3], we propose to choose monitors based on the random-walk counters maintained by iWander.

We plot the evolution of the number of infected monitors chosen randomly and based on iWander in Figures 4a, 4b and 4c with 100, 200, and 400 monitors. In this scenario, the infection probability is 0.003 and there are 5 initial infections. Mobile devices generate random-walk probe messages with probability 0.1 every hour. The medical staff choose a group of monitors based on the random-walk counters reported at the noon of 2004-03-01. These subfigures confirm that iWander does offer early outbreak detection, compared with the random selection scheme. For example, if we draw the conclusion that an outbreak is occurring when 60% of the monitors are infected, we can detect the outbreak around 21 hours earlier.
V. FACILITATING INFORMATION DISSEMINATION

In this section, we illustrate how to benefit from iWander for target-set selection of mobile information dissemination.

A. Target-Set Selection Using Random Walks

Motivated by the importance of influence maximization in traditional social networks, in our previous work we study the target-set selection problem for information dissemination in mobile social networks [12]. We employ opportunistic communications and social participation to facilitate information dissemination and thus reduce the amount of data traffic in 3G networks. We also propose a centralized heuristic algorithm based on the regularity of human mobility, which requires the complete social-contact graph of a given time period and shares the same computational inefficiency as the original greedy algorithm by Kempe, Kleinberg, and Tardos [15].

In this paper, we leverage the random-walk counters of iWander to select target users without requiring global network structure and thus design a distributed solution for the target-set selection problem. Mobile devices attached with users run iWander in the background and periodically report their random-walk counters to a centralized server of information service providers. The providers then sort all users based on these counters and choose the top-k users into the target set. In this scenario mobile users not in the target set can also help to propagate information once they receive it from either target users or others.

The process of information dissemination in mobile social networks is mainly determined by user behaviors. Usually, mobile devices can start the exchange of information after they know each other through periodic device discovery. A key concept in the target-set selection problem is the information dissemination probability and it is defined as the probability \( p \) that information propagates among mobile users after each device discovery. The value of \( p \) may be affected by several factors, including status of mobile users and their privacy concerns. Mobile users with high levels of privacy concerns or those who are very busy with their work may have a low probability to involve in information dissemination process. Similar to the transmission of infectious diseases, given the value of \( p \), the probability that two mobile users with a 60-second device discovery interval can exchange information during a t-second contact is \( 1 - (1 - p)^{\frac{t}{60}} \).

We note that the purpose of target-set selection for mobile information dissemination is different from targeted immunization, although the usage of random-walk counters is similar in these two applications. For targeted immunization, we want to vaccinate all influential individuals as early as possible. For target-set selection, as we will show in Section V-B2, adding non-influential users into the target set can increase the number of infected users for large target sets.

B. Performance Evaluation

We develop another trace-driven simulator also in C, using the same Dartmouth data set [17], to evaluate the performance of random-walk based target-set selection. In this simulator, we assume that the underlying wireless communication is reliable. We have measured the performance of Bluetooth-based opportunistic communications on Nokia N900 smartphones, such as the device discovery probability [12]. We are currently working on a packet-level simulator to take into account the lower layer issues, including the failure of random-walk probe messages and the transmission of data packets in information dissemination.

1) Simulation Setup: The simulator first generates the contact trace of mobile users under the same assumption that they are in contacts if their wireless devices are associated with the same access point. It then replays the contact events for the given information dissemination period, from 12:00PM to 15:00PM on 2004-03-01.\(^2\) Based on the pre-configured information dissemination probability, the simulator determines randomly whether a user can receive information from peers after each device discovery. We also call the users that can receive information before delivery deadline infected users. Usually, information providers will send information to uninfected users at the end of dissemination period, to guarantee that every user can finally receive the delivered information [12].

We compare the performance of random-walk based target-set selection, RW-1, with random selection, Random, and the degree-based selection, Degree. The interval of device discovery is 60 seconds, which means that mobile devices have the chance to start the exchange of information every 60 seconds. Similar to degree-based immunization, Degree also uses the number of other devices that a mobile device has contacted with as the metric to select target users. For RW-1, mobile devices generate 1-step random-walk probe messages of iWander with probability 0.1 every hour. RW-1 and Degree choose target users based on the updated random-walk counters and the number of contacts of mobile devices at the beginning of information dissemination period.

2) The Amount of Cellular Data Traffic: We plot the normalized amount of cellular data traffic for RW-1, Random and Degree in Figure 5. In these subfigures, the y-axis value is normalized over the amount of cellular data traffic of a baseline scheme, in which information service providers send content to every user through cellular unicast delivery. We run the simulation 1,000 times and report the average values with standard deviations. The information dissemination probability \( p \) is 0.01, 0.05 and 0.005 for Figures 5a, 5b and 5c. We vary the size of target set from 10 to 2,000. As we can see from these subfigures, RW-1 and Random outperform Degree when the size of target set is larger than 10. RW-1 performs better than Random for small target sets. For example, for a target set with 50 users, RW-1 can deliver information to 51% more users than Random (667 vs. 441) when \( p \) is 0.005. The improvement is 37% when \( p \) is 0.01 (1054 vs. 772) and 14% when \( p \) is 0.05 (1863 vs. 1639). Thus, RW-1 can reduce more cellular data traffic than Random.

The performance of RW-1 becomes worse than Random for large target sets. One of the possible reasons is that

\(^2\)We have also evaluated other information dissemination periods with different durations and got similar results with those presented in this paper.
When the size of target set is large, Random has a higher probability to select more vagabonds into the target set, who may have very little chance to receive information before delivery deadline. However, Degree and RW-1 select only mobile users with high centrality into the target set and ignore these vagabonds.

To verify this possible reason, we modify RW-1 by selecting 90% of target users with low centrality from the end of the user list sorted by random-walk counters. We call this enhanced scheme Mix-1, which also uses 1-step random walks. The three subfigures in Figure 5 show clearly that Mix-1 outperforms Random for large target sets. We tried other different percentages of non-influential target users and these variations perform very close to each other.

We also evaluate the performance of these schemes for another scenario where only target users are willing to propagate information to others. We show the results of only RW-1, Random, and Degree with \( k \) ranging from 50 to 1,000 in Figure 6 for clarity. These subfigures also plot the normalized cellular data traffic during the information dissemination. In this uncooperative scenario, RW-1 performs much better than Random and Degree. For example, for a target set with 600
users, RW-1 can reduce the amount of cellular data traffic by 48.34% when $p = 0.05$, compared with the baseline scheme. The percentage of reduction is 36.81% when $p = 0.01$ and 28.40% when $p = 0.005$. For large target sets, Random performs slightly better than RW-1 because in these cases Random has more chances to select influential mobile users into a target set.

Differently from targeted immunization, increasing the values of $q$, $L$, or $\Delta T$ has limited impact on the performance of random-walk based target-set selection. We omit these results due to the limited space.

3) Delivery Delay: We finally compare the delivery delay of these four target-set selection schemes for the cooperative scenario. We set the delivery delay of target users to be 0 and the users who cannot receive information before delivery deadline to be 10,800 seconds, the same as the duration of information dissemination period. We plot the delivery delay for different information dissemination probabilities in Figure 7. Similarly to the observation from Figure 5, RW-1 performs better than Random for small target sets and Mix-1 outperforms Random for large target sets, in terms of delivery delay. Moreover, they all perform better than Degree when the size of target set is larger than 50.

In summary, when information service providers can deliver information directly to only a small number of users, we should use the pure random-walk based target-set selection policy. However, the enhanced scheme that mixes both influential and non-influential users into the target set is preferable when it is possible to deliver information to a large number of users directly.

VI. CONCLUSION

In this paper, we propose a lightweight and distributed protocol, named iWander, to identify influential mobile users who have high centrality in their social-contact networks. iWander leverages fixed-length random walks and runs in the background of mobile devices attached to users. It estimates the centrality of individuals based on the number of times their mobile devices are visited by random-walk probe messages. We prove that for expander-like static graphs the proposed random-walk sampling is very close to sampling vertices according to their degrees.

We evaluate the performance of iWander using trace-driven simulations for two applications, targeted immunization of infectious diseases and target-set selection for information dissemination. Our simulation results show that the proposed random-walk based immunization outperforms random immunization and performs very close to degree-based immunization, but generating only less than 1% of its control message overhead. For the information dissemination application, the proposed random-walk based target-set selection performs better than random selection for small size of target set and another proposed scheme that chooses also users with low centrality into the target set outperforms random selection when the size of target set is large.

We are exploring the design space of device discovery to further reduce the message overhead of iWander. We also plan to evaluate its performance using other real-world human-contact traces [31].
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