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Spectroscopy is a crucial laboratory technique for understanding quantum systems through their inter-
actions with the electromagnetic radiation. Particularly, spectroscopy is capable of revealing the physical
structure of molecules, leading to the development of the maser—the forerunner of the laser. However,
real-world applications of molecular spectroscopy are mostly confined to equilibrium states, due to com-
putational and technological constraints; a potential breakthrough can be achieved by utilizing the
emerging technology of quantum simulation. Here we experimentally demonstrate through a toy model,
a superconducting quantum simulator capable of generating molecular spectra for both equilibrium and
non-equilibrium states, reliably producing the vibronic structure of diatomic molecules. Furthermore, our
quantum simulator is applicable not only to molecules with a wide range of electronic-vibronic coupling
strength, characterized by the Huang-Rhys parameter, but also to molecular spectra not readily accessible
under normal laboratory conditions. These results point to a new direction for predicting and under-
standing molecular spectroscopy, exploiting the power of quantum simulation.
� 2018 Science China Press. Published by Elsevier B.V. and Science China Press. This is an open access

article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Quantum simulation represents a powerful and promising
means to overcome the bottleneck for simulating quantum sys-
tems with classical computers, as advocated by Feynman [1]. One
of the major applications for quantum simulation is to solve molec-
ular problems [2–8]. In recent years, much experimental progress
has been achieved in simulating the electronic structures of mole-
cules using quantum devices. Particularly, the potential energy
surface of the hydrogen molecule was simulated experimentally
[9–12]. However, it remains a challenge to scale up this type of
experiments for larger molecules, as the phase-estimation method
involved requires an enormous amount of computing resources for
implementation.

An alternative and potentially more economical approach for
quantum molecular simulation has been achieved by using a
quantum variational approach [12–17] that aims to improve the
eigenstate approximation through local measurements of the
Hamiltonians. So far, most (if not all) of the molecular simulation
Elsevier B.V. and Science China Pr
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experiments performed are all confined to the study of static prop-
erties of molecules. It is still an experimental challenge to utilize
quantum simulators for studying molecular dynamics, in particu-
lar, molecular spectroscopy.

Furthermore, classical methods in predicting vibrationally-
resolved absorption spectra are mostly limited in the gas phase.
However, most chemical processes occur in solution, where the
molecular vibrational motion depends heavily on the environ-
ment; predicting molecular spectroscopy for non-equilibrium
states represents a major challenge in quantum chemistry [18].

In this work, we develop and demonstrate a quantum simula-
tion approach for studying molecular dynamics and absorption
spectroscopy using a superconducting simulator [19]. Besides sim-
ulating molecules in equilibrium, this approach of quantum simu-
lation also allows us to obtain non-equilibrium molecular spectra
that are not directly accessible under normal laboratory conditions.

In addition, it has been found that the absorption spectra of
molecules [20] can be generated by Boson-Sampling [21,22] appa-
ratus, which represents a promising approach to justify that quan-
tum simulators cannot be simulated efficiently with any classical
means. The difference is that we focus on the dynamics of the pho-
nons, instead of the structural shift due to the Duschinsky transfor-
mation [23]. Furthermore, based on the D-Wave architecture [24],
it has been proposed that the vibrational structure of a complex
ess.
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molecule can be mapped to an adiabatic superconducting circuit
emulator, where molecular force fields have been simulated [25].
In our experiment, we instead simulate the absorption spectrum
of the diatomic molecules by a hybrid digital-analog circuit model.

More specifically, our approach can be applied to obtaining the
temporal correlation function of the electronic transition dipole
[26,27], which yields the information about the absorption spec-
trum of the molecule, after applying the Fourier transformation.
In our superconducting simulator, there are many adjustable con-
trol knobs for simulating the spectra for a variety of scenarios. In
particular, we are able to simulate molecules in a wide range of
values of the Huang-Rhys parameter D [26], which characterizes
the electron-phonon coupling strength. Instead of achieving quan-
tum supremacy, the goal of this experiment is to take a first step in
showing the possibility of using superconducting devices to simu-
late molecular spectra.
Fig. 1. Basic principle of the superconducting simulator. (a) Two identical energy
surfaces of a molecule, with one curve displaced from the other along a nuclear
coordinate. Near the minimum, the energy surfaces can be approximated by a
harmonic potential, with an energy separation of �hx0. For real molecules, the
harmonic approximation is valid only for vibrational levels typically lower than 10
[28]. Therefore, we limit our simulator with small populations of high levels. Here
�hxeg is the 0–0 energy splitting; in most cases xeg � x0. (b) The kernel quantum
circuit diagram of our method to simulate diatomic molecules. The circuit consists
of an ancilla qubit and a bosonic system. The bosonic system represents nuclear
motion mode and is in an initial state jwi. Similar to the model of deterministic
quantum computation with one qubit [29], a composite evolution gate
UðtÞ � eiHg t=�he�iHet=�h is applied to the system following a Hadamard gate on the
qubit (see the main text). Finally, measurements along X and Y axis are performed
to obtain the correlation function CllðtÞ ¼ rxðtÞh i þ i ryðtÞ

� �
. (c) Device layout and

pulse sequence for the superconducting simulator. A ‘‘vertical” transmon qubit
(dark blue in the enlarged device schematic) on a sapphire chip (light blue) in a
waveguide trench couples to two 3D Al cavities. The qubit is first prepared in the
ground state jgi and the storage cavity (the bosonic system in (b)) is initialized to
different states for various simulations (see the main text for details). As shown in
(b), the simulation scheme consists of three processes: a qubit rotation
R�/�p=2ðp� cÞ, a controlled displacement D gðaÞ of the cavity conditional upon the
qubit state jgi, and finally a rx or ry measurement of the qubit. Here RuðhÞ
represents a h�rotation along u�axis in X-Y plane on Bloch sphere. Note that the
rotation angle p� c in our simulation is not limited to p=2 (see the main text).
2. Experimental background

In the following, we focus on the model approximating the elec-
tronic degrees of freedom by a two-level system (Fig. 1a). This
model has been applied to study vibronic wavepacket dynamics,
chemical reaction rate, Marcus theory for non-adiabatic electron
transfer, etc. For molecular spectroscopy, the absorption spectra
strongly depend on the initial state of the phonon degree of free-
dom in the manifold of the electronic ground state. In our experi-
mental demonstration, we have performed simulations by
preparing the phonon mode in pure Fock states, as well as simula-
tions for a thermal state and a vacuum state with damping.

In all cases, we are able to experimentally observe the progres-
sion of absorption peaks separated by the vibronic frequency,
which is a characteristic feature of molecular spectrum due to
vibronic transitions. This flexibility of our superconducting simula-
tor makes it a useful tool for validating theoretical prediction when
scaled up. Note that in our simulation, the experiment relies on the
Jaynes-Cummings interaction between a superconducting qubit
and a microwave resonator, and their conditional evolution, which
have been extensively studied previously (for examples, Refs. [30–
33]). The novelty here is not on the experimental setup, but its
application in simulating molecular spectroscopy.

The architecture of the superconducting simulator is con-
structed through a three-dimensional (3D) circuit quantum
electrodynamics (QED) system [30,31], where a ‘‘vertical” trans-
mon qubit is dispersively coupled to two 3D aluminum cavities
for storage and readout, as shown in Fig. 1c. Alternatively, it is also
possible to perform a similar simulation with trapped-ion systems
[34,35]. The qubit with a transition frequencyxeg=2p ¼ 5:345 GHz,
an energy-relaxation time T1 ¼ 13 ls, and a pure dephasing time
T/ ¼ 16 ls, is used to model the electronic state fjgi; jeig of the
molecule. The storage cavity (hereafter referred as the ‘‘cavity”
for simplicity) is used to model the quantization of the nuclear
vibrational motion, i.e., phonons fj0i; j1i; j2i; . . .g, with a frequency
x0=2p ¼ 8:230 GHz and a lifetime s0 ¼ 80 ls. The cavity is well
modelled as a harmonic oscillator for excitation numbers less than
30 with no need to consider the self-Kerr (K=2p � 2 kHz) induced
by the transmon qubit.

The state-dependent frequency shift of the cavity is
vqs=2p ¼ �1:44 MHz, allowing for a qubit-controlled operation
on the cavity state. Note that the energy level of the cavity is com-
parable with that of the qubit, i.e., x0 � xeg . However, for a typical
molecule, the phonon frequency is much smaller than that of the
electronic excitation gap. Therefore, there is a general problem of
frequency mismatch [36] in simulating molecules with
superconducting qubits; such a challenge can be overcome by a
digital or analog approach of quantum simulation [37–40].
Together with a Josephson parametric amplifier [41,42] operating
in a double-pumped mode [43,44], the readout cavity, with
xm=2p ¼ 7:291 GHz and a lifetime sr ¼ 42 ns, is used for a high
fidelity and quantum non-demolition detection of the qubit state
(see the Supplementary data for details). More experimental setup
details can also be found in Refs. [45,46].
3. Theoretical background

We first summarize the molecular physics involved in our work
before presenting the experimental methods and results. Under
the standard Born-Oppenheimer framework, the Hamiltonian
Hmol of a molecule depends on the nuclear configuration q as
parameters,

Hmolðr;qÞ ¼ Ke þ Uee rð Þ þ UeN r;qð Þ; ð1Þ
where Ke is the kinetic-energy term for the electrons, Uee rð Þ and
UeN r; qð Þ are the electron-electron interaction term and electron-
nuclei interaction term respectively. In the low-energy sector, the
molecule typically contains an electronic ground state jgi and an
excited state jei, where the molecular Hamiltonian becomes [26]:
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HmolðqÞ ¼ HgðqÞjgihgj þ HeðqÞjeihej; ð2Þ
with HgðqÞ ¼ KN þ VgðqÞ and HeðqÞ ¼ KN þ VeðqÞ are the nuclear
energy. Here KN is the nuclear kinetic energy, VgðqÞ and VeðqÞ are
the potential energies, which are typically approximated as har-
monic functions (Fig. 1a), i.e.,

Hg ¼ 1
2m

p2 þmx2
0

2
q2; ð3Þ

and

He ¼ 1
2m

p2 þmx2
0

2
ðq� dÞ2 þ �hxeg : ð4Þ

Here xeg is the electronic gap between the minima of both poten-
tials (i.e., 0–0 energy splitting).

The coupling strength between the electronic transition and the
nuclear motion is characterized by the Huang-Rhys parameter,

D ¼ ~d2, where ~d ¼ d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mx0=2�h

p
. Similarly, the electronic transition

dipole operator is given by

lðqÞ ¼ legðqÞjeihgj þ lgeðqÞjgihej: ð5Þ
However, the dependence of electronic transition moment on

nuclear is usually insensitive to the nuclear motion; one can there-
fore approximate (known as Condon approximation) it with a con-
stant, i.e., legðqÞ ¼ lgeðqÞ ¼ 1 for simplicity and lðqÞ becomes a
Pauli matrix rx, i.e., lðqÞ ¼ rx. It is reasonable to assume the elec-
trons of molecule are initially on the ground wave function jgi, and
the time-correlation function CllðtÞ for the dipole operator is
defined by

CllðtÞ � TrðhgjrxðtÞrxðt ¼ 0ÞjgiÞ; ð6Þ
where rx tð Þ ¼ eiHmolt=�hrxe�iHmolt=�h, and rx t ¼ 0ð Þ ¼ rx. The equation
can be simplified further, i.e.

CllðtÞ ¼ TrðeiHgt=�he�iHet=�hÞ: ð7Þ
The absorption spectrum of molecule rabs xð Þ can be obtained by
the Fourier transform of the dipole correlation function, i.e.

rabs xð Þ ¼
Z 1

�1
dt eixt Cll tð Þ: ð8Þ

Therefore the remaining problem is how to calculate time correla-
tion function.

The working mechanism of our superconducting simulator is
summarized as follows (see Fig. 1b and c). First, the qubit is initial-
ized to the ground state jgi while the phonons (cavity) are pre-
pared in a certain given state jwi for the purpose of simulating
the molecular system initially at different nuclear states. In our
experiment, we have prepared different phonon states: (1) a vac-
uum state at zero temperature, (2) a Fock state j1i, (3) a thermal
equilibrium state, and (4) a vacuum state with damping. As an
example, the pulse sequence for the case of a Fock state j1i is pre-
sented in the Supplementary data. The qubit is then through a clas-
sical microwave pulse turned into a superposition state
ðjgi þ jeiÞ=

ffiffiffi
2

p
, after applying a p=2 rotation, i.e. a Hadamard trans-

formation H � 1ffiffi
2

p ðjgi þ jeiÞhgj þ 1ffiffi
2

p ðjgi � jeiÞhej.
Next, a controlled-operation Uctrl is applied to the qubit-phonon

system, which drives the evolution of the phonons only if the qubit
is in jgi, i.e.,
Uctrl ¼ gj i gh j � UðtÞ þ ej i eh j � I; ð9Þ
where the unitary operator

UðtÞ � eiHgt=�he�iHet=�h; ð10Þ
first evolves the phonons for a time interval t with Hamiltonian He,
followed by an inverse time evolution with Hg for the same time
interval. The operation UðtÞ can be simplified as follows: in
the second quantized form, p ¼ i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m�hx0=2

p
ðay � aÞ and

q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�h=2mx0

p
ðaþ ayÞ, and we have the Hamiltonian,

Hg ¼ �hx0aya; ð11Þ
and

He ¼ �hx0b
ybþ �hxeg ; ð12Þ

describing a harmonic oscillator with an equilibrium position
shifted by d relative to Hg . Here

b ¼ Dð�~dÞaDð~dÞ ¼ aþ ~d; ð13Þ

with ~d ¼ d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mx0=2�h

p
, andDð~dÞ ¼ e~day�~dHa is a displacement operator

for single mode. D ¼ ~d2 is a dimensionless factor, which is known as
Huang-Rhys parameter. Consequently, the operator UðtÞ can be
implemented as a displacement operator,

UðtÞ ¼ e�i/ tð ÞD ~dðeix0t � 1Þ
� �

; ð14Þ

apart from a phase factor e�i/ tð Þ, where / tð Þ � xegt þ ~d2 sinx0t (see
the Supplementary data for derivation details).

Note that this phase factor cannot be ignored, as it yields a
relative phase instead of global phase with Uctrl. Experimentally,
the phase / is realized in the previous p=2 rotation as an azimuth
angle in the X-Y plane on the Bloch sphere (Fig. 1c). The controlled
displacement operation D gðaÞ, effective only when the qubit is at
jgi state as indicated by an extra superscript g, is implemented
by a broad selective pulse with a Gaussian envelope truncated
to 4r ¼ 1:34 ls (Fig. 1c). Here the displacement vector

a ¼ ~dðeix0t � 1Þ. It is worth noting that the decoherence of the
system during this long selective pulse lowers the subsequent
qubit measurement contrast by a factor of about 0.83 compared
to the ideal case (see the Supplementary data).

Finally, as a result the dipole correlation function, defined as

CllðtÞ ¼ wh jUðtÞ wj i

¼e�ixeg t�i~d2 sinx0t wh jDð~dðeix0t � 1ÞÞ wj i ð15Þ

is encoded in the off-diagonal elements of the reduced density
matrix of the qubit, i.e.,

Cll tð Þ ¼ rxðtÞh i þ i ryðtÞ
� �

: ð16Þ

where ryðtÞ
� �

and rxðtÞh i of the qubit can be measured by
applying an extra p=2 rotations along X and Y axis (RX or Y )
respectively followed by a Z-basis measurement. More precisely,
RX � 1ffiffi

2
p ðjgi � ijeiÞhgj þ 1ffiffi

2
p ðjei � ijgiÞhej and RY � 1ffiffi

2
p ðjgi þ jeiÞhgjþ

1ffiffi
2

p ðjei � jgiÞhej. This general procedure is applicable for any initial

state of the phonon, pure or mixed. The absorption spectrum rabs

is finally obtained by a Fourier transform of CllðtÞ.
We follow the above procedure to simulate the molecular

system initially at a vacuum state and a Fock state j1i at zero
temperature. However, in order to simulate molecular spectra
with the phonon mode initialized in a thermal state,
q � e��hx0aya=kT=Trðe��hx0aya=kTÞ, it is not practical to increase the
physical temperature, as the performance of the experimental sys-
tem would decrease significantly. One way to create a thermal
state is to drive the phonon mode with an uncorrelated noise
source [47]. Our procedure will then apply directly to such a ther-
mal initial state without any justification. For simplification of
experiment and as a proof of concept experiment, here we instead
use a classical calculation (not assumed to be scalable) to replace
the desired evolution of the phonon system by modifying the
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above procedure at Step 1: rather than an equal superposition
(after a Hadamard gate), the qubit is initialized to
e�i/ðtÞ sin cðtÞ

2 jgi þ cos cðtÞ2 jei, where the angle cðtÞ is chosen such that

sin c ¼ e2~d2�nðcosx0t�1Þ and �n ¼ ðe�hx0=kT � 1Þ�1
(see the Supplementary

data).
Similarly, for the case of a vacuum state with damping, we

choose sin cðtÞ ¼ e�t=s, where s is the characteristic time (also see
the Supplementary data). In both cases, following the same
remaining procedure as described above, one can obtain the corre-

lation function Cthm
ll tð Þ for an initial thermal state and the damped

correlation function Cdamp
ll tð Þ ¼ e�t=sCll tð Þ, respectively.

4. Experimental results

Our experimental results are as follows. In our quantum simu-
lation, we have set Dt ¼ 1; tmax ¼ 900; xeg ¼ p=5, and x0 ¼ p=90,
fulfilling the condition x0 � xeg . We follow the simulation proce-
dure described previously by varying the qubit rotation angle /
and the vector a in the controlled displacement operation
(Fig. 1c) to get the time-correlation function CllðtÞ (Eq. (16)) and
then its Fourier transform for the absorption spectrum. The spec-
trum lineshape of molecule illustrates the relative probability of
electronic transition between different vibrational states in nuclear
space. In Fig. 2, we present the progression of absorption peaks for
the case where the phonon state is initialized at vacuum and at
zero temperature, i.e. wj i ¼ 0j i, for various Huang-Rhys parameter
D. Theoretically, for a vacuum state,

CllðtÞ ¼ e�ixeg te
~d2ðe�ix0 t�1Þ; ð17Þ
Fig. 2. (Color online) Absorption spectrum of the nuclear system at vacuum (jwi ¼ j0i) a
Fourier transform of the time-correlation function CllðtÞ (Eq. (16)), as a function of Hua
rotation angle / ¼ xeg t þ ~d2 sinx0t and the vector a ¼ ~dðeix0t � 1Þ in the controlled displa
x axis represents the normalized spectral frequency of electronic transition, which des
excited states. We compare experimental results (left) with theory (right) using the same
1, and 4, and the corresponding schematics of the electronic transitions (bottom row). Th
vibrational states in the ground and excited states and thus dependent on D, which is a m
For D � 1 (weak coupling), the dependence of the energy potentials on the nuclear c
coupling), the transition with the maximum intensity is found for peak near xeg þ Dx0

fromxeg , separated byx0 with a Poisson distribution of intensities (with a mean value D
intentionally measured an integer number of periods (see the main text). A damping fac
lower by a constant reduction factor f ¼ 0:83 than theory, as expected dominantly due
and by Fourier transforming this equation we can obtain the
lineshape

rabsðxÞ ¼ e�D
X1
j¼0

1
j!
Djdðx�xeg � jx0Þ: ð18Þ

The peak intensities are proportional to the square of the overlap
between the nuclear vibrational states in the ground and excited
states and thus dependent on D, which is a measure of the coupling
strength between nuclear and electronic degrees of freedom.

When D ¼ 0, there is only a sharp peak located at the frequency
x ¼ xeg . This case represents the limit where the electronic transi-
tion and the nuclear motion are decoupled. In other words, the
molecule is essentially the same as a two-level atom, as far as
the spectrum is concerned. When D is increased from zero to,
e.g., D ¼ 1, several peaks emerge, and these peaks are equally
spaced by the phonon frequency x0. When D is increased further
to D ¼ 4, we can observe more equally-spaced peaks. However,
the amplitude of the direct transition at x ¼ xeg is no longer the
largest. In all experimental trials, except for a reduction factor
f ¼ 0:83 mainly due to the qubit decoherence, the spectral peaks
are in good agreement with the expected Poisson distribution
(see the Supplementary data).

The absorption spectrum of the other three different initial
nuclear states in the molecular system are shown in Fig. 3: (1) Fock
state j1i with different D; (2) thermal equilibrium state at different
temperatures characterized by the occupation number �n; and (3)
damped vacuum state with different dissipation rates described
by the characteristic time s. The corresponding electronic transi-
tions for each case have been depicted in the top diagrams of
Fig. 3. Under all reasonable conditions, the molecular system will
t zero temperature. (a) Progression of the absorption spectrum rabs , obtained by a
ng-Rhys parameter D ¼ ~d2. CllðtÞ is experimentally simulated by varying the qubit
cement operation as shown in Fig. 1c. Here we only present the real part of rabs. The
cribes the necessary energy for transitions from the electronic ground state to the
color scale which represents the transition probability. (b) The cross section at D = 0,
e peak intensities are proportional to the square of the overlap between the nuclear
easure of the coupling strength between nuclear and electronic degrees of freedom.
onfiguration q is weak and the absorption maximum is at xeg . For D � 1 (strong
. As expected, the absorption peaks of zero-temperature molecular spectrum arises
). Here the spectra show only one point as a peak because in this simulation we have
tor will be applied to emulate spectral broadening later. The experimental data are
to the decoherence of the qubit during the simulation process.



Fig. 3. (Color online) Absorption spectrum of three different initial nuclear states in the molecular system vs different parameters. The top diagrams depict the corresponding
electronic transitions: (a) Fock state j1i, a non-equilibrium state; (b) thermal state, an equilibrium state; (c) damped vacuum state, with a damping factor to emulate the
spectral broadening. (d), (e), (f) and (g), (h), (i) show the corresponding experimental results and theoretical expectations, respectively. For clarity, here we only show the
typical spectrums with the corresponding parameter next to each plot. For both thermal state and damped vacuum state, D ¼ 1. Except for a reduction of experimental peak
values, the experimental results show good agreement with theoretical expectation.
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Fig. 4. (Color online) Progression of spectral peak atx ¼ xeg . Peak values atx ¼ xeg in Figs. 2 and 3 as a function of (a) D for an initial vacuum state; (b) D for a Fock state j1i;
(c) �n for a thermal equilibrium state; (d) 1=sx0 for a damped vacuum state. These values characterize the transition probability between molecular electronic ground and
excited states at the specific frequency. Dots are experimental data after divided by a constant reduction factor f, in good agreement with theoretical expectation depicted in
solid curves. f ¼ 0:83 for (a), (c), and (d) while f ¼ 0:75 for (b). The smaller f for the case of Fock state j1i is mainly due to the finite Fock state preparation fidelity F ¼ 0:94
while all other three cases start from a nearly perfect vacuum state. The standard deviation for each measured value is much less than 0.01 and not shown in the figure.
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only be on the ground electronic state without stimulation. The
correlation function basically describes the time-dependent over-
lap of the initial nuclear wave function in the ground state with
the time-evolution of the same wave function when initially pro-
jected onto the excited state. For clarity, we only show the typical
spectra. Except for a reduction of experimental peak values, the
experimental results show good agreement with theoretical
expectation.

One of the key features of our quantum simulator is that the
parameters, such as Huang-Rhys parameter D, can be varied con-
tinuously. To better illustrate the progression of the spectrum in
Figs. 2 and 3 as a function of various parameters, we present the
peak values at x ¼ xeg as an example in Fig. 4. Dots are experi-
mental data by our quantum simulator while the solid curves rep-
resent theoretical expectation. After taking into account the
reduction of experimental peak values, again mainly due to the
system decoherence, through a division by a constant reduction
factor f (f ¼ 0:83 for Fig. 4a–d; f ¼ 0:75 for Fig. 4b), the experimen-
tal results are in good agreement with theoretical expectations.
The smaller f for the case of Fock state j1i is mainly due to the finite
Fock state preparation fidelity F ¼ 0:94 (measuredWigner function
shown in the Supplementary data) while all other three cases start
from a nearly perfect vacuum state. Note that f ¼ 0:83 and f ¼ 0:75
will only affect the absorption amplitudes rather than the peak
positions.
5. Discussion

Our approach can be scaled up for molecules with multiple
vibronic modes. In this case, the dipole correlation function comes
from the contributions of the individual modes, i.e., for n modes,

Cll tð Þ ¼ leg

���
���2e�i Ee�Egð Þt=�hFn tð Þ; ð19Þ

where Fn tð Þ ¼ TrðeiHs
g t=�he�iHs

et=�hq1 � q2 	 	 	 � qnÞ. Here Hs
g and Hs

e are

the sum of Hi
g and Hi

e for the i-th mode, and qi is the corresponding
vibrational state. As a result, the superconducting qubit needs to be
coupled with multiple cavity modes. In a 3D circuit QED architec-
ture this direction has been realized experimentally [48] and more
complex quantum systems can be even further scaled up with a
multilayer integrated platform [49]. Note that error propagation
in this multi-mode case may be complicated and hard to estimate,
which requires a further investigation.

As mentioned before, our current small-scale experiment has
not been able to demonstrate advantages over classical simulation.
In the future, when the experimental setup is upgraded, there are
various ways to achieve advantages over classical simulation: (1)
For the moment, the molecular Hamiltonian considered is diagonal
in the rz basis of the qubit (electronic) system. However, if we are
to consider larger molecules, e.g., linear molecular chain, it is pos-
sible that a local excitation would propagate to other sites. In this
case, the dynamics is highly non-trivial for classical computation.
(2) The reason that the correlation function can be determined
classically is because it deals with the simple initial phonon states.
In principle, one can prepare quantum mechanically an initial pho-
non state with a large number of superposition of Fock states. For
example, the molecule might have a collision with another mole-
cule, so that the phonon state is excited. With a quantum simula-
tor, the complexity in obtaining the spectrum is not changed, but it
may take long time to calculate the correlation function classically.
(3) One may include a non-linear term to better approximate the
energy surface. To do so, we will need to introduce terms contain-
ing more bosonic operators, e.g., ayayaa, in the Hamiltonian. At the
moment, this direction is still under investigation.
On the other hand, the scaling requirement are as follows. Clas-
sically, one would generally require to store all the phonon excita-
tions. The scaling is exponential for classical computers. For each
mode, if we keep n lowest energy levels, then we need OðnmÞ
amount of memory for m different modes. For example, if we keep
n ¼ 10 levels, and m ¼ 10, it requires to store 1010 states. We
expect such extension is within the reach of current superconduct-
ing technology.

6. Conclusion

To conclude, we demonstrated experimentally a newmethod to
simulate electronic absorption spectra of a diatomic molecule,
where the nuclear vibrational states may or may not be in thermal
equilibrium. Our quantum simulator is based on a superconducting
circuit QED architecture with flexible parameter tunability. The
simulation results indicate that the resulting molecular spectra
are in good agreement with theoretical expectation. Finally, we
note that this method can be readily extended to other quantum
simulation platform, including photonic [50] or trapped-ion [51]
systems. Therefore, our experiment represents the beginning of a
new approach of predicting molecular spectroscopy using quan-
tum simulators.
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