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Abstract. Quantum coherence characterizes the non-classical feature of a single party
system with respect to a local basis. Based on a recently introduced resource framework,
coherence can be regarded as a resource and be systematically manipulated and quantified.
Operationally, considering the projective measurement of the state in the computational basis,
coherence quantifies the intrinsic randomness of the measurement outcome conditioned on
all the other quantum systems. However, such a relation is only proven when randomness
is characterized by the Von-Neumann entropy. In this work, we consider several recently
proposed coherence measures and relate them to the general uncertainties of the projective
measurement outcome conditioned on all the other systems. Our work thus provides a
unified framework for redefining several coherence measures via general conditional entropies.
Based on the relation, we numerically calculate the coherence measures via semi-definite
programming. Furthermore, we discuss the operational meaning of the unified definition.
Our result highlights the close relation between single partite coherence and bipartite quantum
correlation.
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1. Introduction

Quantum coherence is one of the most fundamental non-classical features of quantum
systems [1, 2, 3]. Considering a d−dimensional Hilbert space H in a computational basis
I = {|i〉}i=0,··· ,d−1, coherence characterizes the superposition property between different basis
states. Given a pure state ρ = |ψ〉 〈ψ|, where |ψ〉 =

∑
i ai |i〉 and

∑
i |ai|2 = 1, the amount of

coherence C(ρ) can be defined by the Shannon entropy of the probability distribution {|ai|2},
or alternatively S(∆(ρ)) with ∆(ρ) =

∑
i |i〉 〈i| ρ |i〉 〈i| being the dephased state of ρ and

S(ρ) = −Tr[ρ log2 ρ] being the Von Neumann entropy. From the perspective of quantum
random number generation, quantum superposition in a local basis allows us to extract true
randomness (i.e. secure random bits) from a quantum state by performing measurement in
that basis. It is shown that the randomness of a pure state |ψ〉 with respect to the I basis is
also given by S(∆(|ψ〉 〈ψ|)) [4, 5]. Thus, coherence not only characterizes the superposition
in the computational basis but also quantifies the randomness or uncertainty if we measure
the state in the same basis. This definition cannot be directly generalized to mixed states as
C(ρ) = S(∆(ρ)) by naively considering the whole randomness of measurement outcome.
Such a definition will lead to a contradiction that the maximally mixed state even has the
maximal amount of coherence S

(
1
d

∑
i |i〉 〈i|

)
= log2 d. In general, if a state is only a

mixture of the basis states, such as δ =
∑

i δi |i〉 〈i|, it can be prepared in a classical way
without involving any coherence or superposition, and hence produces no true randomness by
measuring it in the I basis. Therefore, the coherence of δ should be zero in the I basis and we
need a more sophisticated definition of coherence for general mixed states.

On the one hand, coherence frameworks [6, 7] are proposed by considering coherence
as a resource of superposition. Focusing on the I basis, we define incoherent state as
δ =

∑
i δi |i〉 〈i| and consider it as zero resource state, i.e. state with zero coherence. The

incoherent state set is denoted by I = {δ|δ =
∑

i δi |i〉 〈i|}. Furthermore, the incoherent
operation is defined as a physically realizable operation that only transforms incoherent states
to incoherent states. Based on the definitions of incoherent state and incoherent operation, a
general resource theory of coherence is completed by defining coherence measures as a real-
valued function C(ρ) that satisfies several requirements. The advantage of this framework
is that coherence can be studied in an abstract and systematical way. Coherence measures
can be mathematically proposed and proven, such as the relative entropy of coherence [7],
the coherence of formation [6, 8], and the robustness of coherence [9]. Furthermore, the
resource theory of coherence supplies a basic framework for studying its relationship with
general quantum correlations [10, 11, 12, 13, 14, 15, 16, 17] and probing general coherence
properties [18, 19, 20, 21, 22, 23, 24, 25, 26]. We refer to Ref. [27, 28] for reviews of recent
developments of the resource theory of coherence.

On the other hand, coherence can be understood as the intrinsic randomness by
measuring the state in the computational basis [8, 29, 30, 31, 32, 33]. Denote the
system we study as A, then the coherence of ρA quantifies the intrinsic randomness of the
measurement outcome in the computational basis. More rigorously, the intrinsic randomness
is defined as the unpredictable randomness which is secure from the attack by any other
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systems. Specifically, considering a system E that holds the maximal information of A,
i.e., a purification of state ρA, the intrinsic randomness is given by the uncertainty of the
measurement outcome conditioned on the information of system E.

In previous works, the uncertainty is characterized by the conditional Von-Neumann
entropy. Here, we generalize the results to general conditional entropies. We consider
coherence measures including the relative entropy of coherence [7], coherence of formation
[8], geometric coherence [11], two recently proposed coherence measures [34, 35], and a
new coherence measure—the min-entropy of coherence. Then, we redefine them in a unified
picture by relating to general conditional entropies. In the following, we will first review the
coherence framework and coherence measures in Sec. 2. Then, we rephrase the coherence
measures via the corresponding conditional entropy in Sec. 3. In Sec. 4, we propose a
numerical method to calculate the coherence measures via semi-definite programming. We
discuss the operational meaning of the new definitions in Sec. 5 and summarize in Sec. 6.

2. Coherence measures

In this work, we mainly focus on the resource framework of coherence proposed in Ref. [7].

2.1. Coherence framework

Considering a d−dimensional Hilbert space H with a computational basis {|i〉}i=0,··· ,d−1, the
set of incoherent states is defined by

I = {δ|δ =
d−1∑
i=0

δi |i〉 〈i|}. (1)

Meanwhile, the maximally coherent state is defined as

|ψd〉 =
1√
d

d−1∑
i=0

eiφi |i〉 , (2)

where φi is an arbitrary phase on basis |i〉. Incoherent states can be understood as free states;
while incoherent operations is similarly defined as free operations. In general, there are several
different definitions of incoherent operations [36]. In this work, we focus on the Incoherent
Operation (IO) proposed in Ref. [7], which is defined as a CPTP map Λ(ρ) =

∑
nKnρK

†
n

such that KnδK
†
n/Tr[KnδK

†
n] ∈ I for all n and δ ∈ I. Meanwhile, we also consider the

Maximal Incoherent Operation (MIO) [6] that is defined as a CPTP map Λ(ρ) such that
Λ(δ) ∈ I for all δ ∈ I. It follows from the definition that IO ⊆MIO.

In general, the amount of quantum coherence of a state ρ is characterized by a
nonnegative real-valued function C(ρ) which satisfies the following properties:

(C1) C(ρ) ≥ 0,∀ρ and C(δ) = 0 iff δ ∈ I;

(C2) Monotonicity: coherence cannot increase under MIO or IO map Λ, i.e., C(Λ(ρ)) ≤
C(ρ);
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(C3) Strong monotonicity (with post-selection): for any Λ ∈ IO with Kraus operators {Kn},
coherence cannot increase on average under post-selection, i.e.,

∑
n pnC(ρn) ≤ C(ρ),

where ρn = KnρK
†
n/Tr

[
KnρK

†
n

]
;

(C4) Convexity: coherence cannot increase by mixing quantum states, i.e., C (
∑

n pnρn) ≤∑
n pnC(ρn).

Note that the strong monotonicity requirement (C3) is defined only for IO as the the Kraus
operators of MIO are not explicitly specified by definition. In general, when C(ρ) satisfies
(C1) and either (C2) or (C3) but not (C4), we still consider it as a coherence monotone as it
may still play useful role in a practical task.

A general way of constructing coherence measures is by minimizing a distance function
over all incoherent states, that is

C(ρ) = min
δ∈I

D(ρ, δ), (3)

where D(ρ, δ) is a distance function satisfying D(ρ, δ) = 0 if and only if ρ = δ ‡. For
instance, considering the relative entropy as the distance function D(ρ, σ) = S(ρ||σ) =

Tr[ρ log2 ρ]− Tr[ρ log2 σ], we can define the relative entropy of coherence [7],

Cr(ρ) = min
δ∈I

S(ρ||δ) = S(∆(ρ))− S(ρ). (4)

The relative entropy of coherence measures the asymptotic rate of coherence distillation
under IO [37]. We refer to Appendix A for more information about asymptotic and one-shot
coherence conversion. Suppose the distance function is defined by D(ρ, σ) = 1 − F (ρ, σ)

where F (ρ, σ) =
(
Tr
[√√

ρσ
√
ρ
])2

is the fidelity between ρ and σ, we obtain the geometric
coherence [38],

Cg(ρ) = min
δ∈I

(1− F (ρ, δ)) . (5)

Furthermore, considering the distance function as the max and min quantum Renyi divergence
D(ρ, σ) = Dmax(ρ||σ) = log2 min{λ ∈ R|ρ ≤ λσ} and Dmin(ρ||σ) = − log2 F (ρ, σ),
respectively, we can define the max and min-entropy of coherence Cmax(ρ) and Cmin(ρ) as

Cmax(ρ) = min
δ∈I

Dmax(ρ||δ),

Cmin(ρ) = min
δ∈I

Dmin(ρ||δ).
(6)

Here the max-entropy of coherence is used in Ref. [35] to characterize the one-shot coherence
dilution under MIO and the min-entropy of coherence is a new coherence measure that
characterizes one-shot coherence distillation under IO §.

Alternatively, another way of defining coherence measure is via the convex-roof
construction. For instance, the coherence of formation Cf (ρ) [6, 8] can be defined by

Cf (ρ) ≡ min
{pj ,|ψj〉}

∑
j

pjS(∆(|ψj〉 〈ψj|)). (7)

‡ Note that we do not require the triangle inequality for the distance function by following the convention from
Ref. [7].
§ This work is under preparation.
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Here, the minimization is over all possible decomposition of the state ρ as ρ =∑
j pj |ψj〉 〈ψj|. Coherence of formation measures the asymptotic rate of coherence dilution

under IO [37]. Suppose |ψj〉 =
∑d−1

i=0 aij |i〉 and denote Tj to be the number of nonzero
elements in {a0j, · · · , ad−1,j}, we can also define another coherence monotone C0(ρ) as

C0(ρ) = min
{pj ,|ψj〉}

max
j

log2 Tj. (8)

The coherence monotone C0(ρ) measures the one-shot coherence dilution rate under IO [35].

2.2. Properties of coherence measures

In this work, we focus on the six coherence measures Cr, Cg, Cmax, Cmin, Cf , and C0.
The proofs that they satisfy the properties (C1) — (C4) can be found in the corresponding
references. Here, we only prove that the new coherence measure Cmin satisfies the properties
(C1), (C2) and (C4).

Theorem 1. The function Cmin(ρ) is a coherence monotone satisfying (C1), (C2) and (C4).

The proof of the theorem is left in Appendix B. In addition, we show that there exists an
relationship among the six coherence measures or monotones.

Theorem 2. For any quantum state ρ, we have Cg(ρ) ≤ Cmin(ρ) ≤ Cr(ρ) ≤ Cmax(ρ) ≤
C0(ρ) and Cr(ρ) ≤ Cf (ρ) ≤ C0(ρ).

Proof. First note that Cg(ρ) = 1 − 2−Cmin(ρ) from the definitions of Cg and Cmin. Since
1 − 2−x ≤ x for all x ≥ 0, we have Cg(ρ) ≤ Cmin(ρ). Next, we use the monotonicity of the
generalized α-Renyi divergence

D̃α(ρ||σ) =
1

α− 1
log2

(
Tr
[(
σ

1−α
2α ρσ

1−α
2α

)α])
(9)

which is non-decreasing with respect to α [39]. Since Dmin(ρ||σ), D(ρ||σ) and Dmax(ρ||σ)

correspond to α→ 1
2
, 1,∞, respectively, we know that ∀ρ, σ,

Dmin(ρ||σ) ≤ D(ρ||σ) ≤ Dmax(ρ||σ). (10)

Taking the minimization over δ ∈ I on each side, we obtain Cmin(ρ) ≤ Cr(ρ) ≤ Cmax(ρ).
Furthermore, since IO ⊆ MIO and Cmax(ρ) and C0(ρ) correspond to the one-shot dilution
rate under MIO and IO, respectively [35], we know that Cmax(ρ) ≤ C0(ρ).

For the second inequality, according to Ref. [37], Cr(ρ) and Cf (ρ) correspond to the
asymptotic coherence distillation and dilution rate under IO, which indicates that Cr(ρ) ≤
Cf (ρ). As C0(ρ) corresponds to the one-shot dilution rate under IO, we thus have Cf (ρ) ≤
C0(ρ).

We also note that, at the moment, the relationship between Cf (ρ) and Cmax(ρ) is
unknown.
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3. Coherence measures via conditional entropies

In this section, we rephrase all the six coherence measures in an unified framework via
conditional entropies.

3.1. Conditioned on quantum information

Denote the system we study as A which acts on a dA dimensional Hilbert space HA, and
the quantum state as ρA that is from the state set D(HA). We also consider another system
E and a larger state |ψ〉AE that purifies ρA, that is, ρA = TrE[|ψ〉AE 〈ψ|AE] with partial
trace TrE over system E. As system E purifies system A, it already holds the maximal
information about system A and hence state ρA. As the coherence of ρA is defined on
the local basis IA = {|iA〉}iA=0,··· ,dA−1, we consider a measurement on system A on the
basis IA. Equivalently, we can consider a dephasing channel and describe the state after the
measurement on IA as

ρXAE = ∆A(|ψ〉AE 〈ψ|AE)

=
∑
i

(|iA〉 〈iA| ⊗ IE) |ψ〉AE 〈ψ|AE (|iA〉 〈iA| ⊗ IE). (11)

Here IE is the identity matrix on systemE, ρXAE is a classical-quantum state, andXA denotes
the system of classical outcomes for the measurement. In the following, we will relate the six
coherence measures to a general conditional entropy of the state ρXAE .

First, we consider the relative entropy of coherence Cr(ρA) and the Von-Neumann
conditional entropy H(A|B)ρAB = S(ρAB) − S(ρB). According to Ref. [40, 29], we can
re-express Cr(ρA) as a conditional entropy H(XA|E)ρXAE ,

Cr(ρA) = H(XA|E)ρXAE . (12)

The operational meaning of the above definition is that H(XA|E)ρXAE measures the
randomness of the measurement outcome XA conditioned on system E. As system E holds
the purification of system A before the measurement, Cr(ρA) thus describes the unpredictable
randomness conditioned on all other quantum systems.

Now, we focus on Cmin(ρ) and Cmax(ρ) and the conditional min and max entropy defined
as

Hmin(A|B)ρAB = max{λ ∈ R|∃σB ∈ D(HB) : ρAB ≤ 2−λIA ⊗ σB},
Hmax(A|B)ρAB = max

σB
log2 F (IA ⊗ σB, ρAB).

(13)

We show that Cmin(ρ), Cmax(ρ) and Cg(ρ) can be defined by the conditional min and max
entropy of ρXAE .

Theorem 3. Let ρA be a quantum state in D(HA) and let ρXAE be defined in Eq. (11), then
we have

Cmax(ρA) = Hmax(XA|E)ρXAE ,

Cmin(ρA) = Hmin(XA|E)ρXAE ,

Cg(ρA) = 1− 2
−Hmin(XA|E)ρXAE .

(14)
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To prove the result, we first introduce the isometry

V =
∑
i

|iA〉XA ⊗ |iA〉 〈iA| ⊗ IE, (15)

which maps systems AE to XAAE. Under this map, one can equivalently understand XA as
the measurement outcome andA as the state after measurement. Then, the dephasing operator
can be equivalently expressed as

∆A(|ψ〉AE 〈ψ|AE) = TrA
[
V |ψ〉AE 〈ψ|AE V

†] . (16)

With this new definition, we first prove the following lemma.

Lemma 1.
Dmax(ρ||σ) = Dmax(V ρV

†||V σV †) (17)

for any isometry V that satisfies V †V = I .

Proof. First of all, we prove that ρ ≥ 0 if and only if V ρV † ≥ 0. The only if part is
obvious. For the if part, ∀ |φ〉, since V ρV † ≥ 0 we have 〈φ|V †(V ρV †)V |φ〉 ≥ 0, therefore
〈φ| ρ |φ〉 ≥ 0 and we have ρ ≥ 0.

Since
λσ − ρ ≥ 0⇔ V (λσ − ρ)V † ≥ 0

⇔ λV σV † − V ρV † ≥ 0,
(18)

we conclude that Dmax(ρ||σ) = Dmax(V ρV
†||V σV †).

Notice that the fidelity is also invariant under isometric channel, i.e.

F (ρ, σ) = F (V ρV †, V σV †) (19)

where V †V = I . Now, we prove Theorem 3.

Proof. Suppose |ψ〉AE is a pure state such that ρA = TrE[|ψ〉AE 〈ψ|AE], then ρXAAE :=

V |ψ〉AE 〈ψ|AE V † is also a pure state. From the duality between the conditional min and max
entropy [41], we have

Hmin(XA|E) = −Hmax(XA|A),

Hmax(XA|E) = −Hmin(XA|A).
(20)

We omit the subscript state since all systems are taken from the state ρXAAE . Let M =
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j |j〉XA ⊗ Πj where Πj = |j〉 〈j|A, then ρXAA = MρAM

† and we have

Hmin(XA|E) = −Hmax(XA|A)

= − max
σ∈D(HA)

log2 F (ρXAA, IXA ⊗ σ)

= − max
σ∈D(HA)

log2 F (MρAM
†,MM †IXA ⊗ σMM †)

= − max
σ∈D(HA)

log2 F (ρA,M
†IXA ⊗ σM)

= − max
σ∈D(HA)

log2 F

(
ρA,
∑
j

ΠjσΠj

)
= −max

δ∈I
log2 F (ρA, δ)

= min
δ∈I

Dmin(ρA||δ)

= Cmin(ρA).

(21)

The third line uses the fact that F (ρ, σ) = F (ρ,ΠρσΠρ) and the fourth line uses Eq. (19).
Note that, a similar result of Eq. (21) can also be found in [40].

Similarly, we also prove the relation between Cmax and conditional max entropy.

Hmax(XA|E) = −Hmin(XA|A)

= min
σ∈D(HA)

Dmax(ρXAA||IXA ⊗ σ)

= min
σ∈D(HA)

Dmax(MρAM
†||MM †IXA ⊗ σMM †)

= min
σ∈D(HA)

Dmax(ρA||M †IXA ⊗ σM)

= min
δ∈I

Dmax(ρA||δ)

= Cmax(ρA).

(22)

Here, the third line is because ρXAA is diagonal and the fourth line follows from Lemma 1.
Finally, the proof for Cg follows directly from its relation with Cmin.

3.2. Conditioned on classical information

Now, we consider the coherence measures Cf (ρA) and C0(ρA). In the above analysis, the
conditional entropy is conditioned on the quantum information of system E. Alternatively,
we can also consider the case where system E performs a measurement ME and obtain an
outcome XE . Suppose ME is a projective measurement on basis JE = {|jE〉}jE=0,··· ,dE−1,
then we can similarly define the measurement or the dephasing operator on system E as
∆E(ρAE) =

∑
j(IA ⊗ |jE〉 〈jE|)ρAE(IA ⊗ |jE〉 〈jE|). The state after the measurements on IA

and JE becomes

ρXAXE = ∆A (∆E(|ψ〉AE 〈ψ|AE))

=
∑
i,j

(|iA〉 〈iA| ⊗ |jE〉 〈jE|) |ψ〉AE 〈ψ|AE (|iA〉 〈iA| ⊗ |jE〉 〈jE|), (23)



Quantum coherence via conditional entropy 9

where the system XE denotes the outcomes of measurement ME . Then, we can use the
conditional entropy of the classical-classical state ρXAXE to determine the coherence of
ρA. Since ρXAXE depends on the measurement ME of system E, we thus also consider
a minimization over all measurements ME . Especially, when using the conditional Von-
Neumann entropy, the coherence of formation can be given by [8],

Cf (ρA) = min
ME

H(XA|XE)ρXAXE , (24)

where XA and XE denote the classical outcome of Alice and Eve’s measurement on joint
purification state |ψ〉AE , respectively, and the minimization is over all measurements on
system E. Here, we restate the proof of Eq. (24) in a more straightforward way than Ref. [8].

Theorem 4.
Cf (ρA) = min

ME

H(XA|XE)ρXAXE .

Proof. Suppose the initial state shared by A and E is |ψ〉AE . After performing measurement
ME on system E, which is a projective measurement onto the basis JE = {|jE〉}, the state
becomes

ρAXE =
∑
j

pj |ψj〉 〈ψj|A ⊗ |jE〉 〈jE| , (25)

where {pj, |ψj〉} is an ensemble of state ρA. Let |ψj〉 =
∑

i aji |iA〉. Then we perform
measurement on the computational basis IA = {|iA〉} which results in the state

ρXAXE =
∑
j

∑
i

pj|aji|2 |iA〉 〈iA| ⊗ |jE〉 〈jE| . (26)

By definition,

H(XA|XE)ρXAXE = S(ρXAXE)− S(ρXE)

=
∑
j,i

pj|aji|2 log2

1

pj|aji|2
−
∑
j

pj log2

1

pj

=
∑
j

pjS(∆(|ψj〉 〈ψj|)).

(27)

Since a different measurement on system E corresponds to different convex roof
decomposition of state ρA, we conclude that

Cf (ρA) = min
{pj ,|ψj〉}

∑
j

pjS(∆(|ψj〉 〈ψj|))

= min
{pj ,|ψj〉}

H(XA|XE)ρXAXE

= min
ME

H(XA|XE)ρXAXE .

(28)
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For the coherence measure C0, we also have a similar result with the conditional 0-
entropy

H0(A|B)ρAB = max
σB

log2 Tr [ΠρAB(IA ⊗ σB)] . (29)

Here Πρ denotes projection onto the support of ρ.

Theorem 5.
C0(ρ) = min

ME

H0(XA|XE)ρXAXE . (30)

Proof. Similar to the proof of Theorem 4, we perform a measurementME on systemE which
leads to a state

ρAXE =
∑
j

pj |ψj〉 〈ψj|A ⊗ |jE〉 〈jE| , (31)

where {pj, |ψj〉} is an ensemble of state ρA. Let |ψj〉 =
∑

i aji |iA〉. Then we perform
measurement on the computational basis IA = {|iA〉} which results in the classical-classical
state

ρXAXE =
∑
j

∑
i

pj|aji|2 |iA〉 〈iA| ⊗ |jE〉 〈jE| . (32)

According to the definition of conditional 0-entropy,

min
ME

H0(A|E)ρXAXE = min
ME

max
σE
{−D0(ρXAXE ||IA ⊗ σE)}

= min
ME

max
σE

log2 Tr[ΠρXAXE
(IA ⊗ σE))]

(33)

where ΠρXAXE
is the projection onto the support of ρXAXE which can be written as

ΠρXAXE
=
∑
j,i

1[aji 6= 0] |iA〉 〈iA| ⊗ |jE〉 〈jE| (34)

where 1[X] = 1 if X is true, and 0 otherwise. Any state σE ∈ D(HE) can be expressed in
the basis {|jE〉} as

σE =
∑
j,j′

bjj′ |jE〉 〈j′E| . (35)

Thus

Tr[ΠρXAXE
(IA ⊗ σE)]

= Tr

[∑
j,j′,i

bjj′1[aji 6= 0] |iA〉 〈iA| ⊗ |jE〉 〈j′E|

]
=
∑
j

bjjTj,

(36)

where Tj =
∑

i 1[aji 6= 0]. Then we know that maxσE log2 Tr(ΠρAE(IA ⊗ σE)) =

maxj log2 Tj . Also, since the measurement chosen by system E corresponds to an ensemble
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of state ρA, we have
C0(ρ) = min

{pj ,|ψj〉}
max
j

log2 Tj

= min
ME

max
j

log2 Tj

= min
ME

H0(A|E)ρXAXE .

(37)

4. Computing the coherence measure via SDP

By definition, we can see that the relative entropy of coherence Cr(ρ) can be easily computed.
However, none of the other five coherence measures Cg, Cmax, Cmin, Cf , and C0 can be
directly computed from the definition as they all involve a minimization procedure. In
literature, an upper and lower bound of the geometric coherence measure is proposed in
Ref. [42]. In this work, we focus on numerical calculations of Cg, Cmax, Cmin based on the
unified definition in the last section. As Cf and C0 are defined by conditioning on classical
information, whether they can be efficiently computed is still left as an open problem.

The main reason that we can efficiently compute Cg, Cmax, Cmin is based on the fact
that the conditional max/min entropy Hmin(A|B)ρAB and Hmax(A|B)ρAB can be efficiently
computed via semi-definite programming (SDP) [43], that is,

Hmin(A|B)ρAB = − log2OPT

where OPT = min Tr[σB]

s.t. IA ⊗ σB ≥ ρAB

σB ≥ 0

(38)

Hmax(A|B)ρAB = log2OPT

where OPT = minµ

s.t. µIB ≥ TrA[σAB]

σAB ⊗ IC ≥ ρABC

σAB ≥ 0

µ ≥ 0

(39)

In Eq. (39), ρABC is an arbitrary purification of ρAB.
Our result, Theorem 3, bridges the coherence measures and the conditional max/min

entropies. The numerical method to compute Cmin(ρ) and Cmax(ρ) by SDP is described as
follows.

Cmin(ρ) = Hmin(XA|E)ρXAE

where ρAE = Purification(ρ)

ρXAE = TrA[V ρAEV
†]

V =
∑
i

|iA〉XA ⊗ |iA〉 〈iA| ⊗ IE

(40)
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Figure 1. Coherence of the state ρ = ν |+〉 〈+| + (1 − ν) I2 . From above to below, the lines
correspond to Cmax(ρ), Cr(ρ), Cmin(ρ), Cg(ρ), respectively.

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3

C
(

)

Figure 2. Coherence of the state ρ = ν(|+〉 〈+|)⊗3 + (1− ν) I
⊗3

8 . From above to below, the
lines correspond to Cmax(ρ), Cr(ρ), Cmin(ρ), Cg(ρ), respectively.

Cmax(ρ) = Hmax(XA|E)ρXAE

where ρAE = Purification(ρ)

ρXAE = TrA[V ρAEV
†]

V =
∑
i

|iA〉XA ⊗ |iA〉 〈iA| ⊗ IE

(41)

Note that the geometric coherence is related to the min-entropy of coherence as Cg(ρ) =

1− 2−Cmin(ρ), so it can be computed via Eq. (40) as well.
Here we show several examples of the calculation of different coherence measures.

First, we consider a type of symmetric mixed state in qubit case and high dimension case,
ρ = ν |+〉 〈+|+ (1− ν) I

2
and ρ = ν(|+〉 〈+|)⊗3 + (1− ν) I

⊗3

8
, respectively. The comparisons

of different coherence measures, Cmax(ρ), Cr(ρ), Cmin(ρ), Cg(ρ), are shown in Fig. 1 and
Fig. 2. The order of the coherence measures as proven in Theorem 2 is also clearly shown.

Next we plot the coherence measures for all qubit states. A qubit ρ = I+~n·~σ
2

is specified
by its coordinate ~n = (nx, ny, nz) on the Bloch sphere where ~σ = (X, Y, Z) are Pauli
matrices. We can also describe the coordinate by longitude φ, latitude θ, and distance to the
z-axis r. However, since coherence is defined on z-basis, the x and y basis are symmetric,
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Figure 3. Coherence measures (a) Cmax(ρ), (b) Cr(ρ), (c) Cmin(ρ), and (d) Cg(ρ) for all
qubit states.

meaning that two states have the same amount of coherence if only their longitude are
different. So we can use two parameters β, γ to represent a state where θ = βπ is the latitude
and γ = r

sin θ
is the normalized distance to the z-axis. Here both parameters β, γ are in the

range [0, 1]. We let the longitude φ = 0, then a qubit is specified by β, γ as

~n = (γ sin(βπ), 0, cos(βπ)) . (42)

The results are presented in Fig. 3 where we can also see and compare the four coherence
measures.

5. Operational meaning

In this section, we study the operational meaning of the coherence measures that are defined in
the unified way via general conditional entropies. The quantum coherence of ρA characterizes
the unpredictable randomness of the state. That is, considering any adversary that is entangled
with ρA, she has certain uncertainty, quantified by coherence measures, about the internal
property of ρA in the coherence basis. This interpretation can be understood from the quantum
conditional entropies, where the conditional entropy of A conditioned on E characterizes
some kind of uncertainty of E with respective to the information of the system A. Here
we show that beyond the conventional conditional Von-Neumann entropy, some of the
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generalized conditional entropies on a classical-quantum state defined in Eq. (11) also have
strong operational meanings.

Rewrite Eq. (11) as follows,

ρXAE =
∑
i

(|iA〉 〈iA| ⊗ IE) |ψ〉AE 〈ψ|AE (|iA〉 〈iA| ⊗ IE)

=
∑
i

pi |iA〉 〈iA| ⊗ ρiE,
(43)

where pi = Tr [|ψ〉AE 〈ψ|AE (|iA〉 〈iA| ⊗ IE)] and ρiE = (〈iA| ⊗ IE) |ψ〉AE 〈ψ|AE (|iA〉 ⊗
IE)/pi. On the one hand, as described in Ref. [41], the conditional min-entropy
Hmin(XA|E)ρXAE of a classical-quantum state ρXAE corresponds to the guessing probability
pguess(XA|E),

Hmin(XA|E)ρXAE = − log2 pguess(XA|E). (44)

Here pguess(XA|E) is the maximum probability that Eve could guess XA correctly according
to her system with an optimal measurement ME = {Ei},

pguess(XA|E) = max
{Ei}

∑
i

pi Tr[Eiρ
i
E]. (45)

As Cmin(ρ) = Hmin(XA|E)ρXAE with ρXAE being the dephased state defined in Eq. (11), we
thus derive an operational meaning of the coherence measure Cmin(ρ). Note that a similar
argument is also discovered in [40].

On the other hand, the conditional max-entropyHmax(XA|E)ρXAE of a classical-quantum
state ρXAE corresponds to the security of XA when used as a secret key in the presence of
adversary E,

Hmax(XA|E)ρXAE = log2 psecr(XA|E). (46)

Here the security of the secret key can be quantified by the maximum fidelity between ρXAE
and IXA/|XA| ⊗ ρE where IXA/|XA| is the maximally mixed state which corresponds to the
uniform distribution and |XA| is the alphabet size of XA,

psecr(XA|E) = |XA|max
σE

F (ρXAE, IXA/|XA| ⊗ σE). (47)

Here the state IXA/|XA| ⊗ σE means that the key is uniformly distributed and independent
of Eve’s system. As Hmax(XA|E)ρXAE is related to Cmax(ρ), we thus give an operational
meaning to Cmax(ρ).

The operational meaning of the coherence measures Cmin(ρ) and Cmax(ρ) are both built
on that the adversary Eve is a quantum adversary which possess a quantum system that shares
entanglement with Alice’s state. In general, coherence measures that belong to this framework
can be expressed as

Cα(ρA) = Hα(XA|E)ρXAE (48)

where Hα denotes general conditional entropy and Cα denotes the corresponding coherence
measure. We expect similar results can be found for other α.
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Instead, we can also consider Eve to be a classical adversary and build the corresponding
framework of conditional entropy with Eve’s system being a classical random variable. In this
case, we require that Eve performs a measurement ME on her local basis {|jE〉} and infers
Alice’s information from her own measurement result. Following Eq. (23), after both party’s
measurement, the resulting state is a classical-classical state

ρXAXE =
∑
j

∑
i

pj|aji|2 |iA〉 〈iA| ⊗ |jE〉 〈jE| , (49)

where pj = Tr [|ψ〉AE 〈ψ|AE (IA ⊗ |jE〉 〈jE|)] and aji = (〈iA| ⊗ 〈jE|) |ψ〉AE /
√
pj . In the

classical adversary framework, coherence measures are expressed as

Cα(ρA) = min
ME

Hα(XA|XE)ρXAXE . (50)

Here the minimization overME denotes the optimal strategy of Eve’s measurement which also
corresponds to the decomposition of Alice’s state. This is why coherence measures studied
in this work that belong to the classical adversary framework all have the convex roof form,
including Cf (ρ) and C0(ρ). The measure Cf (ρ) is regarded as the intrinsic randomness of the
state against classical adversary [8]. Meanwhile H0(XA|XE)ρXAXE is related to C0(ρ) which
is a classical version of hypothesis testing [44]. We also note that, since classical adversary
is weaker than quantum adversary, the uncertainty of a classical adversary should be larger,
meaning that coherence measures with the convex roof form are often larger than the ones
with distance form. This is also suggested in Theorem 2. Besides the coherence measures
studied in this work, whether other coherence measures possess operational meanings in the
conditional entropy framework is a remained and interesting open question.

6. Discussion

In this work we show the connections between coherence measures and generalized quantum
conditional entropies. Our result highlights the close relation between single partite coherence
and bipartite quantum correlation in a classical-quantum state. When represented in the
conditional entropy form, some of the coherence measures can be efficiently calculated
by semi-definite programming. Meanwhile, besides the operational meanings given by
expressing as conditional entropies, some of the coherence measures based on the α-Renyi
divergence also have strong operational meanings from the perspective of quantum resource
theory of coherence, such as coherence dilution and distillation, in both the asymptotic and
one-shot cases [37, 35, 45]. For a general quantum state, the gap between the coherence
dilution and distillation ratios can be also calculated by our method. The result will
pave the way for studying the reversible properties of coherence resource under different
incoherent operations, such as the maximally incoherent operation [6], the dephasing-
covariant incoherent operations [46, 47], the incoherent operation [7] and the strictly
incoherent operation [37].

Besides the examples shown in this work, the relationship between other α-Renyi
divergence coherence monotones and quantum conditional entropies is still an open question.
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Moreover, through the connection of generalized quantum conditional entropies, our work can
provide links from the resource theory of coherence to other quantum information processing
tasks, such as entanglement cost and distillation [48, 49], randomness extraction [33, 30], and
security analysis of quantum key distribution [50, 51]. These are directions for future work.
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Appendix A. Coherence distillation and dilution

The asymptotic distillation rate under general incoherent operation is defined as

C∞distillation(ρ) = supR, s.t., ρ⊗n O→
ε
≈ |ψ2〉⊗nR as n→∞, ε→ 0+. (A.1)

The asymptotic dilution rate under general incoherent operation is defined as

C∞dilution(ρ) = inf R, s.t., |ψ2〉⊗nR
O→

ε
≈ ρ⊗n as n→∞, ε→ 0+. (A.2)

The one-shot distillation rate with ε error under general incoherent operation is defined
as

Cε
distilation(ρ) = sup log2 d, s.t., ρ O→

ε
≈ |ψd〉 . (A.3)

The one-shot dilution rate with ε error under general incoherent operation is defined as

Cε
dilution(ρ) = inf log2 d, s.t., |ψd〉

O→
ε
≈ ρ. (A.4)

Here, ρ
ε
≈ σ means that F (ρ, σ) ≤ 1 − ε, |ψd〉 = 1√

d

∑d−1
i=0 |i〉 is the (canonical)

d dimensional maximally coherent state, and O can be an arbitrary class of incoherent
operation, such as IO and MIO. For simplicity, we only give the results for exact one-
shot coherence transformation, that is, we define Cone-shot

distilation(ρ) = limε→0+ C
ε
distilation(ρ) and

Cone-shot
dilution (ρ) = limε→0+ C

ε
dilution(ρ). Under IO, we have

C∞distillation(ρ) = Cr(ρ),

C∞dilution(ρ) = Cf (ρ),

Cone-shot
dilution (ρ) ≈ Cmin(ρ),

Cone-shot
dilution (ρ) = C0(ρ).

(A.5)

Under MIO, we have
C∞distillation(ρ) = Cr(ρ),

C∞dilution(ρ) = Cr(ρ),

Cone-shot
dilution (ρ) ≈ Cmax(ρ).

(A.6)

We refer to Ref. [37, 35] for more information.
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Appendix B. Proof of Theorem 1

Here is the proof of Theorem 1.

Proof. (C1) Let Cmin(ρ) = Dmin(ρ||δ∗). Using the property of fidelity, that is, F (ρ, σ) = 1

iff ρ = σ, we know that
Cmin(ρ) = 0⇔ ∃δ ∈ I, ρ = δ

⇔ ρ ∈ I.
(B.1)

(C2) To prove the monotonicity property, we notice that Dmin(ρ||σ) is non-increasing
under quantum channel. Thus, we have

Cmin(ρ) = Dmin(ρ||δ∗)

≥ Dmin

(∑
n

KnρK
†
n

∣∣∣∣∣∣∑
n

Knδ
∗K†n

)

≥ min
δ∈I

Dmin

(∑
n

KnρK
†
n

∣∣∣∣∣∣δ)

= Cmin

(∑
n

KnρK
†
n

)
.

(B.2)

(C4) To prove the convexity property, we make use of the joint concavity of the square
root of the fidelity,

√
F

(∑
n

pnρn,
∑
n

pnσn

)
≥
∑
n

pn
√
F (ρn, σn). (B.3)

Let Cmin(ρn) = − log2 F (ρn, δ
∗
n), then we have∑

n

pnCmin(ρn) = −2
∑
n

pn log2

√
F (ρn, δ

∗
n)

≥ −2 log2

(∑
n

pn
√
F (ρn, δ

∗
n)

)

≥ −2 log2

(
√
F

(∑
n

pnρn,
∑
n

pnδ
∗
n

))

= Dmin

(∑
n

pnρn

∣∣∣∣∣∣∑
n

pnδ
∗
n

)

≥ min
δ∈I

Dmin

(∑
n

pnρn

∣∣∣∣∣∣δ)

= Cmin

(∑
n

pnρn

)
.

(B.4)
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