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Smart Inverter for Voltage Regulation:
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Abstract—Lack of efficient coordination schemes between pho-
tovoltaic (PV) panels may result in voltage stability issues. In this
paper, we exploit the power control potential enabled by the PV
inverters for voltage regulation. There are considerable obstacles
to design a viable coordination scheme. Physically, the power flow
equations lead to a highly nonconvex constraint set. With respect
to the market implementation, voltage regulation is predominately
conducted by the system operator, and voltage regulation related
products rarely exist. We cast the voltage regulation as a noncon-
vex optimization problem, and devise an analytical framework to
show that based on a linearized model, one can design a gradi-
ent descent-based distributed scheme, which, when implemented
in the nonconvex branch flow model, will converge to a local min-
imum exponentially fast. Additionally, we design a compensation
scheme which incentivizes the PV panel owners to provide voltage
regulation. The compensation naturally leads to a game between
all the PV panel owners. By design, the equilibria coincide with the
global minimizers to the social planner problem. Simulation results
confirm the convergence rate of the control actions in practice.

Index Terms—Distributed algorithms, optimization methods,
voltage control.

I. INTRODUCTION

INVESTMENT in renewables today is mostly in utility-scale
solar and wind plants, as well as small-scale distributed

rooftop photovoltaics (PV). To date, the role of solar power
is rather passive, not fully utilizing the intelligence available in
the PV inverter - often referred to as the smart inverter. In this
paper, we investigate the opportunities brought by these new
components to the power grid.

A. Opportunities in Smart Inverter

The nomenclature of smart inverter highlights its capabil-
ities, namely it has a digital architecture, bidirectional com-
munication capability, and robust software and computation
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infrastructures. We imagine there are three possibilities to make
better use of this currently under-utilized intelligence in the fu-
ture grid. It can work with smart meters and conduct demand
side management; it could enable the necessary infrastructure to
support sharing the PV generation; it can also help tackle volt-
age stability issue. Our work focuses on this last opportunity
and intends to provide more theoretical understanding on its
potential.

More precisely, the smart inverter’s intelligence in controlling
the active and reactive power gives rise to its potential in con-
ducting voltage regulation. This provides a means to tackle the
voltage stability issue in distribution grids [1] imposed by the
newly installed rooftop PV panels. To date, many distribution
grid codes already require the PV inverters to conduct voltage
regulation by specifying the minimum control response time for
voltage control, power factor control, and reactive power control
[2]. However, the distribution grid codes have not fully utilized
the communication capabilities of the smart inverters. In this
paper, we focus on utilizing these capabilities to enhance the
voltage regulation performance. Also, to ensure the cooperation
of PV panel owners, they need to be compensated for help-
ing enhance the voltage stability. Many utilities have already
conducted pilot projects to better exploit the voltage regulation
potential in the smart inverter.

B. Challenges to Utilize the Inverter

A principal difficulty with voltage regulation lies in the inef-
ficiency of reactive power transport: transmitting reactive power
over long distance causes high active power losses. Therefore,
voltage regulation and reactive power support are often con-
ducted locally within the substation. However, even within the
substation, the conventional distribution grid lacks voltage con-
trol and local measurement units to conduct accurate regula-
tion. This situation has been changed dramatically over the past
decades with the blossom of smart grid initiatives.

Distributed generation units with voltage control potential
and phasor measurement units (PMUs) are increasingly being
deployed in the distribution grids across the world. Yet, it is
still a delicate task to utilize these new components due to two
challenges: a) the lack of an efficient coordination scheme to
utilize the potential of the new components; and b) the miss-
ing economic incentives for the PV owners to conduct voltage
regulation. Hence, when devising a coordination approach, the
economic design must incentivize the PV owners to actually
follow the desired coordination scheme.
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C. Our Research Contributions

We study the specific problem of utilizing the PV inverters to
conduct voltage regulation in the distribution grids. The princi-
pal contributions of this paper are:

� Distributed Control Design: We utilize the capability of
the smart inverters to provide flexible active and reactive
power for voltage regulation. Our focus is on coordinating
all the PV panels to achieve the desired voltage profile in
the distribution grid. To avoid the need for a centralized
control entity, a distributed control scheme is proposed.

� Role of Communication Network: We examine the role of
the communication network in designing the distributed
control scheme. In particular, we propose the depth-k de-
composition to investigate how to enhance the basic com-
munication network (the one that has the same structure as
the power network) to facilitate parallel control.

� Convergence in Non-convex Model: We devise an analyt-
ical framework to show based on a linearized model, one
can design a gradient descent based distributed scheme,
which, when implemented in the non-convex branch flow
model, will converge to a local minimum exponentially
fast. To the best of our knowledge, our work is the first
attempt to analyze gradient type algorithms derived from
the linearized model for the non-convex model.

� Incentive Design: To provide adequate incentives for PV
owners to conduct voltage regulation, we discuss the neces-
sary compensation structure, which leads to a game among
the PV owners. We show that the equilibria coincide with
the global minimizers of the social planner problem based
on which the distributed coordination scheme is devised.

D. Related Works

One major body of related literature on distributed voltage
regulation schemes investigates the resource coordination for the
purpose of steady state scheduling. The power flow equations in
the distribution network render the optimization or the control
problem non-convex. Most works rely on linearizing the power
flow equations around the operating point and then conduct the
voltage regulation, including [3]–[7]. Other works convexify the
problem by semidefinite programming (SDP) relaxation [8] or
second-order cone programming (SOCP) relaxation [9], [10].
For example, in [11], Zhang et al. give sufficient conditions for
the SDP relaxation to be tight for conducting voltage regulation
in distribution grids.

Another research line focuses on the dynamics of voltage con-
trol (typically together with frequency control) in microgrids.
For example, in [12], Schiffer et al. prove that a consensus-
based distributed voltage control can uniquely determine the
equilibrium point of the closed-loop voltage and reactive power
dynamics. For more related works in this vein, see [13] for an
excellent review.

Our work falls into the first category. While previous works
illuminate the structure of the problem and the performance
of distributed schemes in the convexified network model, the
performance analysis in the non-convex network model has not
been fully addressed. Farivar, Zhou, Chen et al. pioneered the

line of research laying out the analytical distributed voltage reg-
ulation framework for linearized branch flow model [14]–[16].
However, different from this line of research, our work devel-
ops the analytical framework for the non-convex branch flow
model. Hauswirth et al. investigate the convergence of gradi-
ent descent algorithm for the constrained optimization problem
with a view to solving the optimal AC power flow in an online
fashion in [17]. Different from using projection methods, we
use the soft constraints to enforce the constraints in the original
optimization problem. Recently, in [18], Jafarian et al. propose
a price based distributed optimization approach to bridging the
gap between the physical distribution grid and the electricity
market. Different from this work, we use a potential game for-
mulation to implement the market, which aims at encouraging
PV panel owners to provide voltage regulation services. In this
paper, we further the results in our recent work [19], where we
study the pure reactive power control for voltage regulation in
the branch flow model. Specifically, we discuss the joint control
of active and reactive power and propose the necessary com-
pensation structure to support the market implementation of the
distributed control scheme.

The remainder of this paper is organized as follows. In
Section II, we briefly review the branch flow model and its sim-
plifications (linearization). Then, we investigate the distributed
control schemes to conduct voltage regulation using the lin-
earized branch flow model in Section III. In this section, we also
highlight the role of communication network on the design. To
show the performance of our proposed scheme for the branch
flow model, we first analyze the performance of the scheme
for the linearized model in Section IV. Based on this analysis,
we then show the convergence guarantee for the non-convex
model in Section V. We discuss the necessary compensation
structure to incentivize PV owners in Section VI. We verify the
performance of the scheme by simulation in Section VII. Fi-
nally, the concluding remarks and future directions are given in
Section VIII. Fig. 1 visualizes the organization of the paper.

II. NETWORK MODEL AND ITS SIMPLIFICATIONS

A. Branch Flow Model

Consider a radial distribution system, represented by a graph
G = {N , E}. Here, N is the set of nodes, indexed by i =
0, · · · , n, where node 0 is the substation, and E stands for the set
of distribution lines in the system. The radial structure allows
us to conveniently define the direction of distribution lines. For
each (i, j) ∈ E , node j is the parent of node i. Note that each
node i has only one parent, which allows for dropping j from
the indexing.

For each line (i, j), denote its impedance by zi = ri + ixi ; let
Ii and Si = Pi + iQi be the complex current and the complex
power flowing from node i to j, respectively. At each node
i ∈ N , we denote its complex voltage by Vi , its complex power
consumption and generation by sd

i = pd
i + iqd

i , and sg
i = pg

i +
iqg

i , respectively.
The branch flow model [20] assumes a given and fixed voltage

V0 at the substation [21]. For notational simplicity, we define
li := |Ii |2 , vi := |Vi |2 . We also denote the child set of node i
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Fig. 1. Flowchart to visualize the organization of the paper.

by δ(i). These yield [20]:

Si = sg
i − sd

i +
∑

k∈δ(i)

(Sk − (rk + ixk )lk ),∀i ∈ N , (1)

vi = vj + 2(riPi + xiQi) − (r2
i + x2

i )li ,∀(i, j) ∈ E , (2)

livi = P 2
i + Q2

i ,∀i ∈ N\{0}. (3)

Setting S0 = 0 + i0 enforces the power balance constraint at
the substation, i.e., sg

0 − sd
0 is the total net power injection into

the distribution network from the main grid.

B. Simplified Branch Flow Model

In this paper, we first study the voltage regulation problem
in a simplified network model to highlight the structure of the
problem. In Section V, we will show the performance of the
proposed control scheme for the non-convex branch flow model.
We follow [22] and assume that the real and reactive power
losses are much smaller than the power flows. This simplifies
the branch flow model resulting in

Si = sg
i − sd

i +
∑

k∈δ(i)

Sk ,∀i ∈ N , (4)

vi = vj + 2(riPi + xiQi),∀(i, j) ∈ E . (5)

Remark: This simplified model inspires the following
distributed control scheme design, provides us the structural
insights into the control scheme and allows us to capture
the convergence rate of our proposed control scheme in the
subsequent analysis. Nonetheless, this simplification introduces
minor approximation error, at the order of 1% [23].

III. DISTRIBUTED SCHEME DESIGN

A. Problem Formulation

We conduct the voltage regulation by adjusting the active
and reactive power through the PV inverters. We assume the
voltage control is performed in real time in our framework.
Hence, for each control interval, we assume the PV generation
is known and can be measured directly. One natural objective
function is to minimize the cost for the local system operator
to maintain voltage stability. We assume the cost function is

quadratic in the deviations of voltage profiles (vi’s) from their
reference values. Another objective function is to maximize the
PV owners’ profit (denoted by θi(p

g
i ) for PV owner at node i)

by participating in demand side management or net-metering
programs. For example, θi(p

g
i ) could take the following form

for net metering:

θi(p
g
i ) = πnm (pg

i − pd
i ). (6)

This assumes that the electricity price and the net-metering price
(πnm ) are the same. When pg

i ≤ pd
i , PV owner i still needs to

pay for electricity. Otherwise, it will receive a net payment as a
result from net metering. In this paper, we assume θi(p

g
i ) takes

this form.
Thus, the optimization problem may be cast as follows:

min
pg

i ,q g
i

n∑

i=1

κ
(
vi − vref

i

)2
−

n∑

i=1

θi(p
g
i )

s.t. (pg
i )

2 + (qg
i )2 ≤ s2

i ,∀i ∈ N\{0},
Si = sg

i − sd
i +

∑

k∈δ(i)

Sk ,∀i ∈ N ,

vi = vj + 2(riPi + xiQi),∀(i, j) ∈ E , (7)

where vref
i is the reference voltage at bus i. The first term in the

objective function is the cost to maintain voltage stability and
the second one stands for the total profits from participating in
net-metering programs. The first constraint denotes the maximal
apparent power constraint, and si is the maximal apparent power
for PV panel i1. The last two constraints are the simplified power
flow equations.

Remark: The parameters can be obtained from historical op-
eration data. For example, the historical data will allow us to
estimate κ, which captures the voltage deviation’s amortized
cost2 on the distribution grid. Also, there could be additional
cost for utilizing reactive power, although in practice, such cost
is relatively small compared to the cost of using active power. As

1If there is no PV panel at bus i, then we can simply set si = 0.
2Here, we assume the distribution grid operator will keep track of the voltage

deviations in the system. This is already possible thanks to the large scale
deployment of PMUs.
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long as the cost for utilizing reactive power can be modeled as a
convex function, all of our subsequent conclusions will follow.

To further simplify the design of the control scheme, we
introduce the following soft constraint to replace the maximal
apparent power constraint:

fi(p
g
i , q

g
i ) =

{
+∞, if (pg

i )
2 + (qg

i )2 > s2
i ,

tan
(

(pg
i )2 +(qg

i )2

s2
i

· π
2

)
, otherwise.

(8)
Together with a small positive parameter β, we can reformu-

late the optimization problem (7) as follows:

min
pg

i ,q g
i

n∑

i=1

κ
(
vi − vref

i

)2
−

n∑

i=1

θi(p
g
i )

+ β

n∑

i=1

fi(p
g
i , q

g
i )

s.t. Si = sg
i − sd

i +
∑

k∈δ(i)

Sk ,∀i ∈ N ,

vi = vj + 2(riPi + xiQi),∀(i, j) ∈ E . (9)

Note that, when (pg
i )

2 + (qg
i )2 approaches s2

i , the value of
fi(p

g
i , q

g
i ) will approach infinity. These soft constraints ensure

that any feasible solution to (9) is a feasible solution to the
original problem (7). As long as the selected parameter β is
small enough, the solution to problem (9) can be very close to
that to the original optimization.3

Remark: For simplicity, in this paper we intentionally choose
the maximal apparent power constraint to represent the active
and reactive power coupling. In practice, we need to consider
more general constraints to capture the power factor require-
ment. These constraints can also be handled by including more
soft constraints.

We will design the distributed control scheme based on prob-
lem (9) in the next section. Thereby we distinguish between
three different communication network structures: 1) tree com-
munication network, 2) fully connected network, and 3) general
communication network structure.

B. Design With Tree Communication Network

Denote the unique path from node 0 to node i by Pathi .
Define Pi to be Pathi\{0}. Let wi be the Lagrangian multi-
plier associated with the ith voltage constraint in (9). Denoting
the Lagrangian function by L, the Karush-Kuhn-Tucker (KKT)
condition [25] for each voltage vi is

∂L
∂vi

= 2κ(vi − vref
i ) − wi +

∑

j∈δ(i)

wj = 0. (10)

Using (10) and other KKT conditions, we can design the primal-
dual subgradient method [25] as follows:

Scheme with Tree Communication Network
At each iteration t, t = 1, 2, · · · , do the following:

3For more detailed discussion on the soft constraint implementation, please
refer to [24].

Phase 1: from leaves to the root, sequentially compute the
Lagrangian multipliers:

For node i, after receiving all its child(ren) information, it can
compute its own multiplier

wt
i = 2κ(vt

i − vref
i ) +

∑

j∈δ(i)

wt
j .

It will send its parent its own multiplier as well as all information
about its child(ren).

Phase 2: from root to leaves, sequentially exchange the mul-
tipliers and conduct the control: for node i, after receiving all
its ancestor information, it can conduct the voltage regulation
control for the next round

pg,t+1
i = pg,t

i − α

⎛

⎝β
∂fi

∂pg
i

− ∂θi

∂pg
i

+ 2
∑

j∈Pi

wt
j rj

⎞

⎠, (11)

qg,t+1
i = qg,t

i − α

⎛

⎝β
∂fi

∂qg
i

+ 2
∑

j∈Pi

wt
jxj

⎞

⎠ , (12)

where α is the step size. Then, it passes its Lagrangian multiplier
to all the nodes in its child set.

Stopping criteria: given tolerance η > 0,

|vt+1
i − vt

i | < η, ∀i ∈ N .

Remark: Note that after the first phase, no nodes know their
parent’s information (multiplier). This is why we require two
sequential processes in the distributed control. Since the opti-
mization problem is strictly convex, this simple iterative dis-
tributed scheme is guaranteed to converge as long as a suitable
α is selected [25]. Note that the soft constraints, f(·)’s, retain
feasibility at all iterations.

C. Design With Complete Communication Network

The distributed control scheme discussed above requires a
tree communication network, which has exactly the same struc-
ture as the radial distribution network. If we have a different
communication network, we may be able to devise a more effi-
cient distributed control scheme.

For example, suppose we have a complete communication
network. We can combine the two constraints in (9):

vk = v0 +
n∑

i=1

Rki(p
g
i − pd

i ) +
n∑

i=1

Xki(q
g
i − qd

i ), (13)

where

Rki := 2
∑

h∈Pk ∩Pi

rh , and Xki := 2
∑

h∈Pk ∩Pi

xh .

The two constraints in (9) show that to obtain vk , it suffices to
know the voltage profile of its parent and the flow between node
k and its parent, while eq. (13) highlights the fact that it is also
possible to obtain vk directly from the flow information, if one
has global information about the infeed and withdrawal at all
the nodes. This inspires us to design the following distributed
control scheme, which can be implemented in parallel.
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Using (13), optimization problem (9) then becomes

min
pg

i ,q g
i

n∑

i=1

κ
(
vi − vref

i

)2
−

n∑

i=1

θi(p
g
i ) + β

n∑

i=1

fi(p
g
i , q

g
i )

s.t. vk = v0 +
n∑

i=1

Rki(p
g
i − pd

i ) +
n∑

i=1

Xki(q
g
i − qd

i ). (14)

Note that problem (14) is not really a constrained optimiza-
tion problem. The constraints simply define how vk ’s are func-
tions of the control actions a = (pg

1 , · · · , pg
n , qg

1 , · · · , qg
n )T , i.e.,

vi(a). In essence, problem (14) is an unconstrained optimization
problem, for which the objective function is defined as

h(a) =
n∑

i=1

κ
(
vi(a) − vref

i

)2
−

n∑

i=1

θi(p
g
i )

+ β

n∑

i=1

fi(p
g
i , q

g
i ). (15)

We want to emphasize that all the physical network information
is hidden in Rki’s and Xki’s, and hence is hidden in the function
vi(a). This means that problem (14) still captures the physical
network information. As long as h(a) is convex, the original
optimization problem can be solved by the gradient descent
algorithm. This is just a special case of the primal-dual sub-
gradient algorithm. It leads to the following distributed control
scheme:

Scheme with Complete Communication Network
At each iteration t, t = 1, 2, · · · , do the following:
Phase 1: each node i measures the local voltage and computes

wt
i = 2κ(vt

i − vref
i ).

Then, each node broadcasts the signal to all the other nodes.
Phase 2: each node will update its own reactive power control

signal in a gradient descent way:

pg,t+1
i = pg,t

i − α

(
β

∂fi

∂pg
i

− ∂θi

∂pg
i

+
n∑

k=1

wt
kRki

)
, (16)

qg,t+1
i = qg,t

i − α

(
β

∂fi

∂qg
i

+
n∑

k=1

wt
kXki

)
, (17)

where α is the step size.
Stopping criteria: given tolerance η > 0,

|vt+1
i − vt

i | < η, ∀i ∈ N .

Remark: This is a more efficient distributed control scheme
compared to the scheme with the tree structure communication
network. In this case, we do not need two rounds of sequen-
tial updates. All the nodes can compute the local Lagrangian
multiplier by local voltage measurements. By exchanging the
Lagrangian multipliers, all the nodes can perform the voltage
regulation control, which will iteratively solve the problem.

D. Design With General Communication Network

As we have shown in the two extreme cases, the design of the
control scheme relies on the manipulation of the two constraints

in (9). This is also the case with a general communication struc-
ture. Define the depth dk of a node k by the number of edges
between itself and the root (node 0). Clearly, the depth of the
root, d0 , is 0. Denote the set of nodes with depth at most k by
Dk . That is, Dk = {i|di ≤ k, i ∈ N}. Thus, we can conduct
the depth-k decomposition of the two constraints in (9) as

vi = vj + 2(riPi + xiQi), ∀i ∈ Dk, (i, j) ∈ E , (18)

Si = sg
i − sd

i +
∑

k∈δ(i)

Sk , ∀i ∈ Dk, (19)

vj = vk(j ) +
∑

i∈D̄k

Rk
ij (p

g
i − pd

i )

+
∑

i∈D̄k

Xk
ij (q

g
i − qd

i ),∀i ∈ D̄k , (20)

where k(j) is the single element in the set {i|i ∈ Pj , di = k}.
That is, k(j) is node j’s unique ancestor of depth k. D̄k is
the complement set of Dk , i.e., D̄k = N\Dk . Rk

ij and Xk
ij are

defined as follows:

Rk
ij := 2

∑

h∈Pi ∩Pj ∩D̄k

rh , (21)

Xk
ij := 2

∑

h∈Pi ∩Pj ∩D̄k

xh . (22)

Based on depth-k decomposition, when designing the primal-
dual subgradient algorithm, the Lagrangian multipliers associ-
ated with the voltage constraints (denoted by wi) will be updated
according to the following KKT conditions:

wi = 2κ(vi − vref
i ) +

∑

j∈δ(i)

wj ,∀i ∈ Dk−1 , (23)

wi = 2κ(vi − vref
i ) +

∑

j∈σ (i)

wj ,∀i ∈ Dk ∩ D̄k−1 , (24)

wi = 2κ(vi − vref
i ),∀i ∈ D̄k , (25)

where σ(i) = {j|j ∈ Pi}. That is, σ(i) is the set of all the
successors to node i.

We want to exploit the necessary communication structure to
enable the sequential updating rule in the upper level (from root
to the nodes of depth k), and the parallel updating rule in the
lower level (all the other nodes). For the purpose of calculating
the Lagrangian multipliers, it suffices for the upper level to have
the exact same network structure as the physical network while
it requires additional communication links between i and k(i)
for the nodes in the lower level.

Next, we discuss how to update the control actions. Take the
reactive power control signal as an example, the primal-dual
subgradient algorithm requires:

qg,t+1
i = qg,t

i − α

⎛

⎝β
∂fi

∂qg
i

+ 2
∑

j∈Pi

wt
jxj

⎞

⎠ ,∀i ∈ Dk, (26)

qg,t+1
i = qg,t

i − α

⎛

⎝β
∂fi

∂qg
i

+
∑

j∈D̄k

wt
jX

k
ij

⎞

⎠ ,∀i ∈ D̄k . (27)
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Fig. 2. Communication network requirement based on depth-k decomposi-
tion. ‘Basic’ communication network refers to the one exactly the same as the
radial power network.

Again, as for updating the control signals, it suffices for nodes
in the upper level to have the same communication network as
the power network. However, it requires a complete communi-
cation network of several subsets in the lower level. Suppose the
power network has μ nodes of depth k. Then, D̄k can be divided
into μ groups: D̄1

k , · · · , D̄μ
k . For each D̄i

k , all the nodes in the set
share the same ancestor of depth k. The control signal updating
process requires that the communication network within each
D̄i

k is complete. We visualize this design requirement in Fig. 2.
Remark: Fig. 3 summarizes the key differences among the

three communication networks. We close this section by point-
ing out an interesting observation. The three distributed control
schemes are different implementations of the same gradient de-
scent algorithm. Each of them has its own advantage in utilizing
a specific communication network. In Appendix A, we prove
this observation. It also allows us to focus on the complete com-
munication network case in the subsequent analysis.

IV. PERFORMANCE IN LINEARIZED MODEL

The optimization problem (14) is convex due to the convex
objective function and the linear constraint set. This implies
convergence of the gradient descent algorithm. However, when
it comes to the non-convex branch flow model, this conclusion
no longer holds. In this section, we prove that the optimization
problem (14) is strongly convex, which implies the exponen-
tially fast convergence of the gradient descent algorithm. This
serves as the basis of the analysis for the non-convex branch
flow model.

A. Strong Convexity

Definition 1: A differentiable function f is called strongly
convex with parameter m > 0 if the following inequality holds
for all points x, y in its domain:

(∇f(x) −∇f(y))T (x − y) ≥ m‖x − y‖2
2 , (28)

where ‖x‖2 is the 2− norm of vector x.
The last two terms in h(a) are convex due to the convexity

of linear functions and tangent functions. To show the strong
convexity of h(a), it suffices to show that its first term (for no-
tational simplicity, denoted by λ(a)) is strongly convex. Stan-
dard mathematical manipulation yields (see Appendix B for the

detailed derivation)

(∇λ(a1) −∇λ(a2))T (a1 − a2)

= 2κ

n∑

k=1

(
n∑

i=1

Rki(p1
i − p2

i ) +
n∑

i=1

Xki(q1
i − q2

i )

)2

≥ γ ‖a1 − a2‖2
2 , (29)

where

γ := 2κ
n∑

k=1

min
{

min
i

Rki,min
i

Xki

}
. (30)

Note that, in the branch flow model, we assume that the
voltage level at the substation is given and fixed. Therefore, if
the root 0 has multiple children, they are naturally decoupled
by this assumption. This allows us to focus on the case where
root 0 has only one child. In this case, for all k, mini Rki ≥
r1 > 0, mini Xki ≥ x1 > 0. Thus, γ ≥ 2κnmin{r1 , x1} > 0.
Together with the convexity of the other two terms in h(a), we
prove the strong convexity of problem (14), i.e.,

(∇h(a1) −∇h(a2))T (a1 − a2) ≥ γ‖a1 − a2‖2
2 .

B. Convergence Rate

Theorem 2: The update rule xt+1 = xt − αgt in the gradi-
ent descent algorithm (with step size α) to find the optimum x∗

of strongly convex function f(x) with parameter m, satisfies
for any t = 1, · · · , T ,

‖xt − x∗‖2
2 ≤ (1 − 2αm)t−1‖x1 − x∗‖2

2 +
α

2m
max
1≤k≤t

‖gk‖2
2 .

In particular, xt converges to x∗ exponentially fast with system-
atic error α

2m max1≤k≤t ‖gk‖2
2 .

The exponential convergence rate sheds light on providing the
performance guarantee in the non-convex branch flow model.

V. PERFORMANCE USING BRANCH FLOW MODEL

In Section IV, we have shown the convergence guarantee
of the proposed gradient descent based control scheme when
implemented in the linearized model. In this section, on the
other hand, we will prove the convergence guarantee of our
proposed distributed control scheme when implemented in the
non-convex branch flow model.

Fig. 4 highlights the key connections between the implemen-
tation of the proposed scheme on the linearized model and that
on the non-linear branch flow model. First, the distributed con-
trol scheme requires measuring the local voltage profiles from
the real physical system. The measurement data will be used to
compute the control signals according to the gradient descent
approach, which will be again applied to the real physical sys-
tem. Then, the physical system (and hence the voltage levels)
will change according to the physical laws. The new measure-
ment will reflect these physical dynamics, which have not been
captured by the linearized model. Hence, the involvement of
the physical system will challenge the convergence guarantee
of our proposed scheme, when implemented in practice. In this
section, we show that our distributed scheme will converge to
some local optimum with bounded error.
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Fig. 3. Features of three communication networks. Solid lines stand for the physical distribution lines and the dashed lines stand for the communication links.

Fig. 4. Visualization of implementing the distributed control on real systems.

Note that the branch flow model defines a non-convex con-
straint set, which may lead to many local optima. In many cases,
finding the global optimum can be very hard. Hence, one will
turn to approach some local optimum. The major contribution of
this paper is to theoretically prove the convergence rate as well
as the bounded error between the convergent point and some
local optimum. We will also compare the performance of the
convergent point and that of the global optimum by simulations.

The most critical challenge in the convergence analysis is
that in the branch flow model, the gradient is more complex
than what we have used in the distributed control scheme in the
linearized model. More importantly, in practice, even the branch
flow model is an approximation. That is, if we use the measured
voltage to compute the gradient, it is not the actual gradient for
the optimization problem (14).

Denote the gradient for problem (14) by gt , and the actually
implemented gradient by ĝt

i , we have

ĝt = gt + ξt , (31)

where ξt takes into account all the disturbances and can be either
positive or negative. With these, we can prove the following
theorem:

Theorem 3: The update rule at+1 = at − αĝt satisfies for
any t = 1, . . . , T,

‖at − a∗‖2
2

≤ (1 − 2αγ)t−1‖a1 − a∗‖2
2 +

1
γ

max
1≤k≤t

‖ξk‖‖ak − a∗‖

+
α

2γ
max
1≤k≤t

‖gk + ξk‖2
2 ,

where a∗ is the unique global optimum to problem (14). In
particular, at converges to a∗ exponentially fast with systematic
error 1

γ maxk ‖ξk‖‖ak − a∗‖ + α
2γ maxk ‖gk + ξk‖2

2 .

Remark: The systematic error can be very small. Note that
γ ≥ 2κnmin{r1 , x1}, which grows linearly in the number of
nodes. Another important factor in determining this error is
‖ξt‖2 . It has been shown in [6], [23] that under relatively flat
voltage profile, the approximation error introduced by neglect-
ing the power losses is about 0.25% (1%) if there is a 5%
(10%) deviation in voltage magnitude. Bolognani et al. in [26]
illustrate a way to bound the approximation errors for differ-
ent power system linearizations, e.g., the approximation error
between the LinDistFlow model [22] and the actual nonlinear
physical equations. It is possible to use the same power flow
manifold approach to bound ξt . However, a detailed analysis is
beyond the scope of our paper.

The convergent point could be a local minimizer, a local max-
imizer, or a saddle point. In practice, one could select different
starting points to achieve the desired local minimizer. In the
simulation, we show that as long as the step size is not too small
(no smaller than 10−5), our scheme does converge to a local
minimizer.

VI. MARKET IMPLEMENTATION

The success of any control scheme relies on a good business
model. Central in the business model is the incentive design.
In this section, we devise the necessary compensation structure
to support our control scheme. The main idea is to conduct
reverse engineering on problem (7) and design the compensation
structure which will lead to a potential game [27]. One way to
achieve this goal is to design the game such that the objective
function in (7) is one potential function of the game.

Following this route, we design the following compensation:
For each PV owner i, by conducting voltage regulation, it will
receive:

φi(p
g
i , q

g
i ; pg

−i , q
g
−i) = Ci − κ

n∑

j=1

(vj − vref
i )2 , (32)

where Ci is the design parameter, pg
−i and qg

−i are the active
and reactive power control actions of PV owners other than i,
respectively; and the second term in (32) is the total cost for the
local system operator to conduct voltage regulation. Note that,
the simplified power flow equations define how vk ’s are func-
tions of the control action a. This implies that the compensation
relies not only on owner i’s action, but also on all the other
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players’ actions. Together with the profits from net-metering,
this compensation leads to the following game:

Voltage Regulation Game (VRG)
� Players: The set of N .
� Strategy Space: For each player i, its strategy space Ai

contains the maximal apparent power constraint, i.e., Ai =
{(pg

i , q
g
i )|(pg

i )
2 + (qg

i )2 ≤ s2
i }.

� Payoff Function: For each player i, its payoff function is
the sum of the voltage regulation compensation and the
profit from net-metering, i.e.,

ui(p
g
i , q

g
i ; pg

−i , q
g
−i) = φi(p

g
i , q

g
i ; pg

−i , q
g
−i) + θi(p

g
i ).

To characterize the Nash equilibrium of the game, we first ex-
amine the potential function of the VRG. Define A =

∏
i∈N Ai ,

and A−i =
∏

j∈N ,j �=i Aj .
Definition 4: A game is an ordinal potential game if there is

a function Ψ : A → R, such that ∀a−i ∈ A−i , ∀a†
i , a

‡
i ∈ Ai ,

ui(a
†
i , a−i) − ui(a

‡
i , a−i) > 0 ⇔ Ψ(a†i , a−i) − Ψ(a‡i , a−i)>0.

And the function Ψ is called a potential function of the game.
Intuitively, this definition ensures that in a potential game,

when every player tries to maximize its own pay-off function,
equivalently, it maximizes the potential function. In other words,
although this is a non-cooperative game, the following interest-
ing phenomenon happens: when one player is better off, every-
one else is also better off. In our setting, this guarantees that
every PV owner will try to maintain the voltage profile across
the grid as close to the reference profile as possible. Formally,
we can prove the following results.

Lemma 5: Define

Ψ =
n∑

i=1

θi(p
g
i ) −

n∑

i=1

κ
(
vi − vref

i

)2
.

Then, Ψ is a potential function of VRG.
This is an immediate result from verifying the definition of

potential function. The Lemma implies that the VRG is a po-
tential game and enjoys all the nice properties of the general
potential game.

Theorem 6: The VRG is an ordinal potential game. Any
global minimizer to (7) is a pure Nash equilibrium of the VRG.

VII. SIMULATION RESULTS

In this section, we use our proposed distributed control
scheme for voltage control in various test systems. In partic-
ular, we show how the performance (e.g., convergence rate,
voltage deviation, etc.) of the proposed scheme can be affected
by the design parameters, the variation of demand due to PV
penetration level, and electric vehicle (EV) penetration level.

In our simulations, we consider a prototype 6-bus test system,
the IEEE 33-bus, and 123-bus distribution test systems. In each
case, we select a subset of buses to install PV panels. We look at
a variety of PV locations and PV penetration levels (number of
installed PV panel at each bus) to understand the impact of PV
generation on the voltage profiles. We assume that the maximal
apparent power for each PV inverter is 7.2 kVA. To emulate the
non-convex branch flow model for the distribution grid, we use
the AC power flow solver in matpower [28]. We assume that

Fig. 5. Prototype 6-bus system, impedances are given in p.u.

we are given a complete communication network, and conduct
all the case studies using Matlab 2017b on a Thinkpad TD
350 server (CPU: E5-3630V4 × 2, 64 GB RAM). We choose
1 × 10−5 for the soft constraint parameter β, 10 cents/kWh for
the net metering price πnm , and $10/p.u. for voltage deviation
cost κ. The stopping criteria η for the first small test system is
set to be 10−9 while we set η to be 10−8 for the other relatively
larger systems. Each PV generation is 5 kW.

A. Prototype 6-Bus Test System

This prototype 6-bus system uses the information of the first 6
buses in the IEEE 33-bus feeder system [29] (line characteristics
shown in Fig. 5). This prototype system could allow us to better
illustrate the impact of different factors on the voltage profiles.
We assume the PV panels are located at buses 2, 3, and 5. Five
PV panels are installed at each of the three selected buses. We
are interested in four scenarios:

1) high PV penetration in modest loaded distribution grid:
This is the standard situation. We follow the information
of the first 6 buses in the IEEE 34-bus feeder system.

2) high PV penetration in high loaded distribution grid: We
triple the load at each bus compared with scenario 1. This
is possible due to the EV charging.

3) high PV penetration in light loaded distribution grid with
modest counter flow: We modify the load parameters such
that we create the counter flow in the distribution system
while maintaining the whole distribution system is a net
load. This describes the case when the EVs are discharging
for demand side management (e.g., peak shaving for the
whole grid).

4) high PV penetration in modest loaded distribution grid
with strong counter flow: In this case, the whole distribu-
tion system is injecting power back to the grid.

These four scenarios try to capture the possible cases that
the future distribution grid may evolve to due to the popularity
of PV panels and electric vehicles. The performance of our
proposed control scheme is demonstrated by Table I and Table II.
It is not surprising to find that in the first two scenarios, the
optimal control policy is to inject all the generated active power
back to the grid and then inject as much reactive power as
possible to the system to support the voltage profiles. In the
third scenario, the voltage profiles are already close to 1. To
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TABLE I
OPTIMAL CONTROL ACTION (KW OR KVA)

TABLE II
OPTIMAL VOLTAGE PROFILE

Fig. 6. Impact of step size on the convergence speed. Step size 0.1 does not
lead to a convergent point in Scenario 3.

prevent from pushing them too high, the optimal control policy
will not inject too much reactive power. Instead, at bus 5, the
optimal control policy requires absorbing certain amount of
reactive power from the system. In the last scenario, the optimal
control policy will even stop injecting all the generated solar
power back to the system. Instead, it asks the PV panels at bus
3 and bus 5 to absorb as much reactive power as possible. The
optimality of the convergent point is guaranteed by observing
the gradient error, which vanishes to zero after the initial several
iterations.

The convergence rates for the four scenarios are visualized in
Fig. 6. In the log-log plot, the number of iterations decreases lin-
early in the step size α. Our distributed control scheme converges
very fast. For example, with a step size of 0.01, in conventional
conditions (scenario 1 and 2), our scheme converges within 50
iterations; and in future conditions with counter flow (scenario
3 and 4), our scheme converges within 136 iterations.

B. IEEE 33-Bus Test System

We assume the PV panels are located at buses 2, 3, 4, 5, 6,
13, 19, 20, 25, 30. Some of these buses (e.g., bus 3 and 6) are
critical points connecting two radial networks. Some of them
(e.g., bus 25) are at the end of a radial network. Ten PV panels
are installed at each of these buses. Following the four-scenario
analysis for the 6-bus system, we scale the load parameters of
two sets of buses to establish the four scenarios for this test
system, as shown in Table III. We observe similar patterns in

TABLE III
ESTABLISH THE 4 SCENARIOS FOR IEEE 33-BUS SYSTEM

TABLE IV
CONVERGENCE RATE FOR IEEE 33-BUS SYSTEM

Fig. 7. Impact of step size on the convergence speed.

the optimal control policy for the four scenarios. Hence, we
will only show the convergence rate results to demonstrate the
scalability of our scheme. Table IV confirms in the log-log scale,
the number of iterations decreases linearly in the step size. It
is worth noting that selecting a step size of 0.01, our scheme
converges faster in the 33-bus system than in the 6-bus system.
This observation partially verifies our remark of Theorem 3, the
systematic error vanishes as the system scales up.

C. IEEE 123-Bus Test System

To further verify the scalability of the proposed control
scheme, we conduct the case study on the IEEE 123-bus
distribution system. Note that this system is not a balanced
three phase system. For simplicity, we use the first phase
information for this study. We randomly choose 30 out of the
total 123 buses, and assume 10 PV panels are installed at each
of the 30 selected buses, which allows these buses to conduct
voltage control. We again consider the four scenarios in this
case, and use exactly the same scaling parameters as shown in
Table III. Figure 7 plots the relationship between the convergent
rate and the step size for this system. With a step size of 0.01,
our control scheme converges within 80 steps for all the four
scenarios (9 iterations for scenario 1; 11 for scenarios 2; 31 for
scenario 3; and 71 for scenario 4). Hence, suppose the sampling
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rate of the voltage profiles is 60 Hz4 (the communication delay
in a local network is often rather small), our control scheme
can converge in around 1 second. This justifies our assumption
that within the control interval, the PV generation is known and
remains constant.

VIII. CONCLUSIONS

We examined the physical and the market implementation of
utilizing the smart inverters for distributed voltage regulation. In
particular, we highlight the theoretical convergence guarantee
of our scheme in the non-convex branch flow model.

Additional work is necessary to enable a practical application
of the proposed approaches, e.g., a systematic way to select
the parameter in the compensation structure design. In fact,
many other non-linear pricing schemes may also be able to
achieve the same performance. Note that in this paper, we have
implicitly assumed that within each time slot, the load remains
constant. This assumption ignores the uncertainties in the load,
as well as the uncertainties brought by the stochastic nature
of the PV generation. We plan to employ the multi time step
stochastic optimization to tackle these challenges. It is also very
interesting to consider other components in the system with the
same voltage control capabilities, e.g., EVs. This will allow the
proposed distributed control scheme to handle more complicated
cases (e.g., when there is not enough solar radiation).

APPENDIX

A. Proof for the Equivalence Observation

It suffices to show that the updating rules for the tree com-
munication network and that for the complete communication
network are the same. In particular, we will show that (11) and
(16) are the same. Similarly, one can prove that (12) and (17)
are the same.

We denote the Lagrangian multipliers for the tree network by
wT

j , and that for the complete network by wC
j . Comparing (11)

and (16), we only need to show that the following condition
holds:

2
∑

j∈Pi

wT
j rj =

n∑

k=1

wC
k Rki,∀i ∈ N . (33)

Based on the definition of wT
j , we have

2
∑

j∈Pi

wT
j rj = 2

∑

j∈Pi

rj

⎛

⎝2κ
(
vj − vref

j

)
+
∑

u∈δ(j )

wT
u

⎞

⎠

= 2
∑

j∈Pi

2κrj

∑

u∈Ω(j )

(
vu − vref

u

)
, (34)

where Ω(j) = {j} ∪ δ(j).
Next, we try to evaluate the coefficient before each vu − vref

u .
As shown in Fig. 8, there are only three cases: 1) u ∈ Pi ; 2)

4Here, we assume that the voltage magnitude can be measured accurately
with a high sampling rate. There are still certain technical challenges to achieve
this goal. However, a detailed discussion is beyond the scope of this paper.

Fig. 8. Visualization of three cases in proving the equivalence observation.

u ∈ Ω(i); 3) all the rest, i.e., u ∈ N\Pi\Ω(i). We analyze the
corresponding coefficient case by case.

Case 1: In the first case, the coefficient should be
2
∑

j∈Pi
2κrj . Note that, since in this case, u ∈ Ω(i), this im-

plies that Pi ∩ Pu = Pi . Hence, the coefficient can be written
as 2

∑
j∈Pi ∩Pu

2κrj .
Case 2: In the second case, the coefficient should be

2
∑

j∈Pu
2κrj . Recall that, in this case, u ∈ Pi . We have

Pi ∩ Pu = Pu . Hence, the coefficient can be again written as
2
∑

j∈Pi ∩Pu
2κrj .

Case 3: The last case can be analyzed similarly. The co-
efficient here should be 2

∑
j∈Pi

2κrj . Note that, in this
case Pi ∩ Pu = Pi . The coefficient can also be written as
2
∑

j∈Pi ∩Pu
2κrj .

Combining all the three cases lead to the following conclu-
sion:

2
∑

j∈Pi

wT
j rj = 2

∑

j∈Pi

2κrj

∑

u∈Ω(j )

(
vu − vref

u

)

=
n∑

k=1

(
2
∑

u∈Pk ∩Pi

ru

)
2κ
(
vk − vref

k

)
. (35)

Recall that, we have defined

Rki = 2
∑

u∈Pk ∩Pi

ru .

Also, the Lagrangian multiplier for the complete network is
defined as follows:

wC
k = 2κ(vk − vref

k ).

Together with (35), we can obtain the desired conclusion that

2
∑

j∈Pi

wT
j rj =

n∑

k=1

wC
k Rki,∀i ∈ N . (36)

B. Proof for Equation (29)

Note that

∂λ

∂pg
i

=
n∑

k=1

2κ
(
vk − vref

k

) ∂vk

∂pg
i

= 2κ

n∑

k=1

(
vk − vref

k

)
Rki,

∂λ

∂qg
i

=
n∑

k=1

2κ
(
vk − vref

k

) ∂vk

∂qg
i

= 2κ

n∑

k=1

(
vk − vref

k

)
Xki.
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Hence, we have

1
2κ

(∇λ(a1) −∇λ(a2))T (a1 − a2)

=
n∑

i=1

n∑

k=1

(vk (a1) − vk (a2))Rki(p1
i − p2

i )

+
n∑

i=1

n∑

k=1

(vk (a1) − vk (a2))Xki(q1
i − q2

i )

=
n∑

i=1

n∑

k=1

n∑

j=1

RkjRki(p1
j − p2

j )(p
1
i − p2

i )

+ 2
n∑

i=1

n∑

k=1

n∑

j=1

RkjXki(p1
j − p2

j )(q
1
i − q2

i )

+
n∑

i=1

n∑

k=1

n∑

j=1

XkjXki(q1
j − q2

j )(q1
i − q2

i ).

After standard manipulation, we can show that

1
2κ

(∇λ(a1) −∇λ(a2))T (a1 − a2)

=
n∑

k=1

(
n∑

i=1

Rki(p1
i − p2

i )

)2

+
n∑

k=1

(
n∑

i=1

Xki(q1
i − q2

i )

)2

+ 2
n∑

i=1

n∑

k=1

n∑

j=1

RkjXki(p1
j − p2

j )(q
1
i − q2

i )

=
n∑

k=1

(
n∑

i=1

Rki(p1
i − p2

i ) +
n∑

i=1

Xki(q1
i − q2

i )

)2

≥
(

n∑

k=1

min{min
i

Rki,min
i

Xki}
)
‖a1 − a2‖2

2 ,

which yields equation (29).

C. Proof for Theorem 2

‖xt+1 − x∗‖2
2 = ‖xt − αgt − x∗‖2

2

= ‖xt − x∗‖2
2 − 2α(gt)T (xt − x∗) + α2‖xt‖2

2

≤ ‖xt − x∗‖2
2 − 2αm‖xt − x∗‖2

2 + α2‖gt‖2
2

≤ (1 − 2αm)t‖x1 − x∗‖2
2

+ α(1 − (1 − 2αm)t)/2m max
1≤k≤t

‖gk‖2
2

≤ (1 − 2αm)t‖x1 − x∗‖2
2 + α/2m max

1≤k≤t
‖gk‖2

2 . (37)

The first inequality utilizes the fact that f(x) is strongly con-
vex, with parameter m. The last two inequalities are standard
manipulations.

D. Proof for Theorem 3

This proof aligns with that of Theorem 2

‖at+1 − a∗‖2
2 = ‖at − αĝt − a∗‖2

2

= ‖at − α(gt + ξt) − a∗‖2
2

= ‖at − a∗‖2
2 − 2α(gt + ξt)T (at − a∗) + α2‖gt + ξt‖2

2

≤ ‖at − a∗‖2
2 − 2αγ‖at − a∗‖2

2

− 2α(ξt)T (at − a∗) + α2‖gt + ξt‖2
2

≤ (1 − 2γα)t‖a1 − a∗‖2
2

+ (1 − (1 − 2γα)t)/γ max
1≤k≤t

|(ξk )T (ak − a∗)|

+ α(1 − (1 − 2γα)t)/2γ max
1≤k≤t

‖gk + ξk‖2
2

≤ (1 − 2γα)t‖a1 − a∗‖2
2 + 1/γ max

1≤k≤t
‖ξk‖‖ak − a∗‖

+ α/2γ max
1≤k≤t

‖gk + ξk‖2
2 . (38)

Again, the first inequality utilizes the fact that h(a) is strongly
convex. The last inequality uses the Cauchy-Schwarz inequality.
Note that, due to the strong convexity of problem (14), it admits
a unique global minimizer a∗.

For the second part, we propose the sufficient condition, under
which the convergence is guaranteed. We have

‖at+1 − a∗‖2
2 = ‖at − αĝt − a∗‖2

2

≤ ‖at − a∗‖2
2 − 2αγ‖at − a∗‖2

2

− 2α(ξt)T (at − a∗) + α2‖gt + ξt‖2
2

≤ ‖at − a∗‖2
2 − 2αγ‖at − a∗‖2

2

+ 2α‖ξt‖‖at − a∗‖ + α2‖gt + ξt‖2
2

≤ ‖at − a∗‖2
2 − αγ‖at − a∗‖2

2

≤ (1 − γα)t‖a1 − a∗‖2
2 . (39)

In the third inequality, we use the assumption that for all t =
1, · · · , T ,

2‖ξt‖‖at − a∗‖ + α‖gt + ξt‖2
2 ≤ γ‖a1 − a∗‖2

2 . (40)

This completes the convergence proof.

E. Sketch Proof for Lemma 5

It suffices to verify

ui(a
†
i , a−i) − ui(a

‡
i , a−i) = Ψ(a†

i , a−i) − Ψ(a‡
i , a−i). (41)

The lemma immediate follows.

F. Sketch Proof for Theorem 6

This is one of the nice properties of potential games [27]. In-
tuitively, at the global minimizers to problem (9), every player’s
profit has automatically been maximized due to the potential
function Ψ.
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[2] B.-I. Crăciun, T. Kerekes, D. Séra, and R. Teodorescu, “Overview of recent
grid codes for PV power integration,” in Proc. 13th Int. Conf. Optim. Elect.
Electron. Equip., 2012, pp. 959–965.

[3] M. E. Baran and I. M. El-Markabi, “A multiagent-based dispatch-
ing scheme for distributed generators for voltage support on distri-
bution feeders,” IEEE Trans. Power Syst., vol. 22, no. 1, pp. 52–59,
Feb. 2007.

[4] K. Turitsyn, P. Ulc, S. Backhaus, and M. Chertkov, “Distributed control of
reactive power flow in a radial distribution circuit with high photovoltaic
penetration,” in Proc. IEEE PES General Meeting, Jul. 2010, pp. 1–6.

[5] S. Bolognani, R. Carli, G. Cavraro, and S. Zampieri, “Distributed reactive
power feedback control for voltage regulation and loss minimization,”
IEEE Trans. Autom. Control, vol. 60, no. 4, pp. 966–981, Apr. 2015.

[6] H. Zhu and H. J. Liu, “Fast local voltage control under limited reactive
power: Optimality and stability analysis,” IEEE Trans. Power Syst., vol. 31,
no. 5, pp. 3794–3803, Sep. 2016.

[7] H. J. Liu, W. Shi, and H. Zhu, “Decentralized dynamic optimization for
power network voltage control,” IEEE Trans. Signal Inf. Process. Netw.,
vol. 3, no. 3, pp. 568–579, Sep. 2017.

[8] J. Lavaei and S. H. Low, “Zero duality gap in optimal power flow problem,”
IEEE Trans. Power Syst., vol. 27, no. 1, pp. 92–107, Feb. 2012.

[9] N. Li, L. Chen, and S. H. Low, “Exact convex relaxation of OPF for radial
networks using branch flow model,” in Proc. IEEE 3rd Int. Conf. Smart
Grid Commun., Nov. 2012, pp. 7–12.

[10] L. Gan, N. Li, U. Topcu, and S. H. Low, “Exact convex relaxation of
optimal power flow in radial networks,” IEEE Trans. Autom. Control,
vol. 60, no. 1, pp. 72–87, Jan. 2015.

[11] B. Zhang, A. Y. S. Lam, A. D. Domnguez-Garca, and D. Tse, “An op-
timal and distributed method for voltage regulation in power distribution
systems,” IEEE Trans. Power Syst., vol. 30, no. 4, pp. 1714–1726, Jul.
2015.

[12] J. Schiffer, T. Seel, J. Raisch, and T. Sezi, “Voltage stability and re-
active power sharing in inverter-based microgrids with consensus-based
distributed voltage control,” IEEE Trans. Control Syst. Technol., vol. 24,
no. 1, pp. 96–109, Jan. 2016.

[13] J. Schiffer, D. Zonetti, R. Ortega, A. M. Stankovic, T. Sezi, and J. Raisch,
“Modeling of microgrids—From fundamental physics to phasors and volt-
age sources,” Automatica, vol. 74, pp. 135–150, 2016.

[14] M. Farivar, X. Zhou, and L. Chen, “Local voltage control in distribution
systems: An incremental control algorithm,” in Proc. IEEE Int. Conf.
Smart Grid Commun., Nov. 2015, pp. 732–737.

[15] X. Zhou, M. Farivar, and L. Chen, “Pseudo-gradient based local volt-
age control in distribution networks,” in Proc. 53rd Annu. Allerton Conf.
Commun., Control, Comput., Sep. 2015, pp. 173–180.

[16] X. Zhou, Z. Liu, M. Farivar, L. Chen, and S. Low, “Reverse and for-
ward engineering of local voltage control in distribution networks,”
arXiv:1801.02015, Jan. 2018.

[17] A. Hauswirth, S. Bolognani, F. Dorfler, and G. Hug, “Projected gradient
descent on Riemannian manifolds with applications to online power sys-
tem optimization,” in Proc. 54th Annu. Allerton Conf. Commun., Control,
Comput., Sep. 2016, pp. 225–232.

[18] M. Jafarian, J. Scherpen, and M. Aiello, “A price-based approach for
voltage regulation and power loss minimization in power distribution net-
works,” in Proc. IEEE 55th Conf. Decision Control, Dec. 2016, pp. 680–
685.

[19] C. Wu, G. Hug, and S. Kar, “Distributed voltage regulation in distribution
power grids: Utilizing the photovoltaics inverters,” in Proc. IEEE Amer.
Control Conf., May 2017, pp. 2725–2731.

[20] M. Baran and F. F. Wu, “Optimal sizing of capacitors placed on a radial
distribution system,” IEEE Trans. Power Del., vol. 4, no. 1, pp. 735–743,
Jan. 1989.

[21] M. Farivar and S. H. Low, “Branch flow model: Relaxations and
convexification—Part I,” IEEE Trans. Power Syst., vol. 28, no. 3, pp. 2554–
2564, Aug. 2013.

[22] M. E. Baran and F. F. Wu, “Network reconfiguration in distribution systems
for loss reduction and load balancing,” IEEE Trans. Power Del., vol. 4,
no. 2, pp. 1401–1407, Apr. 1989.

[23] M. Farivar, L. Chen, and S. Low, “Equilibrium and dynamics of local
voltage control in distribution systems,” in Proc. IEEE 52nd Annu. Conf.
Decision Control, 2013, pp. 4329–4334.

[24] R. Fletcher, Practical Methods of Optimization. Hoboken, NJ, USA:
Wiley, 2013.

[25] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge, U.K.:
Cambridge Univ. Press, 2004.

[26] S. Bolognani and F. Drfler, “Fast power system analysis via implicit lin-
earization of the power flow manifold,” in Proc. 53rd Annu. Allerton Conf.
Commun., Control, Comput., Sep. 2015, pp. 402–409.

[27] D. Monderer and L. S. Shapley, “Potential games,” Games Econ. Behav.,
vol. 14, no. 1, pp. 124–143, 1996.

[28] R. D. Zimmerman, C. E. Murillo-Sánchez, and R. J. Thomas, “Matpower:
Steady-state operations, planning, and analysis tools for power systems
research and education,” IEEE Trans. Power Syst., vol. 26, no. 1, pp. 12–
19, Feb. 2011.

[29] W. Kersting, “Radial test feeders,” 1991. [Online]. Available: http://ewh.
ieee.org/soc/pes/dsacom/testfeeders.html

Chenye Wu (S’11–M’14) received the Ph.D. degree
from the Institute for Interdisciplinary Information
Sciences (IIIS), Tsinghua University, Beijing, China,
2013. He is currently an Assistant Professor with the
IIIS, Tsinghua University. He worked at ETH Zurich
as a wiss. Mitarbeiter (Research Scientist), working
with Professor G. Hug, in 2016. Before that, Prof. K.
Poolla and Prof. P. Varaiya hosted Dr. Wu as a Post-
doctoral Researcher at UC Berkeley for two years.
From 2013 to 2014, he spent one year at Carnegie
Mellon University as a postdoctoral fellow, hosted

by Prof. G. Hug and Prof. S. Kar.
His Ph.D. Advisor is Prof. A. Yao, the laureate of A.M. Turing Award in the

year of 2000. He was the best paper co-recipients of IEEE SmartGridComm
2012, and IEEE PES General Meeting 2013. He is currently working on eco-
nomic analysis, optimal control and operation of power systems.

Gabriela Hug (S’05–M’08–SM’14) was born in
Baden, Switzerland. She received the M.Sc. degree
in electrical engineering and the Ph.D. degree from
the Swiss Federal Institute of Technology, Zurich,
Switzerland, in 2004 and 2008, respectively.

After Ph.D. degree, she was with the Special Stud-
ies Group of Hydro One in Toronto, Canada, and
from 2009 to 2015, she was an Assistant Profes-
sor with Carnegie Mellon University, Pittsburgh, PA,
USA. She is currently an Associate Professor with
the Power Systems Laboratory, ETH Zurich. Her re-

search interest includes control and optimization of electric power systems.

Soummya Kar (S’05–M’10) received the B.Tech.
degree in electronics and electrical communication
engineering from the Indian Institute of Technol-
ogy, Kharagpur, India, in May 2005 and the Ph.D.
degree in electrical and computer engineering from
Carnegie Mellon University, Pittsburgh, PA, USA, in
2010. From June 2010 to May 2011, he was with
the Department of Electrical Engineering, Princeton
University, Princeton, NJ, USA, as a Postdoctoral Re-
search Associate.

He is currently an Associate Professor with Elec-
trical and Computer Engineering, Carnegie Mellon University, Pittsburgh, PA,
USA. His research interests include decision-making in large-scale networked
systems, stochastic systems, multiagent systems and data science, with applica-
tions to cyber-physical systems and smart energy systems.

http://ewh.ieee.org/soc/pes/dsacom/testfeeders.html
http://ewh.ieee.org/soc/pes/dsacom/testfeeders.html


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


