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Abstract.

The closest string problem and the closest substring problem are all natural theoretical computer
science problems and find important applications in computational biology. Given n input strings, the
closest string (substring) problem finds a new string within distance d to (a substring of) each input
string and such that d is minimized. Both problems are NP-complete. In this paper we propose
new algorithms for these two problems. For the closest string problem, we developed an exact
algorithm with time complexity O(n|Σ|O(d)), where Σ is the alphabet. This improves the previously
best known result O(ndO(d)), and results into a polynomial time algorithm when d = O(log n).
By using this algorithm, a PTAS for closest string problem is also given with time complexity

O(nO(ε−2)), improving the previously best known O(nO(ε−2 log 1
ε
)) PTAS. A new algorithm for the

closest substring problem is also proposed. Finally, we prove that a restricted version of the closest
substring has the same parameterized complexity as closest substring, answering an open question
in the literature.

1. Introduction. The closest string and substring problems have been recently
studied extensively in computational biology [16, 18, 22, 13, 24, 12, 23, 15, 7, 11,
29, 4, 26, 30]. The two problems have a variety of applications in bioinformatics,
such as universal PCR primer design [20, 16, 5, 27, 12, 31], genetic probe design [16],
antisense drug design [16, 4], finding unbiased consensus of a protein family [2], and
motif finding [16, 12, 30, 3, 9]. In all these applications, a common task is to design
a new DNA or protein sequence that is very similar to (a substring of) each of the
given sequences. In the first three applications, the designed DNA sequence can bind
to each of the given DNA sequences in order to perform its designated functions. In
the last two applications, the designed sequence acts as an unbiased representative of
all the given sequences. The common task has been formulated as the closest string
problem and the closest substring problem.

Given n length-m strings s1, s2, . . ., sn, and a radius d, the closest string problem
seeks for a new length-m string s such that d(s, si) ≤ d. Here d(·, ·) is the Hamming
distance. The closest substring problem seeks for a length L (L < m) string t such
that for every i = 1, 2, . . . , n, there is a substring ti of si with length L such that
d(t, ti) ≤ d. The problems may also be described as optimization problems where the
objectives are to minimize the radius d.

Unfortunately, both of these two problems are NP-complete [10, 16]. In addition
to many heuristic algorithms without any performance guarantee (for example [19,
23, 24]), researchers have developed approximation algorithms and fixed-parameter
algorithms for the two problems. Approximation algorithms sacrifice the quality of the
solution in order to achieve polynomial time [14]. A polynomial time approximation
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scheme (PTAS) achieves ratio 1 + ε in polynomial time for any fixed ε > 0. Fixed-
parameter algorithms find optimal solutions with time complexity f(k) · nc for a
constant c and any function f [6]. Here k is a parameter naturally associated to the
input instance.

For fixed-parameter algorithms, Stojanovic et. al [29] provided a linear time
algorithm for d = 1. Gramm et. al [13] provided the first fixed-parameter algorithm
for closest string with running time O(nm + ndd+1). Therefore, for small values of d
their algorithm can solve closest string in acceptable time. In this paper we present a
novel algorithm that finds the optimal solution of closest string problem with running
time O

(
nm + nd · (16|Σ|)d

)
. When the alphabet size is a constant and d = O(log n),

this gives a polynomial time algorithm for the closest string problem.
The closest substring problem appeared to be harder than closest string in terms

of parameterized complexity. For unbounded alphabet size, it has been shown that the
problem is W [1]-hard even if all d, n, L are parameters [8, 9]. The W [1]-hardness indi-
cates that the problem unlikely has a fixed-parameter polynomial time algorithm [6].
For |Σ| being a constant or a parameter, the problem is W [1]-hard even if both d and
n are parameters [22]. For a more complete review of the parameterized complexities
of the closest substring problem, we refer the readers to [9, 22, 25]. Marx [22] gave
a |Σ|d(log d+2)(nm)log d+O(1) algorithm for the closest substring problem. In this pa-
per we present a new algorithm for closest substring with improved time complexity
O

(
(16|Σ|)d · nmdlog de+1

)
.

For approximation algorithms, Lanctot et. al [16] gave the first polynomial time
approximation algorithm with approximation ratio 4

3 + o(1). Li et. al [17] provided a
PTAS for closest string with time complexity O(mnO(ε−5)). Ma [21] provided a PTAS
for closest substring problem. These two PTAS results were collected in [18]. There
have been many negative comments regarding the large exponent of the PTAS [9, 3,
11, 13, 22]. By using a lemma in [22] and an idea of [17], Andoni et. al [1] proposed a
PTAS to obtain a much better time complexity O(mnO(ε−2 log 1

ε )). By combining our
new fixed-parameter algorithm, in Section 5 we provide a simpler PTAS with further
improved time complexity O(mnO(ε−2)).

Noticing the hardness of closest substring problem, Moan and Rusu [25] studied
a more restricted version of closest substring. They put a diameter constraint on top
of the original closest substring problem by further requiring the pairwise distances
between substrings in the solution do not exceed a diameter D for some D < 2d. They
hoped that such a constraint may reduce the parameterized complexity of closest
substring when D is close enough to d. The condition for this to happen is left as a
main open problem in [25]. In this paper we answer this question by proving that such
condition does not exist. That is, for any given ε > 0, all parameterized complexity
results of closest string preserve in the constrained instances for D < (1 + ε)d.

2. Preliminaries and Notations. Let Σ be an alphabet with constant size
|Σ|. Suppose s is a string over Σ. |s| denotes the length of s. s[i] denotes the i-th
letter of s. Therefore, s = s[1]s[2] . . . s[m], where m is the length of s. Let s and t be
two strings with the same length m, d(s, t) denotes the Hamming distance between
s and t. Use [1,m] to denote the set {1, 2, . . . ,m}. For P = {i1, i2, . . . , ik} ⊆ [1,m],
define s|P = s[i1]s[i2] . . . s[ik] and dP (s, t) = d(s|P , t|P ). Let Q = [1,m]\P . From the
definition of Hamming distance, clearly d(s, t) = dP (s, t)+dQ(s, t). Let Q(s, t) denote
the set of positions where s and t agree, i.e., Q(s, t) = {j | s[j] = t[j]}. Similarly, for
k given strings s1, s2, . . . , sk of same length, Q(s1, s2, . . . , sk) denotes the position set
where all strings agree. Let P (s, t) denote the position set where s and t disagree.
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Let s1, s2, . . ., sn be n strings of length m. The closest string problem asks for a
string center s such that d = maxn

i=1 d(s, ti) is minimized. The minimum value of d is
called the radius of the n input strings. D = max1≤i,j≤n d(si, sj) is called the diameter
of the n input strings. Let L ≤ m. The closest substring problem asks for a length-L
string center s and a length-L substring ti of each si, such that d = maxn

i=1 d(s, ti) is
minimized.

In this paper we will also study a more generalized version of closest string prob-
lem, the neighbor string problem: Given n strings s1, s2, . . ., sn with length m, and
n nonnegative integers d1, d2, . . ., dn, the neighbor string problem seeks for a length
m string s such that d(s, si) ≤ di for every 1 ≤ i ≤ n. An instance of the neighbor
string problem is given by 〈(s1, d1), (s2, d2), . . . , (sn, dn)〉.

3. O
(
nm + nd · (16|Σ|)d

)
Algorithm for Closest String Problem. Param-

eterized complexity has been used to tackle NP-hard problems [6]. In principle, a
fixed-parameter polynomial time algorithm is a well-structured superpolynomial al-
gorithm such that the superpolynomial factor is only with respect to one parameter of
the given instance. Many NP-hard problems have been found to be fixed-parameter
tractable, which means that an algorithm with running time f(k) · nc exists to solve
the problem. Here k is a parameter naturally associated with the problem; n is the
size of the input and c is a constant. Clearly f(k) must be superpolynomial if P 6=
NP. The hope is that this f(k) will not grow too fast, and parameter k is small for
practical instances; and hence the problem can be solved efficiently in practice.

Gramm et al. [13] provided a fixed-parameter polynomial time algorithm for clos-
est string when the radius d is used as the fixed parameter. For a given instance
{s1, s2, . . . , sn} and a given value d, their algorithm finds a center string s such that
d(s, si) ≤ d in O(nm + ndd+1) time, if such a string exists.

In this section we provide a new algorithm for closest string problem with time
complexity O(nm+nd·(16|Σ|)d). When the alphabet size is a constant, our algorithm
is exponentially faster than the previous algorithm. In order to design the algorithm
for closest string, let us focus on the more generalized neighbor string problem.

Lemma 3.1. 1 Let 〈(s1, d1), . . . , (sn, dn)〉 be an instance of the neighbor string
problem. If j satisfies d(s1, sj) > dj, then for Q = Q(s1, sj) and any solution s of the
neighbor string problem, dQ(s, s1) < d1

2 .
Proof. Let s be a solution, i.e. d(s, si) ≤ di for i = 1, 2, . . . , n. Let P = [1,m] \Q.

Then each character in P contributes at least 1 to d(s, s1)+d(s, sj), and each character
in Q where s is not equal to s1 (and sj) contributes exactly 2. Since d(s, s1)+d(s, sj) ≤
d1 + dj and |P | > dj , the lemma follows.

Next we give an algorithm for the neighbor string problem in Figure 3.1. The
idea of the algorithm is the following. Suppose there is si0 such that d(s1, si0) > di0 .
Let Q = Q(s1, si0) be the positions where s1 and si0 agree. P = [1, |s1|] \ Q. Then
we can “guess” the solution s on P , and construct a new neighbor string problem
〈(s1|Q, e1) . . . , (sn|Q, en)〉. Because of Lemma 3.1, the new instance is such that e1 <
d1
2 . Thus, we can use the same algorithm to solve the new instance and the algorithm
stops after at most blog d1c recursions. Because each recursion reduces d1 by half, a
careful analysis will show that the blog d1c recursions take O

(
poly(nm)×O(|Σ|)O(d)

)
time for d = max di.

Theorem 3.2. Let d = max1≤i≤n di. If there is a solution s such that d(s, si) ≤

1Lemma 3.1 uses similar idea as Lemma 2.2 in [22]. However the lemma in [22] cannot be directly
used in our algorithms.
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Algorithm StringSearch
Input: An instance of neighbor string 〈(s1, d1), (s2, d2), . . . , (sn, dn)〉.
Output: String s such that d(s, si) ≤ di (i = 1, . . . , n), or NULL if there
is no solution.
1. Try to find i0 such that d(s1, si0) > di0 .
2. If step 1 fails, return s1.
3. Let Q = Q(s1, si0), P = [1, |s1|] \Q.
4. For every possible string t of length |P | such that d(t, s1|P ) ≤ d1 and
d(t, si0 |P ) ≤ di0

4.1 Let ei = di − d(t, si|P ) for i 6= 1, and e1 = min{d1 −
d(t, s1|P ), dd1/2e − 1};
4.2 Use StringSearch to find the solution u of
〈(s1|Q, e1), (s2|Q, e2), . . . , (sn|Q, en)〉;
4.3 If u 6= NULL then let s|P = t and s|Q = u and return s.
5. Return NULL.

Fig. 3.1. The algorithm StringSearch.

di (1 ≤ i ≤ n), then algorithm StringSearch in Fig. 3.1 outputs a solution s′ such
that d(s′, si) ≤ di in time O(mn + nd · T (d, d1)), where the size of the search tree

T (d, d1) ≤
(

d + d1

d1

)
(|Σ| − 1)d1 · 22d1 .

Proof. First let us prove the correctness of the algorithm. It is easy to verify that
when the algorithm returns a non-null string in either line 2 or line 4.3, the string is
a solution of the input instance. Let us prove that when there is a solution of the
input instance, then the algorithm can find it. We prove this by using induction on
d1. If d1 = 0 then clearly the algorithm is correct. When d1 > 0 and line 1 finds i0
successfully, by Lemma 3.1, the Q and P defined in line 3 are such that there is a
solution s satisfying d(s|Q, s1|Q) ≤ e1. Therefore, this s is such that d(s|Q, si|Q) ≤ ei

for 1 ≤ i ≤ n. As a result, when t = s|P in line 4, by induction, the recursive call to
Algorithm StringSearch at line 4.2 will find u such that d(u, si|Q) ≤ ei for 1 ≤ i ≤ n.
Then it is easy to verify that the s returned in line 4.3 is a desired solution.

Next let us examine the time complexity of the algorithm StringSearch. We
estimate the size (number of leaves) of the search tree first. In line 4, assume t is
an eligible string and d(t, s1|P ) = k. Then |P | = d(s1|P , si0 |P ) ≤ d(t|P , s1|P ) +
d(t|P , si0 |P ) ≤ di0 + k ≤ d + k. Therefore, there are at most

(|P |
k

)
(|Σ| − 1)k ≤(

d+k
k

)
(|Σ| − 1)k such strings t. For each of them, the size of the subtree rooted at t of

the search tree is bounded by T (d,min{d1 − k, dd1/2e − 1}). k can take values from
0 to d1. Therefore, the search tree size satisfies

T (d, d1) ≤
d1∑

k=bd1/2c+1

(
d + k

k

)
(|Σ| − 1)kT (d, d1 − k)

+
bd1/2c∑
k=0

(
d + k

k

)
(|Σ| − 1)kT (d, dd1/2e − 1) (3.1)

Clearly T (d, 0) = 1 because in this case s1 is the solution. We prove by induction
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that for d̃ ≥ 1,

T (d, d̃) ≤ 22d̃

(
d + d̃

d̃

)
(|Σ| − 1)d̃. (3.2)

It is easy to verify that when d̃ = 1, T (d, 1) ≤ (d+1)(|Σ|−1)+1, the statement is
true. When d̃ = 2, because of (3.1), T (d, 2) ≤

(
d+2
2

)
(|Σ| − 1)2 + (d + 1)(|Σ| − 1) + 1 ≤

2
(
d+2
2

)
(|Σ| − 1)2, the statement is also true. Next we suppose d1 > 2 and eq. (3.2) is

true for 0 ≤ d̃ < d1. We bound the two terms of (3.1) separately. Let k0 = bd1/2c+1.
The first term is

d1∑
k=k0

(
d + k

k

)
(|Σ| − 1)kT (d, d1 − k)

≤
d1∑

k=k0

(
d + d1

k

)
(|Σ| − 1)kT (d, d1 − k)

≤
d1∑

k=k0

(
d + d1

k

)
(|Σ| − 1)k ·

(
d + d1 − k

d1 − k

)
(|Σ| − 1)d1−k · 22(d1−k)

=
(

d + d1

d1

)
(|Σ| − 1)d1

d1∑
k=k0

(
d1

k

)
· 22(d1−k) (3.3)

≤
(

d + d1

d1

)
(|Σ| − 1)d1 · 2d1−1

d1∑
k=k0

(
d1

k

)
≤

(
d + d1

d1

)
(|Σ| − 1)d1 · 22d1−2. (3.4)

Here the equality (3.3) is because
(
d+d1

k

)
×

(
d+d1−k

d1−k

)
= (d+d1)!

k!(d+d1−k)! ×
(d+d1−k)!
(d1−k)!d! =

(d+d1)!
d1!d! × d1!

(d1−k)!k! =
(
d+d1

d1

)
×

(
d1
k

)
. The rest of the proof is to bound the second term

by 3
(
d+d1

d1

)
(|Σ| − 1)d1 · 22d1−2. The second term is

k0−1∑
k=0

(
d + k

k

)
(|Σ| − 1)k0T (d, d1 − k0)

≤
k0−1∑
k=0

(
d + k

k

)
(|Σ| − 1)k0 ·

(
d + d1 − k0

d1 − k0

)
(|Σ| − 1)d1−k0 · 22(d1−k0)

=
(

d + d1 − k0

d1 − k0

)
(|Σ| − 1)d1 · 22(d1−k0)

k0−1∑
k=0

(
d + k

k

)
≤

(
d + d1 − k0

d1 − k0

)
(|Σ| − 1)d1 · 22(d1−k0)

(
d + k0

k0

)
.

So we only need to prove(
d + d1 − k0

d1 − k0

)(
d + k0

k0

)
2−2k0 ≤ 3

4
·
(

d + d1

d1

)
,
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or equivalently, (
d + d1 − k0

d1 − k0

)(
d1

k0

)
≤ 3

4
· 22k0

(
d + d1

d1 − k0

)
. (3.5)

(3.5) is true because(
d + d1 − k0

d1 − k0

)
≤

(
d + d1

d1 − k0

)
,

(
d1

k0

)
≤ 1

2
· 2d1+1 <

3
4
· 22k0 .

Hence (3.2) is correct.
At each leaf, the time complexity of line 1 is O(nm). By carefully remembering

the previous distances and only update the O(d) positions changed, this can be done
in O(nd) time. The total running time is dominated by the leaves. Therefore, the
time complexity of the algorithm is O(nm + nd · T (d, d1)).

Corollary 3.3. StringSearch solves the closest string problem in time

O
(
nm + nd · 24d(|Σ| − 1)d

)
.

Remark: In line 4 of the algorithm StringSearch, one cannot only enumerate the
string t of which each letter is taken from either s1 or si0 . This is because when
d(s1, si0) < d1 + di0 , the solution s may be different from both s1 and si0 . For this
reason, all letters in Σ need to be tried, resulting in a time complexity related to |Σ|.

4. More Efficient Algorithm For Closest Substring. In [22], an algorithm
with running time |Σ|d(log2 d+2)N log2 d+O(1) is given, where N is the total length of the
input strings. In this section we improve it to O

(
n|Σ|O(d)mdlog2 de+1

)
. That is, the

log2 d factor at the exponent of |Σ|d(log2 d+2) is removed. Moreover, the total length
N is replaced by the length m of the longest input string.

Again, in order to develop an algorithm for closest substring, we attempt to solve
a more generalized version of closest substring. For convenience, we call the new
problem partial knowledge closest substring. An instance of the partial knowledge
closest substring problem is given by 〈{s1, s2, . . . , sn}, d, d1, L,O, t̃〉, where O ⊂ [1, L]
and t̃ is a string of length |O|. The problem is to find a string t of length L, such that
t|O = t̃, d[1,L]\O(t, s1) ≤ d1, and for every i, d(t, ti) ≤ d for at least one substring ti
of si.

Theorem 4.1. Algorithm SubstringTry in Fig. 4.1 finds a solution for closest
substring with time complexity

O
(
nL + nd · 24d|Σ|d ·mdlog2 de+1

)
.

Proof. (Sketch) When all the input strings have the same length L, a care-
ful comparison between Algorithm SubstringSearch and the previous Algorithm
StringSearch can see that the two algorithms are equivalent. The only difference
is made when |si| > L. Then the “guess” operation in line 4 requires the algorithm
to try all possible substrings of si0 . This expands the search tree size by a factor of
at most m. Because of Lemma 3.1, the recursion of Algorithm SubstringSearch is
at most dlog2 de levels. This increases the search tree size by a factor of mdlog2 de.
Combining with Corollary 3.3, the theorem is proved.
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Algorithm SubstringSearch
Input: 〈{s1, s2, . . . , sn}, d, L,O, t̃〉 such that |s1| = L.
Output: A solution t of the partial knowledge closest substring, or NULL
if there is no solution.
1. Let O′ = [1..L]\O. Let s be a string such that s|O = t̃ and s|O′ = s1|O′ .
2. Try to find i0 such that d(s, ti0) > di0 for every substring ti0 of si0 .
3. If line 1 fails, return s.
4. Guess a substring ti0 of si0 .
5. Let P = P (s1, ti0) \O.
6. For every possible string t of length |P | such that d(t, s1|P ) ≤ d1 and
d(t, ti0 |P ) ≤ d− d(t̃, ti0 |O)
6.1 Let t′ be a string such that t′|O = t̃ and t′|P = t.
6.2 Let e1 = min{d1 − d(t, s1|P ), dd1/2e − 1}.
6.3 Use SubstringSearch to find solution u of
〈{s1, s2, . . . , sn}, d, e1, L,O ∪ P, t′|O∪P 〉.
6.4 If 6.3 is successful then return u.
7. Return NULL.
Algorithm SubstringTry
Input: 〈{s1, s2, . . . , sn}, d, L〉.
1. for every length L substring t1 of s1,
1.1 call SubstringSearch with 〈{t1, s2, . . . , sn}, d, d, L, ∅, e〉.

Fig. 4.1. The algorithms SubstringSearch and SubstringTry.

5. More Efficient PTAS for Closest String. In [17, 18], a PTAS for closest
string problem was given. To achieve approximation ratio 1 + ε, the running time of
the algorithm was O

(
mnO(ε−5)

)
. Apparently this PTAS has only theoretical value

as the degree of the polynomial grows very fast when ε gets small. By using the
Lemma 2.2 in [22] and an idea of [17, 18], Andoni et. al [1] proposed a PTAS in [17]
to get much better time complexity O(mnO(ε−2 log 1

ε )). The proof in [1] argued that
when d = Ω(log n/ε2), a standard linear programming relaxation method can solve
the closest string problem with good approximation ratio. When d = O(log n/ε2),
one can exhaustively enumerate all the possibilities of positions in the solution where
r of the input strings do not agree. However, by using Lemma 2.2 of [22], r can be
reduced from the original O( 1

ε ) in [18] to O(log 1
ε ).

With our new fixed-parameter algorithm that runs O
(
mn + nd · (16|Σ|d)

)
time,

we can further reduce the time complexity by the following algorithm: Use the fixed-
parameter algorithm to solve d = O(log n/ε2), and use the standard linear program-
ming relaxation to solve the case d = Ω(log n/ε2). It is easy to verify that this provides
a simple O(m · nO(ε−2)) PTAS.

Theorem 5.1. Closest string has a PTAS that achieves approximation ratio 1+ε
with time O(m · nO(ε−2)).

6. Hardness result. Together with the development of fixed-parameter poly-
nomial time algorithms, W-hierarchy has been developed to prove fixed-parameter
intractability [6]. The W[1]-hardness results reviewed in Section 1 indicate that the
closest substring problem unlikely has fixed-parameter polynomial time algorithms
even if both d and n are fixed-parameters. More parameterized complexity results
about the closest substring problem can be found in [9, 22, 25].
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Moan and Rusu [25] studied a variant of the closest substring problem by adding
a constraint on the diameter of the solution, and hoped that the constraint can
help reduce the parameterized complexity of the problem. The constraint is called
the bounded Hamming distance (BHD) constraint in their paper. Then the BHD-
constrained closest substring (BCCS) problem is defined as follows.

BCCS Given a set of n strings s1, s2, . . . , sn, substring length L, radius d, and
diameter D. Find length-L substring ti of each si, i = 1, 2, . . . , n, and a new length-L
string t, such that d(ti, tj) ≤ D, and d(t, ti) ≤ d.

Clearly, d ≤ D ≤ 2d. For any c ≥ 4
3 , Moan and Rusu proved that the diameter

constraint D ≤ c · d does not reduce the complexity of closest substring problem.
More precisely, with any c ≥ 4

3 , all parameterized complexity results for closest sub-
string preserve for BCCS when using any non-empty subset of the following values as
parameters: the radius d, the alphabet size |Σ|, the number of input strings n, the
length of desired substrings L.

However, Moan and Rusu pointed out that in computational biology, D is usually
significantly smaller than 2d. Therefore, they hoped that when D

d is very close to 1,
the BCCS problem might become easier than the original closest substring problem.
If this is true, BCCS can be used to solve the practical closest substring problems.
The finding of the necessary condition for that BCCS problem becomes easier is left
as the “main open question” of the paper [25]. In this section, we answer this question
negatively with the following theorem.

Theorem 6.1. For any constant ε > 0, with the diameter constraint D ≤ (1+ε)d,
all parameterized complexity (W [l]-hardness) results for closest substring preserve for
BCCS when using any non-empty subset of the following values as parameters: the
radius d, the alphabet size |Σ|, the number of input strings n, the length of desired
substrings L.

Proof. The proof is done in three steps: First, we construct an instance of closest
string with radius d̃ and diameter D̃ = (1 + o(1))d̃. Then, we show that an instance
of closest substring with radius d and diameter D can be “merged” with an instance
of the closest string with radius d̃ and diameter D̃, so that the new instance has
radius d + d̃ and diameter D + D̃. Thirdly, by letting d̃ � d and D̃ � D, we get
an instance such that the diameter is very close to the radius. Thus, we reduce the
closest substring problem to BCCS, and hence prove the theorem. The details are
given in the following.

Step I
First let us construct an instance I1 of the closest string problem with very close

radius and diameter. Let k be an even number. Examine the instance with k binary
strings x1, x2, . . . , xk. Each xi has length L̃ =

(
k

k/2

)
. For each column j, exactly half

of x1[j], x2[j], . . . , xk[j] take value 0 and the other half take value 1. Hence there are
in total

(
k

k/2

)
ways to assign values to a column. Each of the

(
k

k/2

)
columns takes a

distinct way.
Claim 1 The radius of the constructed instance is d̃ = L̃/2.
Proof. Because of the construction, each string has half of the L̃ letters as 0.

Therefore, d(0L̃, xi) = L̃/2 for every xi. Therefore, the radius is at most L̃/2.
On the other hand, for any center string x, at each column, the total number of

differences between xi (i = 1, 2, . . . , k) and the center string is exactly k/2. Therefore,∑k
i=1 d(x, xi) = kL̃/2. Consequently, maxk

i=1 d(x, xi) ≥ L̃/2. The claim is proved.
Now let us examine the diameter of the constructed instance. For every two

strings xi and xj , the Hamming distance is the number of columns such that xi and
8



xj take different values. This is equivalent to the number of ways to split k elements
into two equal-sized subsets, ensuring that elements i and j are separated. With
simple combinatorics, this number is 2

(
k−2
k
2−1

)
. Therefore,

D̃

d̃
=

2
(

k−2
k
2−1

)
L̃/2

=
4
(

k−2
k
2−1

)(
k

k/2

) =
k

k − 1

In order to avoid the exponential growth of D̃ and d̃ with respect to k, we note
that D̃ and d̃ can be enlarged while keeping the same ratio D̃

d̃
by replacing each xi

by xixi . . . xi︸ ︷︷ ︸
K

, i.e., the concatenation of K copies of xi. In the rest of the proof we

consider I1 as such an enlarged instance, and the value K is to be determined later.
The notations diameter D̃, radius d̃, input string xi, and string length L̃ all correspond
to the enlarged instance.

Step II
Let I = 〈{s1, . . . , sn}, L, d〉 be an instance of the closest substring. We construct

a new instance in the following.
For each si (i = 1, . . . , n) and each xj (j = 1, . . . , k), let

sij = X si[1..L]xj XYijX si[2..L + 1]xj XYijX . . . XYijX si[m− L + 1..m]xj X.

Here X and Yij are binary strings (to-be-constructed) that serve as separators. The
new instance is then

I2 = 〈{sij |i = 1, . . . , n, j = 1, . . . , k}, 2|X|+ L + L̃, d + d̃〉.

The X separators will ensure that they are aligned together in a solution, and the Yij

separators will ensure that a solution does not include two adjacent si[k..L + k − 1]
segments. X and Yij are designed as follows.

For N > 0, let K = {kN2 +k(k+1)/2 | k = 1, 2, . . . , N−1}. Then K is a Golomb
ruler, where the difference between every pair of numbers in K is distinct. Let X be a
length-N3 binary string on alphabet {∗,#} such that X[k] = ∗ if and only if k ∈ K.
Denote X[k + N3] = X[k]. Then for every k, we have

d(X, X[k..N3 + k − 1]) ≥ N − 2. (6.1)

Therefore, for sufficiently large N , a solution must align X exactly together.
Similarly to K, we can design nk sets Kij ⊂ [1,M ], (i = 1, . . . , n, j = 1, . . . , k),

such that (i) |Kij | = N ′ and (ii) |k1−k2| = |k′1−k′2| for {k1, k2} ⊂ Kij and {k′1, k′2} ⊂
Ki′j′ ⇒ {k1, k2} = {k′1, k′2} and i = i′ and j = j′. We leave the proof to the readers.
Let Yi,j be a length-M binary 0-1 string such that Yi,j [k] = 1 if and only if k ∈ Kij .
Denote Yij [k + M ] = Yij [k]. Then for any k, we have

d(Yij , Yi′j′ [k..M + k − 1]) ≥ N ′ − 1. (6.2)

Thus, for sufficiently large N ′, a solution cannot include the Yij segment.
Claim 2 I has a solution with radius ≤ d and diameter ≤ D if and only if I2

has a solution with radius ≤ d + d̃ and diameter ≤ D + D̃.
Proof. Suppose I has a solution si[li..li + L − 1], i = 1, . . . , n with radius d and

diameter D. Then the substrings Xsi[li..li + L − 1]xjX, i = 1, . . . , n, j = 1, . . . , k

9



are a solution of I2. It is easy to verify that the radius and diameter are bounded by
d + d̃ and D + D̃, respectively.

Now we prove the other direction. From the construction of X and Yij , we know
that the solution of I2 contains only one si[k..L+k−1] from each sij , and is such that
X from different strings are aligned exactly together. Further, without making the
solution worse, we can easily modify the solution by “sliding” so that every substring
has the form Xsi[li..li + L − 1]xjX for some li. Next we show that si[li..li + L − 1]
(i = 1, 2, . . . , n) is the desired solution for I.

Let Xss̃X be the center of Xsi[li..li + L− 1]xjX with radius d + d̃. Because d̃ is
the radius of I1, there is j0 such that d(s̃, xj0) = d̃. Therefore, d(Xss̃X, Xsi[li..li +
L− 1]xj0X) ≤ d + d̃ derives that d(s, si[li..li + L− 1]) ≤ d for every i.

Similarly, there are j0 and j1 such that d(xj0 , xj1) = D̃. Therefore, d(Xsi[li..li +
L−1]xj0X, Xsi′ [li′ ..li′+L−1]xj0X) ≤ D+D̃ derives that d(si[li..li+L−1], si′ [li′ ..li′+
L− 1]) ≤ D for every i and i′.

The claim is proved.
Step III

For any ε > 0, we let k = d 2
ε + 1e and K =

⌈
4D

( k
k/2)ε

⌉
in the construction of I1.

Then d̃ = K
2 ·

(
k

k/2

)
≥ 2D

ε . Then in instance I2, the ratio between the diameter and
radius is

D + D̃

d + d̃
≤ D

d̃
+

D̃

d̃
≤ ε

2
+

k

k − 1
≤ 1 + ε

Thus, we successfully reduce the closest substring problem to the closest substring
problem with the constraint that the diameter is within 1 + ε times the radius. The
number n, length m of the input strings are increased only by a constant factor
determined by ε. The new length L and radius d of the substrings are polynomials of
the old L and d. Therefore, all the W -complexities of the closest substring problem
still hold with the diameter constraint D ≤ (1+ ε)d for any small ε > 0. The theorem
is proved.

7. Discussion. The closest string and closest substring are two problems moti-
vated and well-studied in computational biology. We proposed a novel technique that
leads to more efficient fixed-parameter algorithm for closest string. This is also the
first polynomial algorithm for the problem when d = O(log n). The same technique
is then used to give a more efficient algorithm for closest substring. As a consequence
of the fixed-parameter algorithm, we presented a more efficient PTAS of the closest
string problem. At last, we showed that a restricted version of the closest substring
problem has the same parameterized complexity as the original closest substring prob-
lem. This answers an open question raised in [25].

An interesting observation is that the approximation and fixed-parameter strate-
gies work complementarily for different d values. For smaller d < log2 n and bi-
nary strings, our fixed-parameter algorithm has time complexity O(nm + nd · 24d) =
O(nm + n5 log2 n). For larger d > c lnn/ε2 for some constant c, the linear pro-
gramming relaxation’s time complexity is dominated by the time to solve a linear
programming of m variables and nm coefficients, which is again a low-degree polyno-
mial. This scenario can be intuitively explained as follows. When d is small and n
is large, each input string puts a strong constraint on the solution, and consequently
removes a large portion of the search space in a fixed-parameter algorithm. Therefore,
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it is easier to design a fixed-parameter algorithm. Conversely, when d is large and
n is small, the constraint superimposed by each input string is weaker and there are
fewer constraints. Therefore, it is easier to find an approximate solution to roughly
satisfy those constraints.

But when d falls in between log2 n and c lnn/ε2, the polynomial will have high
degree for the fixed-parameter algorithm, and the approximation ratio of the linear
programming relaxation may exceed 1+ ε. The instances with d in this range seem to
be the “hardest” instances of the closest string problem. However, because the fixed-
parameter algorithm has polynomial (although with high degree) running time on
these instances, a proof for the “hardness” of these instances seems to be difficult too.
We leave the finding of a more efficient (approximation) algorithm for log2 n < d <
c lnn/ε2 as an open problem. Another open problem is the finding of O(poly(nm)cd)
time algorithm for unbounded alphabet size and a constant c.
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