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## Preface

Theory and Applications of Models of Computation (TAMC) is an international conference series with an interdisciplinary character, bringing together researchers working in computer science, mathematics and the physical sciences. It is this, together with its predominantly computational and computability theoretic focus, which gives the series its special character.

TAMC 2012 was the ninth conference in the series, organized as a Turing Centenary Meeting. The conference was combined with the Turing Lectures 2012, dedicated to celebrating Alan Turing's unique impact on mathematics, computing, computer science, informatics, morphogenesis, philosophy and the wider scientific world. Eight Turing Lectures were given at TAMC 2012 and the Turing Year in China.
Turing Lectures 2012:

- S. Barry Cooper (Leeds), From Turing Machine to Morphogenesis - Forming and Informing Computation
- John Hopcroft (Cornell), On the Impact of Turing Machines
- Richard Karp (Berkeley), Theory of Computation as an Enabling Tool for the Sciences
- Jon Kleinberg (Cornell), The Convergence of Social and Technological Networks
- Butler Lampson (Microsoft), What Computers Do: Model, Connect, Engage
- Deyi Li (CAE, China), Interaction and Collective Intelligence on the Internet
- Wei Li (BUAA, Beijing), R-Calculus: A Logical Inference System for Scientific Discovery
- Andrew C. Yao (Tsinghua University, Beijing), Quantum Computing: A Great Science in the Making.

There were four special sessions at TAMC 2012, each with an Organizing Chair, and some invited speakers to give talks in corresponding fields. These were:

- Algorithms and Information in Networks. Organized by Zhiyong Liu (ICT, CAS) with speakers: Antonio Fernandez (Institute IMDEA Networks, Spain), Albert Frederick Lawrence (University of California San Diego, School of Medicine), Yicheng Pan (Institute of Software, Chinese Academy of Sciences), and Xiaoming Sun (Institute of Computing Technology, Chinese Academy of Sciences).
- Complexity and Cryptography. Organized by Xiaotie Deng (HK), with speakers: Xi Chen (Columbia University), Ning Chen (Singapore, NTU), and Yi Deng (ISCAS).
- Models of Computing and Networking. Organized by Anthony Bonato with speakers: Anthony Bonato (Ryerson University), Jure Leskovec (Stanford University), and Pan Peng (ISCAS).
- Programming and Verification. Organized by Wenhui Zhang (ISCAS), with speakers: Xinyu Feng (University of Science and Technology, China), Deepak Kapur (University of New Mexico, USA), Ernst-Ruediger Olderog (University of Oldenburg, Germany), and Naijun Zhan (Insitute of Software, Chinese Academy of Sciences, China).

The TAMC conference series arose naturally in response to important scientific developments affecting how we compute in the twenty-first century. At the same time, TAMC is already playing an important regional and international role, and promises to become a key contributor to the scientific resurgence seen throughout China and the Asia-Pacific region.

There were 86 quality submissions to TAMC 2012, originating from 27 countries, from which the Program Committee selected 40 excellent papers for inclusion in this LNCS volume. Together with the papers from the invited special session speakers and from the Turing Lecturers, this makes the current volume special and valuable.

We are very grateful to the Program Committee, and the many outside referees they called on, for the hard work and expertise which they brought to the difficult selection process. We also wish to thank all those authors who submitted their work for our consideration.

Finally we would like to thank the members of the Editorial Board of Lecture Notes in Computer Science and the editors at Springer for their encouragement and cooperation throughout the preparation of this conference.

Both the Turing Lectures 2012 and TAMC 2012 would not have been possible without the support of our sponsors: State Key Laboratory of Computer Science (China), Institute of Software (Chinese Academy of Sciences), and Chinese Academy of Sciences, and we therefore gratefully acknowledge their help in the realization of this special Turing Centenary conference.

## Organization

The conference was organized by the State Key Laboratory of Computer Science, and Institute of Software, Chinese Academy of Sciences.
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# On the Impact of Turing Machines 

John Hopcroft<br>Cornell University<br>jeh@cs.cornell.edu


#### Abstract

Turing contributed a simple model of computation that has become the definition of computable. A function is considered to be computable if and only if it is computable on Turing's model of computation. Since our notion of computable is informal and Turing's model gives a precise definition of computable, we cannot prove the two equivalent. However, for every mathematical definition of computable that has been proposed, a proof has been developed that any function computable by


 the proposed model is also computable by Turing's model.Turing's model is very simple, it consists of an infinite tape made up of cells, each cell capable of holding one of a finite set of symbols, along with a control with a finite number of states and a tape head by which the finite control can scan the tape and read the content of the cell scanned. A move consists of reading the contents of the scanned cell and depending on the internal state of the finite state control, writing a new symbol in the cell, moving the read head one cell right or one cell left, and changing the internal state of the finite control to a new state.

Although logicians had their own models of computable, Turing's model made the notion of computable accessible to a larger community. The impact of a mathematical model that corresponded to a physical device and allowed one to picture and more fully understand the notion of computability accelerated the science of computability in a way which many do not appreciate and is the function of this talk.

One of the major advances came when Hartmanis and Stearns used the Turing model to define complexity classes. This then gave a formal definition to the intuitive notion of polynomial time algorithms. It helped led to asymptotic complexity as a way to compare performance of algorithms.

Another major advance was that the Turing model lead to the notion of an instantaneous description of a computation and a valid computation. An instantaneous description is a string that completely describes a computation at one instance of time. A valid computation is a sequence of successive instantaneous description.

Once a valid computation was represented by a string of symbols it was quickly recognized that a valid computation of a Turing machine could be expressed as the intersection of two context-free languages and hence the question whether the intersection was empty was undecidable. Many other problems arising in computer science were quickly shown to be undecidable. In the mid sixties the language ALGOL was invented and was described by a context-free grammar. However, as people soon noticed that what a program did sometimes depended on the compiler
used. It was quickly discovered that the context-free grammar describing ALGOL was ambiguous. When researcher set out to write an algorithm to determine if a context-free grammar was ambiguous they quickly discovered that this problem was also undecidable.

One of the major discoveries of this century was when Stephan Cook proved that every problem in polynomial time could be reduced to the problem of satisfying a formula in conjunctive normal form. This lead to the notion of NP-complete problems and that many problems such as integer programming, finding the maximal clique, and many others were really all equivalent.

Although Turing's model was very simple it was that simplicity that lead to major advances in computer science.

# From Turing Machine to Morphogenesis: Forming and Informing Computation 

S. Barry Cooper ${ }^{\star}$<br>School of Mathematics, University of Leeds, Leeds LS2 9JT, U.K. pmt6sbc@leeds.ac.uk<br>http://www.amsta.leeds.ac.uk/~pmt6sbc/


#### Abstract

Information is complicated. It shares its existence with the material world around us. Language has enabled us to describe relationships governing embodied information, without losing the sense of mystery. Newton replaced the soft descriptive touch with the predictive precision of mathematical computation. And action at a distance converted the informational complexity of mechanical interaction into the mathematical tidiness of computational relations over number systems. The paradigm toughened and it was nearly 400 years later that Alan Turing stepped into this scientific setting, and gave it a logical form and that became a catch-all for some, and a reductio ad absurdum for those who failed to matched it to the wider realities of the natural universe. Alan Turing subscribed to both views, and his involvement changed the way we engage with them for ever. This article is an Alan Turing Centenary tracing of part of the story.


## 1 From Describing Information, to the Mathematics of Causality

The 17th century saw a dramatic change in the balance between computational and descriptive sway in science. Robert Hooke may have toyed with the inverse square law in physics, but it is Isaac Newton's mathematics which delivers not only persuasion but computational and predictive content to the intuitive descriptions. The computational gives surety, gives ease of comparison between prediction and observation, and comes as a memetic package more easily passed between researcher and practitioner. Previously mathematics and our everyday observation of the the more complicated dynamics of the world had occupied different compartments, a little in the manner of science and the humanities today: the information they contained leaching between two essentially different worldly paradigms. The one a world of observation of material information; the other mathematically capturing something less visible - abstract causal relations on information which became the centre of attention for the scientist. The world of observed information was of course governed by unseen laws whose effects

[^0]might be seen, even described informally, but not scientifically. What was described scientifically was annoyingly limited, but gave us a more secure grip on the observed world than we had ever had before.

The Turing machine [12] did for computational mathematics what Newton's computational mathematics did for his particle dynamics. The mathematics disembodied the science, switching attention from the informational content to the processes which structured it. It turned computation into computer science. Gone was the taxonomy of calculating machines built differently for different computational tasks. The hardware was viewed as trivial and did not need to be changed. The basic actions of the machine were as simple as could be. But the 'machine' could compute anything a standard calculating machine could - it was Turing complete. And all the computing power lay in the program, which gave logical form to the computation.

More generally, it enabled many to frame the familiar expectations of science encouraged by Newton - the so-called Laplacian model - within a precise mathematical model. Of course, the Newtonian model came with a 'best before' date, one clear to the successors of the man who said (Albert Einstein [6, p.54], 'Out of My Later Years, 1950):

When we say that we understand a group of natural phenomena, we mean that we have found a constructive theory which embraces them.

Today, we take forward some of Turing's own questionings of the comprehensiveness of his disembodied computational model.

## 2 Universality, Turing Completeness and Programs as Information

Of course, aspects of the 1936 Turing model were anticipated by others, such as Emil Post (see [9]). The key extra ingredient was universality, based on the coding of machines as data. This essential feature of today's computer is often not understood - though was certainly recognised by John von Neumann, and implemented in his 1945 EDVAC report, which was so influential in the later development of the stored program computer. Von Neumann later acknowledged Turing's role in his 1948 Hixon Symposium lecture.

Although the practical impact of Turing's universal machine is difficult to disentangle from the complexities of the early history of the computer, it established a hugely influential computing paradigm - that of the omnipotent computer. It encouraged the development of the functionalist perspective on human cognition and artificial intelligence, as in Hilary Putnam's Minds and Machines from 1960. The embodiment of human thinking is relegated to a subservient role, mirroring that of the Turing's universal machine. Turing himself is said by Andrew Hodges to have spoken to Donald Bayley in 1944 of 'building a brain'.

A more limited expression of the paradigm, in computing, is that of the virtual machine originally associated with IBM around 1965. The overriding concept
is of varied computational environments being realisable independently of the particular hardware.

Of course, a huge amount of work and ingenuity went into actually building universal machines, and Turing was very much part of this.

The early programmable machines were certainly not universal. The 'program as data' handling facility of today's computers involves hard-won embodied elements of Turing's abstraction. The first stored-program computer that worked was the Manchester 'Baby' from 1948. By this criterion, out go pioneering machines such as that of John Atanasoff ('the first electronic digital computer'), Charles Babbage (the Analytical Engine from 1837), Konrad Zuse, or the Turing Bombe, Colossus and ENIAC - all had their programming very much embodied via external tapes and the like. For instance, Tony Sale describes how the programming of Colossus was a far cry from the disembodiment of the universal Turing machine, depending as it did on a combination of tapes, telephone jack-plugs, cords and switches. Colossus was Turing complete, in that it could be programmed comprehensively to multi-task.

Turing became increasingly marginalised during these dramatic developments. A small version of his Automatic Computing Engine described in his 1945 report for the National Physical Laboratory was eventually built (the Pilot ACE) by 1950, by which time Turing had disappeared to Manchester.

What is striking is that Turing never shared the disdain or superficial reductionism of many mathematicians. He was fascinated by the actual building of computing machines, and always willing to engage with the physicality and sheer messiness of computational processes. And this was to pay dividends in his later work on mechanical intelligence and morphogenesis. Today, it is a willingness to engage with nature at the most basic level that informs some very necessary rethinking about computing in the real world, and gives mathematicians an important multidisciplinary role.

The involvement of mathematicians in the early history of the computer largely arose from the enlistment of academics into the World War 2 codebreaking work. However one views mathematics, there is no doubting its important role in decoding the world we live in. To Winston Churchill, Alan Turing and the thousands who gave up years of their lives to secret activity at Bletchley Park were "the geese that laid the golden eggs but never cackled". In retrospect, it is battery hens that come to mind. The careers of many were sidelined - while it was Turing's work outside Bletchley Park that he will be most remembered for. What is interesting about the code-breaker's perspective is the rebalancing of the attention given to information and programming in the computational activity. Bletchley Park was central to Turing's career, and must have been an intense and personally formative part of his life, and of many others. Things would never be the same after. Of course, the code-breakers' machines and their lives there made as if they had never happened at the end of the war. It would be nearly two decades after Turing's passing before the world started to decode the achievements of those years.

## 3 Journeys beyond the Computable

If Alan Turing was peculiarly misunderstood as a one of the worlds great scientists, incomputability may be a correspondingly important and misunderstood part of his scientific legacy. If people know who Turing was, it is for Turing machines, decoding the Enigma, or computers. Or it could be for his ending, 1950s 'normality' fractured by a coming together of events of startling unpredictability. But few will make the connection with the mathematics of incomputability.

Only six years before Turing's 'computable numbers' paper, David Hilbert had famously proclaimed in Königsberg, during an opening address to the Society of German Scientists and Physicians, that:

For the mathematician there is no Ignorabimus, and, in my opinion, not at all for natural science either. ... The true reason why [no one] has succeeded in finding an unsolvable problem is, in my opinion, that there is no unsolvable problem.
In contrast to the foolish Ignorabimus, our credo avers:
We must know,
We shall know.
Turing's unsolvable problem was that of deciding whether his universal machine would successfully compute or not. And the corollary, known for many years as 'Church's Theorem', was the counter-intuitive fact that there is no computer program for deciding of a given sentence of first-order logic whether it is logically valid or not.

These are quite striking and interesting facts, with clever proofs. But there is no obviously embodied counterpart. And - as the proof-theorists have managed to show - most of the interesting mathematical problems reside well within this so-called 'Turing barrier'. But challenges to computability fascinated Turing, and the mathematics of incomputability was not to be so easily sidelined.

Of all Turing's papers, his 1939 one [13] on Systems of logic based on ordinals is the least understood. There was an underlying idea that we might be able to explore the incomputable via iterated approximation, maybe even to find a way to compute beyond the Turing (machine) barrier. What he found was that there might exist computable routes into the incomputable. But it was the finding of the routes that defeated the machine. Of course, the mathematician is very familiar with this phenomenon. There is the well-known story of Poincaré getting stuck on a problem, leaving off to go on a bus journey, and the solution coming to him complete and memetic independently of conscious rational thought. How often do we solve a problem according to some very personal process, only to convert the solution into something formal and communicable to our peers? Turing's mathematics gives us an explanation of why written proofs often do not tell us how the proof was discovered. The question arose - does the brain somehow support non-algorithmic thought processes?

Buried away in this long 1939 paper is a single page which had a huge impact on the mathematics of the incomputable. The world around us is a world of information, and we cannot be sure all this information originated computably

- for instance, it might have been delivered via a quantum random phenomenon, which by recent work [2] of Calude and Svozil may well involve incomputability. Turing devised a machine to compute using real numbers which were not necessarily computable, and in so doing provided a model for computation relative to embodied information. How prescient. Our computers are no longer just Turing machines. They are part of a hugely complex computational world which collectively creates and exchanges new information. And our material universe is inhabited by computable causality within an embodied environment of great informational complexity, a computational context demanding proper analysis.

Strangely, despite Turing's later interest in interactive computation, he never seems to have returned to his oracle Turing machine model. The mathematical development was left to Emil Post and Stephen Kleene and their successors, and has since become a rich field of research which promises real-world returns Turing would find fascinating. The key to these is a reclaiming of the incomputable via the sort of embodied hierarchical development Turing envisaged back in the late 1930s. Achieved with the benefit of what we know now about global relations and their links to observed emergence.

## 4 Modelling the Brain

Some of Turing's most interesting work - sadly cut off in 1954 - was done in his last few years. For Turing the human brain had ever been both inspiration and challenge to his work on computing machines. And he attempted to bring a characteristically basic approach to both the physical and the mental, those two irksome companions of the philosopher of mind. Here is Jaegwon Kim (in Physicalism, or Something Near Enough, Princeton, 2005) setting out the problem:
... the problem of mental causation is solvable only if mentality is physically reducible; however, phenomenal consciousness resists physical reduction, putting its causal efficacy in peril.
How can mentality have a causal role in a world that is fundamentally physical? And what about 'overdetermination' - the problem of phenomena having both mental and physical causes? The most that most philosophers of mind can agree on is a degree of supervenient of mental properties on physical ones.

Turing in 1948 [16] came up with his 'unorganised machines' which provided a neural net model alternative to the better known predecessor of Warren McCulloch and Walter Pitts. Christof Teuscher [11] gives an account of the innovative nature of 'Turing's Connectionism' in his book of that name.

Connectionist models have provided the basis for a large research field, and exhibited interesting features in keeping with what one might expect from the human brain. Paul Smolensky, for instance, talks in his 1988 paper [10] On the proper treatment of connectionism of a possible challenge to "the strong construal of Church's Thesis as the claim that the class of well- defined computations is exhausted by those of Turing machines."

At the other end of the scale we have Turing's famous 1950 paper [14] in Mind astutely narrowing down what one can sensibly say about human intelligence,
and discussing in some detail his observer-based test for a thinking machine. The resulting 'Turing Test' still dominates people's thinking on the issue. The paper joins the other two most cited papers of Turing. One of these is the 1936 paper of course, which many might expect to be the most frequently cited of his papers. They would of course be wrong ...

## 5 The Return to Embodied Computation

To the surprise of those outside of biology and medicine, the most cited of Turing's papers is the final 1952 The Chemical Basis of Morphogenesis [15]. And in many ways this is one of his most original and maybe visionary foray into the world of computation. He was not to know that the mathematics of sunflowers and patterns on animal coats would connect up with today's recognition of the importance of emergence, and throw light on a whole range of intractable foundational questions across a wide range of research areas in science and the humanities. Computationally simple rules, connectivity, emergent forms at the edge of computability, and definable in terms of the rules, just like Turing's patterns. Turing's coherence of vision, at the end of his short life, giving us morphogenesis - inhabiting the same fractal world as the Mandelbrot set; the same computational world as the halting problem for the universal Turing machine; the same large scale structure as found in the observable universe; and perhaps the key to Kim's world of supervenience.

And what is significant about this final work, and the 1939 model of interactive computability, is the reassertion of information and embodied computation. It is the disembodying model of 1936 that has dominated much of our thinking about computers. As we look at the emergence of form in nature, we are looking at material information connected causally according to Turing's interactive model, with higher order form described by differential equations recording a more general form of computation. Although in Turing's examples we can extract a reassuring degree of classically computable content, the natural framework is one of higher-type computation. Or, looked at from the point of view of the descriptions obtained, as a form of definability - again, not generally framable within the 1936 standard model.

There has been quite a lot written in recent years (see for example [1] [3, [4], 5]) on the increasing, multidisciplinary, attention being given to embodied computation; to evolutionary and experimental approaches to AI; to the mathematical theory of higher order computation since Stephen Kleene's seminal papers [7], [8]; and to the general field of what is often called 'unconventional computation'. Unconventional computation is often defined as that which delivers outcomes beyond those obtainable via a universal Turing machine. As a criterion, this is hard to apply in practice. And having a definition in terms of outcome instead of form of computational activity opens out all sorts of pitfalls for those seeking out models of computation which are truly 'unconventional'. An understanding of Turing's 1939 route to the incomputable, and the essential escalation of mathematical type involved, gives us a much more practical
test for unconventionality. It by-passes the need to verify computation beyond the Turing barrier, admitting Turing's morphogenic analyses, and enabling us to recognise and classify the undoubted unconventional aspects of a range of computational models.

So what should be celebrated in 2012? Above all, it should be the continued influence of the Turing vision on some of the most important research directions today. Turing had an amazing instinct for recognising big questions about how the world works. He was like another famous 20th century scientist, Paul Dirac, in having a very down-to-earth grasp of the what makes the world tick, combined with a brilliant grasp of abstract structures. Turing's work on the nature of computation has defined the computer revolution that has changed our world. And his groundbreaking explorations of processes beyond what a computer can handle look likely to provide key elements of the next trans-computer developments. We should celebrate how Turing combined the practical and the visionary, the abstract and the embodied, and gave us both technological breakthroughs and a continuing sense of the mystery of what lies beyond.
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#### Abstract

Researchers in the theory of computation are increasingly adopting a computational worldview that is radiating out to a wide circle of scientific and technological fields, recognizing that central phenomena of these fields are often computational in nature. Over the past decade we have applied this viewpoint to physics, molecular biology and economics. Connections are also developing to evolutionary biology, machine learning, social choice, social network analysis, nanotechnology, cognitive science and astronomy. To maximize the effectiveness of this outreach to the sciences, the theory of computation must join forces with the fields of massive data analysis and combinatorial optimization.


# Interaction and Collective Intelligence on the Internet 

Deyi $\mathrm{Li}^{1}$ and Liwei Huang ${ }^{2}$<br>${ }^{1}$ Department of Computer Science and Technology, Tsinghua University, Beijing, 100084, China<br>lidy@cae.cn<br>${ }^{2}$ Institute of Command Automation, PLA University of Science and Technology, Nanjing, 210007, China<br>huangliwei.1985@gmail.com


#### Abstract

Network interconnection, information interoperability, and crowds interaction on the Internet could inspire better computation models than Turing machine, since that human plays an important factor in Internet computing, so that the human-machine and machine-machine interactions have evolved to be the kernel of Internet computing. Internet has not been simply equivalent to a virtual huge computer, or a set of computers. On the Internet, human's behaviors are uncertain, the interactions and influence among people are also uncertain. These uncertainties cannot be described by Turing machine and traditional interaction machine. As a new computation platform, Internet computing requires new theories and methods. By combining topology in mathematics with the field theory in physics, we propose the topological potential approach, which set up a virtual field by the topological space to reflect individual activities, local effects and preferential attachments. This approach can be used to research the emergence of collective intelligence. Here, we introduce three case studies to illustrate the analysis on the collective intelligence on the Internet and discuss some potential applications of the topological potential approach.


Keywords: Turing machine, interaction, topological potential, collective intelligence.

## 1 Uncertainty on the Internet

The invention of computers provides a physical body for the implementation of artificial intelligence (AI) with certainty, while the invention of Internet provides a general platform for study on uncertain artificial intelligence. Internet is evolving, without top design, and its historical development is full of uncertainty, such as its scale and structure. All information processing and human behaviors over the Internet are full of uncertainty as well.

In 1969, the ARPA net implemented data transmission between computers. Since 1984, IP protocol has been widely applied as the building blocks for the Internet, and now everything is over IP, which provides a best-effort service
based on the way of connectionless communication. The transmission paths of data packets become uncertain. At the same time, the network scale, topology, access mode are uncertain. In 1989, the emergence of the World Wide Web made information publishing and sharing more efficient. The granularity and distribution of content (e.g., text, picture, audio, music, etc.), and hyperlink structure of websites are also uncertain. In the 21th century, with the rapid development of Web service, semantic web, Web 2.0 and cloud computing, the Internet-based and crowds-involved computing environment has been gradually built. Internet and World Wide Web have been regarded as an infrastructure for exchanging and sharing ideas, which makes the perception and cognition of human beings go beyond the time and space constraints. The uncertainty of human behaviors, community formation and public opinions on the Internet directly reflects the uncertainty of human intelligence. The ubiquitous uncertainty on Internet inevitably leads to the result that the computing over Internet would be noisy, redundant, and even mistaken.

In 1998, the paper published on Nature by Watts et al. presented the small world phenomenon in a large number of real-world networks which is considered the start point of network science [1]. In 1999, Barabási et al. proposed the notion of scale-free network on Science [2]. Since then, the researches on network science entered a new era. Internet has become an important object for the research on network science. People started to investigate fundamental principles in the uncertainty of Internet. If we consider the router as a node and the optical fiber cables connecting routers as edges, then Internet can be viewed as a complex network at the router level. If we consider autonomous systems as nodes and the routers between systems as edges, then Internet can be viewed as a complex network at the autonomous-system level. If we consider web pages as nodes and hyperlinks as edges, then Internet becomes a complex network at the web page level. Further considering human behaviors on the Internet, such as E-mail, blog, on-line shopping or instant communication, we can form various complex networks using different relationships (e.g., following relationships, friend relationships, comment relationships, supplier-consumer relationships, etc.). A lot of researches empirically show that the complex networks on the Internet at different levels have the small-world phenomenon and scale-free property. Faloutsos et al. have done some pioneering research on the Internet structure and evolution, and they discovered the power-law characteristic of Internet topology [3]. Albert et al. validated the small-world effect of the World Wide Web and Internet [4][5]. Girvan and Newman discovered the community structure on the Internet [6].

Existing researches reveal some basic principles underlying the structure of Internet, while most of them do not consider the uncertainty, in particular induced by the interactions between users. Several fundamental questions arise: can we simply consider the Internet as a "big" Turing Machine? If not, is there a novel computation model incorporating interactions involving human's participation beyond Turing machine?

## 2 The Limitations of Turing Model and Interaction Machine Model beyond Turing Machines

2012 marks the centenary of the birth of Alan Turing. In 1936, Alan Turing proved that mathematics could not be completely modeled by computers in his paper [7], and he answered an important question related to logic completeness, one of the 23 Hilbert problems. Automatic computer theoretical model (Called as Turing machine later) was proposed in the paper for the first time. Turing machine transfers the reasoning process into a series of simple mechanical movements, called computation. The computation has many equivalent descriptions, such as the recursive function, abacus machine, etc. As shown in Fig. 1, Turing machine is composed of an infinite tape, a state controller, and a readwrite head-plate. The action of a Turing machine can be described as five-tuple $<q, b, a, m, q^{\prime}>$, where $q$ and $q^{\prime}$ are the current and the next state of the controller, $b$ and $a$ are the original and modified symbols on tape, $m$ indicates the direction of head-plate, right, left or stop. The working process is determined by the state and the symbols called Turing machine program. In the automatic process, there is no need of any human's participation. Turing proposed the Turing Thesis: all computable functions can be executed by the Turing machine. From 1960s, computer scientists began to express general computable concepts using the Turing machine. Von Neumann architecture (shown in Fig. 2) can be viewed as an implement of the Turing machine. It consists of controller, calculator, storage, input and output devices. Its basic principles are program-stored and program-execution sequentially. The controller picks the instruction and data from storage and executes one by one, and then the program can be done automatically. Generally speaking, the core of computer is CPU, which consists of calculator and controller. All of the computation system is hierarchically organized by micro program, machine language, operation system, assembly language and senior language etc. Turing machine and the von Neumann architecture are considered as the basis of modern computer.


Fig. 1. Turing model


Fig. 2. Von Neumann architecture

Artificial Intelligence scientists have developed lots of formalizd reasoning methods, which solve problems by simulating and learning from human's actions when they dealing with the similar problems. In the last 50 years, benefiting from Turing machines and Von Neumann architecture, AI has made significant progress. People think that computers realize, extend, and even replace part of human intelligence.

The study of current life science and cognitive science has shown that human perception, cognition and intelligence reside in the entire human body, and they are cross-penetrating, for example, there exists collaborative relationship between brain and heart in human affective computing. Turing machine can merely reflects a small part of human intelligence, however when facing most cognitive problems, there still exist some fundamental challenges. For example, picture recognition and affective computing may be easy for human beings, but they are difficult to be expressed by Turing Machines. Some other examples such as commenting, writing, composing music and chatting, which aggregate human recognition abilities, are also difficult to be implemented by Turing machines.

In fact, computer scientists might not fully recognize the limitations of Turing machine. In many cases, Turing machine was regarded as a general model to deal with all computable problems, which overstates the functionalities of Turing machine. Here we list three limitations of modern computers. Firstly, the computing process from an initial state to a final state can be viewed as a mapping between two sets of certainty, Turing machine cannot describe the uncertain problems. Secondly, in the Turing machine, the analog value is discretized to digital values, whereas how to decode from digital value to analog value is not considered in the Turing machine. Thirdly, there is no a clear formalization method to describe the process from the input to output. In addition, the interaction between human and machines is not expressed in the Turing model. Milner in 1975 noticed that the concurrent process is unable to be expressed by sequential algorithms [8]. Wegner firstly proposed that Turing machine cannot simulate interaction in the close session of the fifth generation computer project in Japan in 1992. However, the artificial intelligence researchers attempted to formalize the human intelligence. In both experts system and neural network, researchers tried to put the
human intelligence into machines through algorithms and codes that could be executed by machines, so as to solve various problems automatically. In some sense, artificial intelligence scientists have been constrained by Turing machine.

Interaction is a kind of action that occurs as two or more objects have an effect upon one another. Being aware that Turing machine cannot express the interaction with external environment, a new computing model - interactive computing was proposed. Researchers began to extend Turing machine to interaction machine with input and output actions that supports interaction with the external environment. The interaction machine introduces the observation equivalence as a metric for expressiveness ability. According to this metric, interaction machine are more expressive than Turing machine. Wigner defined the interactive property and interaction machine [9]. A computing agent has the interaction property if it has input and output actions that interact with an external environment not under its control. An interaction machine is an extended Turing machine with the interaction property. While Turing machine have finite input tapes, interaction machine have input streams whose elements are supplied by an external mechanism which is not under its control [9]. Although many evidences showed that the interaction cannot be expressed by the algorithm, but it is still difficult to prove it theoretically. Wigner and Goldin proposed a series of interaction models [10], among which the Sequential interaction machine and the Multi-Stream interaction machine are the two state-of-the-art models. As shown in Fig. 3, Sequential interaction machine can be denoted by a 3-tuple $<S, I, F>$, where $S$ is an enumerable set of states, $I$ is an enumerable set of inputs, $F: S \times I->S \times O$ is a computable function, $O$ is a set of outputs. Then a computation step is a complete Turing machine computation. The difference of Sequential interaction machine from Turing machine is that its input of each step is unpredictable and dynamic, this is because the input of the each step may depend on the output of previous step and some external events. The output of every step is determined by the input of the current step. Given this, we can easily obtain that the output is nondeterministic. The Multi-Stream interaction machine is a finite machine model that interacts with multiple streams.


Fig. 3. Sequential interaction machine (Input $i \in I$, Output $o \in O$, and mapping $m$ )

Besides the interaction machine, there are other computation models beyond Turing machines. Though some of these models support the interaction with the external environment in the calculation process, and have stronger expressive ability than Turing machine, they still have their own limitations. Firstly, they only describe a single interactive system, but do not support composite systems
or large-scale complex systems; Secondly, the interactions can only change the content in their work tape, but cannot change the state set and state transition relations of the controller, thus their expressive ability may be limited; Last and also being the most critical problem, they did not study how to interact with the external environment, and cannot express the interactions involving human's participation.

With the rapid development of microelectronics and communication technologies, high-performance computers, cluster computers, virtual machines and distributed systems that are under centralized control and have multi-processor structures, can be still regarded as a Turing model. Internet, Web, Web 2.0 and cloud computing emphasize to embed computer into network, environment, or daily used tools, and software as service. In this way, people can pay more attention to the task itself. Internet has provided a way of network interconnection and information interoperability. More importantly, it incorporates human factors into the network. Due to the natural intelligence of human beings, once they participate in information interoperability on the Internet, the Internet is not merely used for transferring information. A completely new Internet computing is formed. Interaction becomes an important component on Internet. On Internet, human's behaviors are uncertain, the interactions and influence between people are also uncertain. This uncertainty cannot be described by Turing machine and traditional interaction machines. Therefore a novel computation model is needed.

## 3 Topological Potential

Previously, scientists studied the collective behaviors including Particle Swarm, Ant colony, bee colony, and they focused on the evolution of organisms, evolutionary computation, even natural computing. But now, with the popularity of the Internet and the development of network science, people are increasingly concerned about the individuals on the Internet who have activity, the collective behaviors relying on their interaction, and the collective intelligence emerging from their interaction.

Collective intelligence in Internet computing inspires new, more general computation models, the new computation models require new theories and methods. We have made some attempts, cognitive physics, a bridge between mathematics and physics is built, by combining topology in mathematics with the field theory in physics, we propose the topological potential approach, which set up a virtual field by the topological space to reflect individual activities, local effects and preferential attachments, and which can be used to research the emergence of collective intelligence.

From the classic concept of field introduced by British physicist Faraday in 1837, the field as an interpretation of non-contact interaction between particles in every different granularity, from atom to universe, had attained great success. Potential field is discussed most among all physical fields in physics. In
potential field, the potential value of any point in the space is proportional to the value of the parameter (e.g., particle mass, electric charge etc.) representing field strength, the potential value decrease with the increase of the distance to the field source. For long-range field such as gravitational potential field and electrostatic potential field, the potential value is inversely proportional to distance, there still exists field force in places far away from the field source. But for short-range field such as center potential field of the nuclear, the potential value decrease sharply with the increase of distance, the potential value fell to zero soon.

Inspired by the property of physical fields, we considered network as a physical system including several nodes and its interaction. For every node, there exists a field around it. And any nodes in the field would be affected by all other nodes. According to the understanding of real networks, we deem that the interaction effect between nodes is local and would rapidly decrease with the increase of the distance. In this paper we use Gaussian potential function to describe the interaction effect between nodes. Gaussian potential function which has clear mathematical properties can describe the potential distribution of short-range field. This field is called as topology-potential field. All of nodes in a network affect each other by their potential fields overlapping. The potential field in networks does not like other classic field owning Euclidean distance, we replace Euclidean distance by jumps between two nodes.

Given a network $G=(V, E)$, where $V$ is the set of nodes, $E$ is the set of edges. The potential $\varphi(j \rightarrow i)$ generated from $v_{j}$ to $v_{i}$ can be defined as:

$$
\begin{equation*}
\varphi(j \rightarrow i)=m_{j} \times e^{-\left(\frac{d_{j \rightarrow i}}{\sigma}\right)^{2}} \tag{1}
\end{equation*}
$$

Where $m_{i}$ is the mass of node, $d_{j \rightarrow i}$ is the logical distance between node $v_{j}$ and $v_{i}$ in network topology, $\sigma$ is influence factor. In case of $j=i, d_{j \rightarrow i}=0$, $\varphi(i \rightarrow i)=m_{i}, m_{i}$ equal to the node's potential because of its own capacity.

So, the topological potential of a node can be defined as:

$$
\begin{equation*}
\varphi\left(v_{i}\right)=\sum_{j=1}^{n} \varphi(j \rightarrow i)=\sum_{j=1}^{n}\left(m_{j} \times e^{-\left(\frac{d_{j \rightarrow i}}{\sigma}\right)^{2}}\right) \tag{2}
\end{equation*}
$$

Influence factor $\sigma$ is used to control the influence range of a certain node, $m_{i}$ denotes the node mass of $v_{i}(i=1 \ldots n), m_{i}$ reflects the inherent property of $v_{i}$. In real network, the inherent property of node has various physical interpretations, i.e., user engagement, salary, knowledge background, social background and activity capacity of people in real social network, the number of friend and social influence of people in the online social network et al. This property reflects the activity of the node.

The topological potential approach has been used widely in lots of researches, i.e., discovering high interaction capacity nodes in network, discovering network communities, etc. Through defining and calculating the topological potential score of each node, Jun Hu et al. use topological potential to model node
importance with activity and local effect in complex networks [11]. GAN Wenyan et al. use topological potential to find the lower potential nodes sets which are attracted by different higher potential nodes, they realized network communities discovery. Experiments show that this approach can discover the inherent communities in network effectively without additional algorithm parameters such as the number of communities, and it shows high algorithm performance [12]. Cognitive physics use physics methods to study the thinking process which is from quantitative to qualitative and from data to knowledge, and formalized organization of information used by the thinking [13]. From the view of cognitive physics, topological potential approach builds a virtual field and can reflect individual activity, local effect and preference attachment, which can be used to research collective intelligence emergence from interaction.

## 4 Collective Intelligence on the Internet

Roughly speaking, the Internet environment is comprised of computing, storage, communication, and human beings who interact with Internet. Human's activities on the Internet include consuming, commenting, sharing information, and creating new content as well. Many real-world applications benefit from the power of collective intelligence. Here we will present three typical cases to illustrate the collective intelligence on the Internet.

Case 1: Social annotation system, gives an opportunity for interested groups to participate into the organization of digital resources. The collective intelligence of the public is used to complete the task on identification and classification of digital resource. In Del.icio.us $\sqrt{1}$, Flickı [2, last.fm $3^{3}$, YouTub\& 4 , users are allowed to annotate and share bookmarks, pictures, music and videos. Social annotation brings value-added information. Figure 4(a) shows clearly statistical properties of power-law distribution for tags of different categories in three different annotation systems on bookmarks, pictures and music. The top tags, second sample, and long tail have the same distribution patterns. Figure 4(b) shows a tag network of a Flickr user. The tag network can be used to build the user's personalized information. Users' preference can be then discovered by clustering the tag networks of different users. Different clusters reflect different preferences of users. Figure 4(c) gives the Mean Average Precision (MAP) comparison results of five tag-base resource retrieval algorithms, i.e., non-personalized, vector space, hierarchical clustering, k-means and topological potential approach. The experimental results demonstrated that the algorithms using tag clustering outperform the method directly using the vector space model. For all the five algorithms, the personalized method using tag clustering based on topological potential achieves the best performance. The retrieval and classification of resources can be improved by augmenting statistical characteristics of social

[^1]

Fig. 4. Application of collective intelligence in social tagging system: (a)tagstatistical properties; (b)tag network of a Flickr user; (c)Comparison of personalized IR method
tagging, user's preferences, and collective intelligence behind the tagging behavior. Compared with the traditional methods based on content understanding of image or video, our method using topological potential provides a more efficient solution for information retrieval.

Social annotation reflects the individual's knowledge, experience, preferences and habits of thinking at different information granularity, showing the personalized cognitive abilities of the participants. Figure 5 shows a public participation experiment of image classification 5 . Figure 5 (a) gives the input photos of people and pets. People are asked to annotate the category of the photos. Figure 5 (b) shows one popular classification result. It is intriguing that participants do not merely classify the photos based on pets and people. Most participants classify the photos into six categories based on their common sense and observations from daily life. Such a classification resulted by collective intelligence of participants is impossible to finish for the Turing machine.


Fig. 5. Collective intelligence picture classification experiment: (a)Provided to participants of the picture; (b)The participants agreed classification results

[^2]Case 2: Wikipedid ${ }^{6}$, creating articles by the public, is another typical application of collective intelligence on the Internet. In wiki mode, any user can edit the entries by his intention. Any user can edit any article freely. The participants may make mistake, or even maliciously modify the content, but with public participation, the introduced errors will soon be rectified. The most entries in wiki have maintained high quality. As shown in Fig. 6, the "cloud computing" was first edited in September 4th, 2007. Its definition gradually forms a more accurate, comprehensive and rich rational explanation from a simple, unilateral edition. Views count of entries in a single month rises from 21,537 times in January 2008 to 431,131 in January 2012. Figure 6(c) shows the heat map of term "cloud computing", which shows the change of the editions. The quality of the entries has been improved continually and a consensus is gradually reached. Just like the cognitive processes and concept exploration of human, Wikipedia entries will gain a more correct definition after repeatedly sharing, interaction and evolution by collective behaviors. This kind of collaborative editing behaviors is the result of collective intelligence.


Fig. 6. Evolution of item"cloud computing" in Wikipedia: (a)item"cloud computing" in September 4th, 2007; (b)item" cloud computing" in February 14th, 2012; (c) the heat map of Term "cloud computing"

Case 3: Network literature writing is another collective intelligence phenomenon on the Internet. The open nature of the Internet makes every one engage in the process of literature writing. People can freely write, criticize, and comment on any literature work. This actually resulted in a lot of outstanding network literature work such as The First Intimate Contact, Chengdu, Tonight, Please forget me, Today, Go Lala Go and Naked Marriage Age, Love Is Not Blind. These network literature works show their unique charm and won numerous readers. Through the bridge of network, the authors and the readers are no longer two separated groups, Internet provides them with a real-time interactive platform, where the readers write comments to the literature and interact with its author, and accordingly influence the work. The readers are not just information consumers as before,

[^3]instead they are closely involved into the creation process of works. There is little doubt that a network literature work is the result of the collective intelligence.
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#### Abstract

Every 30 years there is a new wave of things that computers do. Around 1950 they began to model events in the world (simulation), and around 1980 to connect people (communication). Since 2010 they have begun to engage with the physical world in a non-trivial way (embodiment-giving them bodies). Today there are sensor networks like the Inrix traffic information system, robots like the Roomba vacuum cleaner, and cameras that can pick out faces and even smiles. But these are just the beginning. In a few years we will have cars that drive themselves, glasses that overlay the person you are looking at with their name and contact information, telepresence systems that make most business travel unnecessary, and other applications as yet unimagined.

Computer systems are built on the physical foundation of hardware (steadily improving according to Moore's law) and the intellectual foundations of algorithms, abstraction and probability. Good systems use a few basic methods: approximate, incrementally change, and divide and conquer. Latency, bandwidth, availability and complexity determine performance. In the future systems will deal with uncertainty much better than today, and many of them will be safety critical and hence much more dependable.


## Extended Abstract

The first uses of computers, around 1950, were to model or simulate other things. Whether the target is a nuclear weapon or a payroll, the method is the same: build a computer system that behaves in some important ways like the target, observe the system, and infer something about the behavior of the target. The key idea is abstraction: there is an ideal system, often defined by a system of equations, which behaves like both the target system and the computer model. Modeling has been enormously successful; today it is used to understand, and often control, galaxies, proteins, inventories, airplanes in flight and many other systems, both physical and conceptual, and it has only begun to be exploited.

Models can be very simple or enormously complex, quite sketchy or very detailed, so they can be adapted to the available hardware capacity even when it is very small. Using early computers to connect people was either impossible or too expensive, compared to letters, telephones and meetings. But around 1980 Moore's law improvements in digital hardware made it economic to use computers for word processing, e-mail, mobile phones, the web, search, music, social networks, e-books, and video. Much of this communication is real time, but even more involves stored information, often many petabytes of it.

So modeling and connection are old stories-there must be little more to do. Not so. Both the physical and the conceptual worlds are enormously complex, and there are great opportunities to model them more accurately: chemical reactions, airplane wings, disposable diapers, economies, and social networks are still far from being well understood. Telepresence is still much worse than face-to-face meetings between people, real time translation of spoken language is primitive, and the machine can seldom understand what the user doing a search is actually looking for. So there's still lots of opportunity for innovations in modeling and connection. This is especially true in education, where computers could provide teachers with power tools.

Nonetheless, I think that the most exciting applications of computing in the next 30 years will engage with the physical world in a non-trivial way. Put another way, computers will become embodied. Today this is in its infancy, with surgical robots and airplanes that are operated remotely by people, autonomous vacuum cleaners, adaptive cruise control for cars, and cellphone-based sensor networks for traffic data. In a few years we will have cars that drive themselves, prosthetic eyes and ears, health sensors in our homes and bodies, and effective automated personal assistants. I have a very bad memory for people's names and faces, so my own dream (easier than a car) is a tiny camera I can clip to my shirt that will whisper in my ear, "That's John Smith, you met him in Los Angeles last year." In addition to saving many lives, these systems will have vast economic consequences. Autonomous cars alone will make the existing road system much more productive, as well as freeing drivers to do something more useful or pleasant, and using less fuel.

What is it that determines when a new application of computing is feasible? Usually it's improvements in the underlying hardware, driven by Moore's law ( $2 \times$ gain / 18 months). Today's what-you-see-is-what-you-get word processors were not possible in the 1960s, because the machines were too slow and expensive. The first machine that was recognizably a modern PC was the Xerox Alto in 1973, and it could support a decent word processor or spreadsheet, but it was much too small and slow to handle photographs or video, or to store music or books. Engagement needs vision, speech recognition, world modeling, planning, processing of large scale data, and many other things that are just beginning to become possible at reasonable cost. It's not clear how to compare the capacity of a human brain with that of a computer, but the brain's $10^{15}$ synapses (connections) and cycle time of 5 ms yield $2 \times 10^{17}$ synapse events $/ \mathrm{sec}$, compared to $10^{12}$ bit events $/ \mathrm{sec}$ for a $2 \mathrm{GHz}, 8$ core, 64 bit processor. It will take another 27 years of Moore's law to make these numbers equal, but a mouse has only $10^{12}$ synapses, so perhaps we'll have a digital mouse in 12 years (but it will draw more power than a real mouse).

Hardware is not the whole story, of course. It takes software to make a computer do anything, and the intellectual foundations of software are algorithms (for making each machine cycle do more useful work) and abstraction (for mastering complexity). We measure a computer or communication system externally by its bandwidth (jobs done per unit time), latency (start to finish time for one job) and availability (probability that a job gets done on time). Internally we measure the complexity, albeit much less precisely; it has something to do with how many component parts there are,
how many and how complex are the connections between parts, and how well we can organize groups of parts into a single part with only a few external connections.

There are many methods for building systems, but most of them fit comfortably under one of three headings: Approximate, Increment, and Divide and conquer-AID for short.

- An approximate result is usually a good first step that's easy to take, and often suffices. Even more important, there are many systems in which there is no right answer, or in which timeliness and agility are more important than correctness: internet packet delivery, search engines, social networks, even retail web sites. These systems are fundamentally different from the flight control, accounting, word processing and email systems that are the traditional bread and butter of computing.
- Incrementally adjusting the state as conditions change, rather than recomputing it from scratch, is the best way to speed up a system (lacking a better algorithm). Caches in their many forms, copy on write, load balancing, dynamic scale out, and just in time compilation are a few examples. In development, it's best to incrementally change and test a functioning system. Device drivers, apps, browser plugins and JavaScript incrementally extend a platform, and plug and play and hot swapping extend the hardware.
- Divide and conquer is the best single rule: break a big problem down into smaller pieces. Recursion, path names such as file or DNS names, redo logs for failure recovery, transactions, striping and partitioning, and replication are examples. Modern systems are structured hierarchically, and they are built out of big components such as an operating system, database, a browser or a vision system such as Kinect.

For engagement, algorithms and abstraction are not enough. Probability is also essential, since the machine's model of the physical world is necessarily uncertain. We are just beginning to learn how to write programs that can handle uncertainty. They use the techniques of statistics, Bayesian inference and machine learning to combine models of the connections among random variables, both observable and hidden, with observed data to learn parameters of the models and then to infer hidden variables such as the location of vehicles on a road from observations such as the image data from a camera.

Some applications of engagement are safety critical, such as driving a car or performing surgery, and these need to be much more dependable than typical computer systems. There are methods for building dependable systems: writing careful specifications of their desired behavior, giving more or less formal proofs that their code actually implements the specs, and using replicated state machines to ensure that the system will work even when some of its components fail. Today these methods only work for fairly simple systems. There's much to be learned about how to scale them up, and also about how to design systems so that the safety critical part is small enough to be dependable.

Engagement can be very valuable to users, and when it is they will put up with a lot of hassle to get the value; consider an artificial eye for a blind person, for example. But other applications, such as a system that tells you which of your friends are
nearby, are examples of ubiquitous computing that although useful, have only modest value. These systems have to be very well engineered, so that the hassle of using them is less than their modest value. Many such systems have failed because they didn't meet this requirement.

The computing systems of the next few decades will expand the already successful application domains that model the world and connect people, and exploit the new domain that engages computers with the physical world in non-trivial ways. They will continue to be a rich source of value to their users, who will include almost everyone in the world, and an exciting source of problems, both intellectual and practical, for their builders.

# R-Calculus: A Logical Inference System for Scientific Discovery 

Wei Li<br>State Key Laboratory of Software Development Environment<br>Beihang University<br>liwei@nlsde.buaa.edu.cn


#### Abstract

A scientific theory must stand the verification by mans observation and experiments. It will be refuted by facts whenever its logical consequence contradicts some facts supported by observations and experiments. Thus, the process of scientific discovery is one of revising the theory according to the facts. The revision consists of the following steps:


1. discarding the laws of the theory which lead to the contradictions in such a way that the remaining part will be the maximum subset of the theory,
2. generating the facts supported by the experiments to create new laws for a new theory,
3. bringing forth the new scientific theory by merging the new laws with the remaining part of the old theory.

It is based on the scientists intuition and insight that the laws contradicting the experiments are deleted, while their intuition and insight are supported by implicit logical reasoning and analysis. Russells work shows us that for a study concerning logical analysis and reasoning, a formal inference system of logical connectives and quantifiers can be built up to do the study. R-calculus is such a formal inference system and it is capable of deriving and deleting the laws which are in conflict with the facts. Some examples are demonstrated to show how to use the calculus.

# Quantum Computing: A Great Science in the Making 

Andrew Chi-Chih Yao<br>Tsinghua University<br>andrewcyao@tsinghua.edu.cn


#### Abstract

In recent years, the scientific world has seen much excitement over the development of quantum computing, and the ever increasing possibility of building real quantum computers. What's the advantage of quantum computing? What are the secrets in the atoms that could potentially unleash such enormous power, to be used for computing and information processing? In this talk, we will take a look at quantum computing, and make the case that we are witnessing a great science in the making.


# The Convergence of Social and Technological Networks 
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#### Abstract

The growth of social media and on-line social networks has opened up a set of fascinating new challenges and directions for the field of computing. Some of the basic issues around these developments are the design of information systems in the presence of complex social feedback effects, and the emergence of a growing research interface between computing and the social sciences.

In this talk, we will review two key sets of challenges that arise in designing and analyzing on-line social systems. The first is to understand how information flows through these systems, and how the behavior of individuals is affected by the behavior of their neighbors in the network. The second is to understand the subtle processes by which individuals on these systems evaluate and form opinions about each other, and the ways in which these evaluations create incentives that drive behavior.


# Principles of Network Computing 
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#### Abstract

In the new century, the study of networks is being developed rapidly. Traditional algorithms based on the classical graph theory have not been able to cope with large scaled networks due to their inefficiency. In this paper, we review the research on the question why a huge network such as the www-network is efficiently computable, and investigate the principles of network computing.

Networks cannot be fully and exactly computed due to both their nature and their scales. The best possibility of network computing could be just locally testable graph properties, in sparse graph models. We review the progress of the study of graph property test, in particular, local test of conductance of graphs, which is closely related to the basic network structural cells - small communities.

In the past decade, an avalanche of research has shown that many real networks, independent of their age, function, and scope, converge to similar architectures, which is probably the most surprising discovery of modern network theory. In many ways, there is a need to understand the dynamics of the processes that take place in networks. We propose a new local mechanism by introducing one more dimension for each node in a network and define a new model of networks, the homophily model, from which we are able to prove the homophily theorem that implies the homophily law of networks. The homophily law ensures that real world networks satisfies the small community phenomenon, and that nodes within a small community share some remarkable common features.


## 1 Introduction

The computation in the last century is to give a precise answer to a problem. For example, how to decide whether a given boolean function is satisfiable, how to give an assignment to a conjunctive normal form to maximize the satisfied clauses, etc. This research pushes forward algorithm analysis and computational complexity. At the beginning of the new century, as the study of networks (huge graphs) appears, we realized that polynomial time algorithms which is traditionally considered efficient are no longer practical in dealing with the massive data of networks. Sometimes, even linear time is overpaid, which means that reading the whole input is not allowed. This seems an insurmountable obstacle in classical computation.

We observe that the formation and evolution of a network comply with some local regulations. For example, although there are over seven billions of population in the

[^4]world, an individual is just closely related to a small number of them such as relatives and friends. This is a universal feature for almost all people which implies similar acquaintance community structures in each part of the world. Local regulations provide an efficient way to analyze networks: localizing and randomizing our manipulations. This idea originates from the celebrated work of Arora and Safra [4] and Arora et. al. [3], where it is realized that to verify a witness for an NP problem, instead of reading through the witness and deciding it in polynomial time, we only need to query randomly a small number of bits and then make a decision in constant time which succeeds with high probability. This is the well-known PCP theorem, $\mathrm{NP}=\mathrm{PCP}(O(\log n), O(1))$ [43]. It tells us that at the sacrifice of correctness not too much, the algorithm efficiency could be improved dramatically. Property test is derived from this idea.

### 1.1 Graph Property Test

Graph property test is concerned with a sub-linear time randomized algorithm for deciding whether a graph has a given property or far from having it. A graph property, $\Pi$ say, is usually defined as a set of graphs. A graph $G$ is said to satisfy property $\Pi$ if $G \in \Pi$. The algorithm, called a tester, is given a query access to a suitable representation of the graph, and outputs correct answers with probability at least $\frac{2}{3}$.

We have three kinds of graph models used in graph property test. They are different in the type of queries and distance measurements they use. The first is the dense graph model introduced in [11]. It is simply the $n \times n$ sized adjacency matrix of a graph, where $n$ is the number of vertices in the graph. For each query, the tester asks whether there is an edge between nodes $u$ and $v$ in the graph for some $u, v$. A graph is $\epsilon$-far from having a property if at least a total number of $\frac{1}{2} \epsilon n^{2}$ edges should be removed or added such that the graph has this property.

The second model is the bounded-degree model introduced in [13]. In this model, there is a universal upper bound $d$ on the degree of each vertex and a graph is represented by its incidence list. For each query, the tester asks which is the $i$-th ( $1 \leq i \leq d$ ) neighbor of vertex $u$. The answer is the index of the neighbor in the graph if it exists and a symbol " $\perp$ " otherwise. A graph is $\epsilon$-far from having a property if at least a total number of $\frac{1}{2} \epsilon d n$ edges should be modified such that the graph has this property while maintaining the degree bound.

The third model is the general graph model introduced in [2817]. The query type of this model is typically the combination of the previous two models. The tester can query not only whether there is an edge between $u$ and $v$, but also the $i$-th neighbor of a vertex $u$, where $i$ could be as large as $\Omega(n)$. Moreover, for some particular objects, the testers can query the degree of any vertex [281721]. The distance is measured by the number of edges, denoted by $m$. A graph is $\epsilon$-far from having a property if at least $\epsilon m$ edges should be modified such that the graph has this property.

The parameter $\epsilon$ in each model is usually called the distance parameter. As a huge sparse graph, a network is usually represented in the latter two models. We mainly introduce the results in these two models. For the bounded degree model, Goldreich and Ron [13] presented testers for testing several natural properties as summarized in Table 11 They also established lower bound $\Omega(\sqrt{n})$ of query complexity for the Bipartite and Expander properties, where $n$ is the size of the graph.

Table 1. Query complexity for some graph properties in [13]

| Property | Query complexity |
| :---: | :---: |
| Connectivity | $\widetilde{O}(1 / \epsilon)$ |
| $k$-edge-connectivity | $\widetilde{O}\left(k^{3} \epsilon^{-3+\frac{2}{k}}\right)$ |
| Eulerian | $\widetilde{O}(1 / \epsilon)$ |
| Cycle-freeness | $O\left(\epsilon^{-3}\right)$ |

For the general graph model, Parnas and Ron gave the first testing algorithm in this model for the graph diameter 1 , and sequentially, the testers for bipartiteness [17] and triangle-freeness [2] in general graphs were given (see the references for the details in different cases).

An important object that is closely related to community structures in networks and widely studied is testing conductance (expansion in bounded degree graphs). Given a graph $G=(V, E)$ on vertex set $V$ and edge set $E$, let $S \subseteq V$ be a vertex subset. The volume of $S$ is defined to be the summation of the degrees of the vertices in $S$, denoted by $\operatorname{vol}_{G}(S)=\sum_{v \in S} \operatorname{deg}(v)$. Given a cut $(S, \bar{S})$, where $\bar{S}$ denotes the complement of $S$ in $V$, the conductance of the cut is defined to be $\operatorname{cond}_{G}(S)=\frac{E(S, \bar{S})}{\min \{\operatorname{vol}(S), \operatorname{vol}(\bar{S})\}}$, where $E(S, \bar{S})$ is the number of edges crossing the cut. We also write $\operatorname{vol}(S)$ and $\operatorname{cond}(S)$ for abbreviation if $G$ is clear from context. The conductance of graph $G$ is the minimum conductance among all the cuts of $G$. That is, $\operatorname{cond}(G)=\min _{S} \frac{E(S, \bar{S})}{\min \{\operatorname{vol}(S), \operatorname{vol}(\bar{S})\}}$.

The conductance is often used as a criterion of communities - the basic structural cells in networks (see next subsection for details). A cut $(S, \bar{S})$ which has a small conductance implies a vertex subset $S$ such that it is (relatively) dense inside $S$ and (relatively) sparse on its boundary. In the bounded degree graphs, such criterion is always given by the edge expansion $\min _{S \subseteq V} \frac{E(S, \bar{S})}{\min \{|S|,|\bar{S}|\}}$, which is linearly related to the conductance.

The problem of testing expansion in bounded degree model was first formulated by Goldreich and Ron [12] in 2000. They also proposed a tester with analysis depending on an unproven combinatorial conjecture. In 2007, using combinatorial techniques, Czumaj and Sohler [8] gave a tester for vertex expansion. They showed that, given parameters $\alpha, \varepsilon>0$, the tester accepts all graphs with vertex expansion at least $\alpha$, and rejects all graphs that are $\varepsilon$-far from having vertex expansion less than $\alpha^{\prime}=\Theta\left(\frac{\alpha^{2}}{d^{2} \log n}\right)$. Using algebraic argument based on the idea of Goldreich and Ron in [12], Kale and Seshadhri [16] as well as Nachmias and Shapira [27] improved $\alpha^{\prime}$ to $\Theta\left(\alpha^{2}\right)$ for both vertex and edge expansions. The constant in $\Theta$ depends on the degree bound $d$ and the query complexity is $\frac{1}{\alpha^{2}} \cdot \tilde{\mathcal{O}}\left(n^{\frac{1}{2}+\sigma} \cdot \frac{1}{\varepsilon}\right)$ for any small constant $\sigma>0$.

Note that these results did not give strict property testers because of the gaps between the two thresholds $\alpha$ and $\alpha^{\prime}$. Because of the Cheeger obstacle, the quadratic gap is hard

[^5]to improve. However, the query complexity is almost touching the lower bound $\Omega(\sqrt{n})$ [14] ${ }^{3}$.

The problem they discuss for testing expansion is in fact to test conductance. The main idea is based on random walks by the following intuition. If the graph has a large conductance, then random walks starting from any vertex mix very fast, and collide with each other with low probability. Otherwise, once starting from a node in a small set with small conductance, the random walks cannot go out of it easily, and then the random walks starting from this node will collide with high probability.

Recently, Li, Pan and Peng [21] gave a tester for testing conductance in the general graph model. They showed that, given distance parameter $\varepsilon$ and any constant $\sigma>0$, there exists a tester whose running time is $\mathcal{O}\left(\frac{m^{(1+\sigma) / 2} \cdot \log n \cdot \log \frac{1}{\varepsilon}}{\varepsilon \cdot \Phi^{2}}\right)$, where $n$ is the number of vertices and $m$ is the number of edges of the input graph. With probability at least $2 / 3$, the tester accepts all graphs of conductance at least $\Phi$, and rejects any graph that is $\varepsilon$-far from any graph of conductance at least $\alpha^{\prime}$ for $\alpha^{\prime}=\Omega\left(\Phi^{2}\right)$. Technically, they defined a new graph transformation method called the non-uniform Zig-Zag product to transform locally any given graph $G$ to a regular $G^{\prime}$, while maintaining the conductance not to change too much. Then the testing algorithm for the bounded degree model works on the (imaginary) graph $G^{\prime}$. This result matches the best known tester for the bounded degree graph model given by Kale and Seshadhri [16].

Until now, we know that to the algorithmic aspect, graph property test is a reasonable local approach to problems in networks under the condition that only sub-linear time algorithms are permitted. Next, to the aspect of network formation, we introduce a local mechanism that guarantees as many as possible the ubiquitous network characteristics.

### 1.2 Homophily of Networks

The 1999 Science paper by A. -L. Barabási and R. Albert [6] reported that the phenomenon of scale-freeness, or equivalently, power law degree distribution, which was observed as early as 1926 in Lotka [25], 1932 in Zipf [31], and explained in 1955 by Simon [29], is shared by real networks of quite different nature, and that two mechanisms, growth and preferential attachment, are the underlying causes. Moreover, a large number of research has shown that many real networks, from the cell to the Internet, independent of their age, function, and scope, converge to similar architectures [5].

In 1967, S. Milgram [26] conducted a series of experiments, showing that the average number of intermediate steps in a successful acquaintances chain lies between 5 and 6 , which is called the "six degrees of separation". Since then the so called small world phenomena has been verified in many real networks, in particular, in the World Wide Web [1]. In 1998, Watts and Strogatz [30] proposed a simple model of networks by adding random edges to a grid graph or the like, to explain the small world phenomenon of networks. In 2000, Kleinberg [18] introduced the model of adding edges with endpoints chosen with probability inversely proportional to a power of the distances in the grid, allowing us to locally find short paths between two vertices.

[^6]In the past decade, communities or clustering of networks was described as the basic modularity of networks, and identifying and finding of large communities of networks have been very successful by various algorithms based on the classic graph partitioning [9]. Graph partitioning algorithms have been extensively studied with a number of applications such as in protein-protein interaction networks [15] and scientific collaboration networks [10]. Recently, Li and Peng [22] gave a mathematical definition of communities, and small community phenomenon: Given a graph $G=(V, E), n=|V|$ and $\alpha, \beta, \gamma>0$, we say that a connected set $S \subset V$ of size $\omega(1)$ being any slowly growing function of $n$ is an $(\alpha, \beta, \gamma)$-community if $|S|=O\left((\ln n)^{\gamma}\right)$ and the conductance of $S$, denoted by $\Phi(S)$, is at most $\frac{\alpha}{|S|^{\beta}}$; We say that the network $G$ satisfies the small community phenomenon, if there are constants $\alpha, \beta$ and $\gamma$ such that most vertices of $G$ are contained in some $(\alpha, \beta, \gamma)$-communities, in which case, we call $(\alpha, \beta, \gamma)$ the local dimension of $G$.

As commented in the 2009 Science paper by A. L. Barabasi [5] that: "The problem is that there are almost as many dynamical phenomena as there are complex networks. ... Is there a chance that, despite their diversity, these dynamical processes share some common characteristics?" Therefore, for the research in the next step of network theory, it is a grand challenge for us to develop some uniform approaches to analyzing the structures and dynamics of networks in general.

Li and Peng [2223] investigated this problem by proposing a hybrid model and a self-loop model of networks in which networks satisfy simultaneously the power law degree distribution, the small world phenomenon, and the small community phenomenon. Both of these two models are geometrical, which intuitively capture the small community phenomenon in networks that are more closely related to geographical locations. However, we also need to explain the reason why so many real networks whose connections depend on logical relations, such as collaboration networks, citation networks, slashdot networks, e-mail networks and Wikivote networks etc [19], do satisfy the small community phenomenon, and what roles the small community phenomenon plays in the evolution of networks.

Li and Zhang in [24] proposed a homophily phenomenon of graphs: given a graph $G=(V, E)$, a coloring $c$ of vertices of $G$, and a constant $\phi$, we say that a vertex $v$ is satisfied in $G$, if there are at least $\phi \cdot d_{v}$ neighbors of $v$ that share the same color as $v$, where $d_{v}$ is the degree of $v$ in $G$. They also investigated the algorithmic aspects of the following extension problem of graph coloring: given a graph $G$, a partial coloring $g$ of vertices of $G$, and a constant $\phi$, find the full extension coloring $f$ of $g$ such that the number of satisfied vertices of $G$ is maximized. In this model, they use color to denote the property of a vertex, which reflects some behavior in social networks.

By introducing one more dimension, that is the color into the classical preferential attachment model, A. Li, J. Li, Y. Pan and P. Peng [20] propose a discrete model of networks, the homophily model of networks, from which a network, $G$ say, simultaneously satisfies the following properties:
(1) $G$ satisfies the power law degree distribution,
(2) $G$ has a small diameter,
(3) vertices in a small community of $G$ share something in common, that is, share the same color in our model,
(4) the induced subgraph of a small community of $G$ satisfies the power law degree distribution,
(5) small communities of $G$ has some representatives, that is, the seeds in our model, and
(6) there are $1-o(1)$ fraction of vertices of $G$ that are included in some small communities.

This results imply a homophily law of networks: the small community phenomenon of a network stems from the tendency of individuals to bond with similar others and the individuals in the same community share some common features. The homophily law captures our common sense experience as stated by a Chinese saying: "people sharing the same interests come together, materials are grouped by categories." A. Li, J, Li, Y. Pan and P. Peng [20] have shown that this common sense can be proved mathematically, and more importantly, that this mathematical characterization of the homophily law can be used to analyze the dynamics and extracting information of networks.

## 2 Homophily Law - The Source of Small Community Phenomenon

In this section, we give the formal definition of the homophily model and homophily theorem. We briefly introduce the proof of this theorem and its applications in extracting information in real networks.

### 2.1 Homophily Model and Homophily Theorem

Definition 1. (Homophily Model of Networks) Let $n$ be the number of nodes of the graph we are constructing. Let $d \geq 4$ be a positive integer. The graph $G$ is defined by stages:

1. For notational simplicity, we start at stage 2. At time 2, we are given an initial graph $G_{2}$ with two vertices of different colors connected by a single edge. Each of the two nodes has d-1 self-loops.
2. For $i=3,4, \ldots, n$, at time $i$, add a new node $v$ such that
(a) Let $p$ be a real number (probably dependent on $i$ ) in $[0,1]$. With probability $p$, $v$ chooses a new color, $\kappa$ say, that has not been used in $G_{i-1}$ yet. In this case, add $d-1$ self-loops on $v$ and an edge $(u, v)$, where $u$ is chosen with probability proportional to the degrees of nodes in $G_{i-1}$.
We say that $v$ is the seed of the color $\kappa$.
(b) With probability $1-p$, define the color of $v$ to be the one, $\kappa$ say, which is uniformly chosen from the existing colors in $G_{i-1}$.
Add d edges $\left(u_{j}, v\right)$, for all $j=1,2, \ldots, d$, where $u_{j}$ 's are chosen with probability proportional to the degrees of all the nodes that have the same color as $v$ in $G_{i-1}$.
3. For every seed $v$, we remove all the self-loops on $v$, and replace it by a random $(d-1)$ regular graph.

Denote by $G$ the final graph. We need some notations to help us understand the structure of $G$.

## Definition 2. Let $G$ be the graph built in Definition 1.

(i) Given a color $\kappa$, let $S_{\kappa}$ be the set of all nodes in $G$ that share the same color $\kappa$.

We say that $S_{\kappa}$ is a homochromatic set.
(ii) We say that an edge $(u, v)$ is a local edge of $G$, if $u$ and $v$ share the same color, that is, both $u$ and $v$ are in some homochromatic set.
(iii) We say that an edge $e=(u, v)$ is a global edge of $G$, if $u$ and $v$ have different colors.

Note that the seed of a homochromatic set is the first node appearing in this set. The subsequent coming nodes of the same color adhere around it and the homochromatic set grows. This gives us an intuition of a community and the seed is interpreted as the representative of the community. The following homophily theorem tells us that with proper parameters, $G$ satisfies the three fundamental properties: the power low degree distribution, the small world phenomenon, and the small community phenomenon.

Theorem 1. (Homophily Theorem) Let $p=\log ^{-c}$ ifor some constant $c>4$, and $G$ be the network given in Definition 1. With probability $1-o(1)$, the following properties hold:
(1) For every color $\kappa$, the induced subgraph of the homochromatic set $S_{\kappa}$ is connected, and satisfies the power law degree distribution.
(2) $G$ obeys the power law degree distribution.
(3) The average node to node distance is $O(\log n)$.
(4) There are $1-o(1)$ fraction of nodes of $G$ whose homochromatic set is an ( $\alpha, 0.8$ / $(c+1), c+1)$-community.

### 2.2 Proof Sketch of Homophily Theorem

The proof of Homophily theorem is based on the construction of $G$ and probability bounding techniques. For (1), the connectivity of a homochromatic set $S_{\kappa}$ is obvious. The power law distribution in a homochromatic set stems from the canonical analysis of degree distribution [7] for the preferential attachment model. For (2), the power law distribution over $G$ follows from the fact that the union of vertex sets, each of which obeys the power law degree distribution of identical power, also obeys the power law degree distribution.

For (3), the small world phenomenon is shown by two steps. Firstly, it can be shown that with high probability, each homochromatic set has small diameter. Secondly, the random $(d-1)$ regular graph guarantees that the subgraph induced by seeds has a small diameter and keeps the degrees. The small world phenomenon follows immediately.

For (4), the small community phenomenon is concluded by showing that the homochromatic sets whose seeds appear neither too early nor too late are good communities with high probability. Specifically, the following two properties hold with overwhelming probability: (i) the homochromatic sets whose seeds appears in the time interval $\left[\frac{n}{\log ^{c+2} n},\left(1-\frac{1}{\log ^{c-2} n}\right) n\right]$ are $(\alpha, 0.8 /(c+1), c+1)$-communities for some constant $\alpha$, and (ii) all but $o(1)$ fraction of nodes belong to these homochromatic sets.

### 2.3 Applications in Information Extraction

In this section, we give an application of the homophily law in information extraction (corresponding to finding missing colors in the homophily model). In real networks, we generalize the case of single color (in our model) to that of multi-color. That is, a node may have a constant number of colors. For instance, a paper in a citation network may have up to 5 keywords which are interpreted as the colors of the paper, and a protein in a protein-protein interaction network may have one, or two, or more functions which are interpreted as the colors of the protein. A node in a social network is a person with a few roles, such as, a computer scientist may take role as either a professor, or an editor of some journals, or as a member of family and relatives etc. The homophily law ensures that nodes in a true community must share something in common. Conversely, we can also extract these roles from community structures by the homophily law. Next, as an example, we use this idea to find missing keywords for papers from a citation network.

We study the Arxiv HEP-TH (high energy physics theory). It is a citation network from the e-print arXiv and covers all the citations within a dataset of 27,770 papers. If paper $i$ cites paper $j$, then the graph contains a directed edge from $i$ to $j$. Each of the papers in the network contains a title, an abstract, a publication journal, and a publication date of the paper. There are 1214 papers whose keywords were listed by their authors. Our goal is to use this information to predict and confirm keywords for the each of the remaining papers in the network.

Firstly, we need to find out all the community structures of the citation network. Second, we suppose that $K_{1}, K_{2}, \cdots, K_{l}$ are all known keywords among papers in a community $C$. We use the known keywords $K_{1}, K_{2}, \cdots, K_{l}$ to predict and confirm keywords for papers in $C$ for which no keywords are listed by their authors. We proceed


Fig. 1. The keywords prediction curve
as follows. Suppose that $K_{1}, K_{2}, \cdots, K_{i}(i \leq l)$ are the most popular $i$ keywords among all the known keywords of $C$. Given a paper $P$ in $C$ for which no keywords are listed in the network, for each $j \leq i$, if $K_{j}$ appears in either the title or the abstract of paper $P$, then we say that $K_{j}$ is a predicted and confirmed keyword for $P$. We do so for each community.

We use the small community searching algorithm COMMUNITY given by $\mathrm{A} . \mathrm{Li}$, J. Li and P. Peng [19] to find all the (overlapping) communities and get the local dimension and fundamental data of the Arxiv HEP-TH network: in the largest connected component whose size is $2.74 \times 10^{4}$, there are 0.67 fraction of nodes each of which belongs to some $(\alpha, \beta, \gamma)$-community with $\alpha=0.33, \beta=0.04$ and $\gamma=2.91$. The average size of all communities is 225 . Then for each community we choose different $i$ 's as the number of keywords and get the number of papers whose keywords are predicted and confirmed (as shown in Figure It is shown that, for example, if we choose the most popular 20 keywords in each community, there are totally about $1.5 \times 10^{4}$ papers' keywords are predicted and confirmed. Even if we just choose the most popular five keywords, the number is still over ten thousands, which is near ten times of the 1214 papers whose keywords keywords were initially listed by the authors.

## 3 Conclusions

In this paper, we focus on the local algorithms and mechanisms for network study. We introduce the graph property testing problem as an efficient way to solve classic problems in large scaled networks. We also introduce a local mechanism of the homophily law, a mathematical version of the proverb "birds of a feather flock together". Based on this law, we introduce a new method for information extraction, and give an experiment of retrieving keywords for papers on a citation network. Both of the two aspects support our belief that networks computing can be achieved locally.
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#### Abstract

We survey a recent new line of research on the small community phenomenon in networks, which characterizes the intuition and observation that in a broad class of networks, a significant fraction of nodes belong to some small communities. We propose the formal definition of this phenomenon as well as the definition of communities, based on which we are able to both study the community structure of network models, i.e., whether a model exhibits the small community phenomenon or not, and design new models that embrace this phenomenon in a natural way while preserving some other typical network properties such as the small diameter and the power law degree distribution. We also introduce the corresponding community detection algorithms, which not only are used to identify true communities and confirm the existence of the small community phenomenon in real networks but also have found other applications, e.g., the classification of networks and core extraction of networks.


## 1 Introduction

In recent years, the flourish of real network data that span from various domains including the World Wide Web, the power grid, the friendship network and many others are offering the scientific community new problems and challenging new methodology [29]. One canonical way to study networks is to first empirically explore the network data, extract patterns and properties from the underlying structure, and then design network models that reproduce the observed properties. For example, various networks are observed to share some common phenomena with the best-known two the scale-free property and the small-world phenomenon, which are further simulated by simple random graph models 438 . These models not only give us insight how global properties come from local generative rules but also provide us the testbeds to study other problems on networks, e.g. the decentralized search [16] and information diffusion [7].

[^7]We follow this way to study the community structure in networks. A community is a group of nodes that share common properties and/or behave similar with each other, which is reflected as a subset of nodes with dense intra-connections and (relatively) sparse inter-connections in the network structure. Communities can be seen as building blocks of networks and play important roles in the spread of information, marketing and searching [9]. There has been an extensive study of the community structure of networks along with plenty of community detection algorithms in the last decade (see e.g., 35 32 12]). The direct impression of the communities of networks is that they are overlapping, hierarchical and that the communities of different scales coexist. In this presentation, we formalize and investigate a new property of the community structure called the small community phenomenon, that a significant fraction of nodes belong to some small communities. This phenomenon is intuitive and has some partial supporting evidence (see Section (5), however, to our knowledge, it has not been seriously proposed and studied before.

We first introduce the definitions of communities, the small community phenomenon and the corresponding community identification algorithms in Section 2 Then we show that some classical network models do exhibit this new phenomenon while some others do not, and we also propose new models that embrace the small community phenomenon as well as the small diameter and the power law degree distribution properties in Sections 3 and 4 respectively. Finally, we provide further evidence of the existence of the small community phenomenon on a set of social network: ${ }^{1}$ and give some other applications in Sections 5 and 6

## 2 Basic Definitions and Algorithms

### 2.1 Definition of Community

How to formally characterize the property that a set is community-like, or equivalently, what is the quantitative definition of a community? Though the intuition behind the community seems clear and simple, there is not universal agreement on the formal definition of community (see the surveys [353212]). To give such a definition, we start with a well known concept called conductance in the literature of computer science, which captures well the intuition behind a community.

Given an undirected graph $G=(V, E)$ and a vertex subset $S \subseteq V$, let $d_{v}$ denote the degree of vertex $v$, and let the $\operatorname{volume} \operatorname{vol}(S)$ of a set $S$ be the total degree of vertices in $S$, that is, $\operatorname{vol}(S)=\sum_{v \in S} d_{v}$. Let $e(S, \bar{S})$ and $e(S)$ denote the number of edges crossing the boundary of $S$ and the number of edges that lie entirely in $S$, respectively. For any set $S \subseteq V$, its conductance $\phi(S)$ is defined as $\phi(S)=\frac{e(S, \bar{S})}{\min \{\operatorname{vol}(S), \operatorname{vol}(V-S)\}}$. Thus, roughly speaking, for a subset $S$ of volume smaller than $\operatorname{vol}(V) / 2$, the smaller its conductance is, the more likely that it is a community.

[^8]Several works directly used the conductance (or related) as a measure of how good a community is [1421819]. However, we note that the small conductance of a set $S$ may be caused by the fact $S$ just has a large number of nodes inside, and thus fails to reflect the trait of being a community (see for the example in [22]). Here, we introduce a conductance-based definition that characterizes the community in a more refined way [23].

Definition 1. ([23]) Given a graph $G=(V, E)$ and $\alpha, \beta>0$, a connected set $S$ is an $(\alpha, \beta)$-community if $\Phi(S) \leq \frac{\alpha}{|S|^{\beta}}$. Moreover, if $|S|=O\left((\ln n)^{\gamma}\right)$, where $n=|V|$, then $S$ is called an $(\alpha, \beta, \gamma)$-community.

Note that under the above definition, 1) only the given set $S$ and its boundary is involved, namely, the definition is local in that it does not require information on other parts of the network; 2) any set of constant size is a trivial $(\alpha, \beta)$ community for sufficiently small $\beta$. In the following, we are mainly interested in the communities of larger size (i.e., $\omega(1)$ ), and these communities are called proper, in which case $\beta$ ranges from 0 to $2 ; 3$ ) if the conductance inequality is changed by $\Phi(S) \leq \frac{\alpha}{(\ln |S|)^{\beta}}$, then we call the set $S$ a weak $(\alpha, \beta)$-community.

### 2.2 The Small Community Phenomenon

What are the properties of real communities of a given network? Typically, the communities may overlap or nest in other clusters, which in turn lead to the hierarchical organization of the vertices of the network [845]. Several papers have found the skew distribution of community sizes in many different networks 3362831 . Leskovec et al. 1819 find that in many large scale networks, the set of greatest community score (i.e., smallest conductance) is of size about 100 and beyond this size, the community score gradually decreases as the size of the set becomes larger.

We propose a new phenomenon that originates from the daily experience and observation that almost every one in our society belongs to some small communities. (In the following, the term with high probability and almost every will refer to the probability at least $1-o_{n}(1)$ and at least $1-o_{n}(1)$ fraction, respectively, where $n$ denotes the size of the graph.)

Definition 2. ([23]) Given a graph $G$ from some network model, if almost every vertex $v$ belongs to some proper $(\alpha, \beta, \gamma)$-community, where $\alpha, \beta, \gamma>0$ are some universal constants, then $G$ is said to have the small community phenomenon.

On a real network, we will relax the condition of the small community phenomenon, by requiring that a significant fraction, $60 \%$ say, of nodes belong to some small communities, since the true communities may mix very much with each other so that it is nearly impossible for a structure-based detecting algorithm to extract them. We will corroborate this with a set of social network data the small community phenomenon in Section [5]

### 2.3 Community Detection Algorithm

How to extract good communities from a given network? The loss of exact definition of community leads to the vastness of community identification algorithms. Concerning on the conductance based clustering, there has been a line of research on local graph partitioning algorithms which may be used as subroutines for clustering 3613 . These algorithms take a graph $G$ and a vertex $v$ as input, only explore parts of the input graph $G$ and with constant probability, output a set of small conductance if $v$ indeed belongs to some sets of small conductance. Such an algorithm is both fast and practical, and has already been used to find communities in real networks (e.g., [18 253719 13]). In particular, Leskovec et al. 1819 have used the PageRank-based local algorithm to analyze the statistics of the community structures over 100 large real-world networks while they did not test the algorithm on benchmark graphs, which are supposed to have a recognized community structure.

We developed a variant of the local graph partitioning algorithm Community which has different stoping conditions from the previous ones, especially the one used in [1819] (see the details of Community in [22]). We further compared the effectiveness of the algorithm (denoted O_Alg) used by Leskovec et al. and Community (denoted N_Alg) on extracting the true communities on several benchmarks. One example on an American college football network is given in Table [1. In this network there are 12 true communities, e.g., Western Athletic, which are expected to be detected by the two algorithms. The numerical value (e.g., 0.663325 ) in the table denotes the maximum cosine similarity of the true community (e.g., Big Ten) and the communities found by the two algorithms. The higher similarity is (which is at most 1), the more accurate that the algorithm identifies the true community, and thus it is easy to see that our algorithm works much better on detecting true communities.

Table 1. The comparison of Community (N_Alg) with a previous one (O_Alg) on an American college football network. The numerical value denotes the maximum cosine similarity of the corresponding true community and the communities extracted by the corresponding algorithm.

| conference | O_Alg | N_Alg | conference | O_Alg | N_Alg |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Western Athletic | 0.471405 | 0.843274 | Independents | 0.291111 | 0.23094 |
| Sun Belt | 0.370479 | 0.412393 | Conference USA | 0.580948 | 0.948683 |
| Big East | 0.478091 | 1 | Mountain West | 0.417029 | 1 |
| Atlantic Coast | 0.480384 | 1 | Mid-American | 0.72111 | 1 |
| Big Twelve | 0.561951 | 1 | Southeastern | 0.707107 | 1 |
| Big Ten | 0.663325 | 1 | Pacific Ten | 0.471405 | 1 |

## 3 Results on Classical Network Models

Do the classical network models exhibit the small community phenomenon? Random network models such as the Erdös-Rényi model (namely, the $G(n, p)$ model)
and the preferential attachment ( PA ) model are not supposed to have communities [28], which is also true under our definition of the community.

Let us take PA model with parameter $d$ for example. This model is a generative model, in which we start with a given graph $G_{0}$. Then for each $t \geq 1$, conditioned on $G_{t-1}$, we form $G_{t}$ by adding a new vertex $x_{t}$ together with $d$ edges between $x_{t}$ and $y_{i}(1 \leq i \leq d)$, each of which is chosen with probability proportional to the degree of $y_{i}$ in $G_{t-1}$. This model has the nice power law degree distribution property that has been observed in many real networks. Mihail et al. [26] have proved that the conductance of a graph from PA (the definition there is slightly different) is larger than some constant, with high probability, which immediately implies that the graph generated from this model has no proper communities.

Theorem 1. ([26 23]) With high probability, there is no proper $(\alpha, \beta)$-community in $G_{n}$ for any $0<\beta \leq 2$ and $d \geq 2$, where $G_{n}$ is a random graph in the $P A$ model with parameter $d$.

There are also a set of models that have clear community structures, e.g., the geometric preferential attachment (GPA) model [1011, the hierarchical model [84] and Kleinberg's small world (SW) model [16] when proper parameters are chosen.

Let us take the (1-dimensional) SW model with parameter $r$ for example. In this model, we start with a given $n$-vertex cycle, in which a natural lattice distance can be defined: for any pair of vertices $(u, v)$, the distance $d(u, v)$ between them is the minimum path length connecting $u, v$. Then for any vertex $v$, we connects $v$ to a long-contact $u$, which is chosen randomly with probability proportional to $(d(u, v))^{-r}$. Kleinberg have proved an interesting threshold result on the delivery time of a decentralized algorithm and thus given a characterization of the conditions under which people can construct short paths when they only have access to partial (local) information. We show that the community structure of this model also exhibit an interesting threshold phenomenon.

Theorem 2. ([23]) In the 1-dimensional small world model $G$, with high probability,

1. if $r<1$, there is no proper community for an arbitrary node;
2. if $r=1$, there exists proper weak $\left(\alpha_{1}, \beta_{1}\right)$-communities of size $\frac{n}{(\ln n)^{c_{1}}}$ for every node, where $\beta_{1}<1, c_{1}>0$ and there also exists proper weak $\left(\alpha_{2}, 1\right)$ communities of size $c_{2} n$ for every node, where $0<c_{2} \leq \frac{1}{4}$;
3. if $r>1$, every node is contained in some proper $(\alpha, \beta, \gamma)$-communities for some constants $\alpha, \beta, \gamma$.

## 4 Two New Models

How to model networks that simultaneously have the power law degree distribution, the small diameter as well as the small community phenomenon? This question is motivated by the fact that there indeed exist real networks that exhibit all the three properties (eg., the network grqc in Figure $\prod$ in Section (5).

Here, we briefly introduce two dynamic models that satisfies these good properties. More explanations can be found in [2420].

The first model is a geometric model, which combines the preferential attachment scheme and an underlying structure in a natural way. It is defined on a unit sphere $S$ and at each time, a new node is generated uniformly from $S$ and it will connect to some existing nodes within a neighborhood with probability proportional to their degrees. We also require that each new node is born with some flexible self-loops which may be eliminated in later steps and are used to make long-distance connections. We note that this model is based on the GPA model which simulates networks that both have the power law degree distribution and small edge expansion [1011. We have proved that the coexistence of the small community phenomenon and the power law degree distribution in our geometric model is subtle in that the possible choices of a parameter lies in a very narrow region, beyond which one of the two properties are unlikely to appear [24].

Another model is called the homophily model, which combines the preferential attachment scheme and the homophily law in a natural way [20]. In this model, each new node $v$ is born with a color that may be chosen uniformly at random from all the existing colors or totally new, in which case $v$ is called the seed of the color, with some probability. Then node $v$ will connects to some existing nodes that share the same color or all the existing nodes depending on $v$ color, and these neighbors are chosen following the preferential attachment scheme. Long connections may be made between seeds. We have shown that any set of nodes that have the same color is a good small community by choosing appropriate parameters, which indicates that the model naturally characterizes the property that nodes in a community share something in common (the color) and that each community has a representative (its seed). Besides, the whole network as well as the induced subgraphs of small communities is shown to have the power law degree distribution.

Both of these two models have all the three nice properties mentioned above.

Theorem 3. (2420]) Under proper parameters, with high probability, the random graphs $G_{n}$ from geometric model and $H_{n}$ from homophily model both satisfy that 1) the power law degree distribution; 2) the average node to node distance is $O(\log n)$; 3) almost every node belongs to some proper $(\alpha, \beta, \gamma)$-communities for some global constants $\alpha, \beta, \gamma$.

## 5 Empirical Results

Do the real networks exhibit the small community phenomenon? Many different clustering techniques have provide evidence that small communities are abundant, which partially support the thesis of this phenomenon ( 33628311819 ). We show that our algorithm Community can be used not only to verify that several social networks exhibit the small community phenomenon, but also to give a more elaborate characterization called local dimension of the community structure of the networks.

Roughly speaking, given a network $G$, we will find a triple $(\alpha, \beta, \gamma)$ which characterizes best the community structure of $G$ and is called the local dimension of $G[232422$. A network with local dimension $(\alpha, \beta, \gamma)$ has the property that the fraction of nodes that belong to some $(\alpha, \beta, \gamma)$ is maximized in some way (we refer to our paper [22] for details). Figures [1] and 2 show the size-fraction curves of several social networks under their local dimensions. A coordinate $(x, y)$ on the size-fraction curve means that at least $y$ fraction of nodes belong to a community of size at most $x$. Thus, we can see that at least $70 \%$ fraction of nodes belong to some communities of size at most 30 in network grqc, which indicates that the network has an obvious small community phenomenon; while in the network wikivote almost no nodes belong to communities of size smaller than 300 , which indicates that the network may not have the phenomenon. There are also some networks that lie between these two cases, e.g., the network astro.


Fig. 1. The size-fraction curve on four collaboration networks

## 6 Applications

What are the applications of the small community phenomenon and the related clustering algorithm Community? Besides the potential applications mentioned in the introduction (and many others in [353212]), we give two more examples.

### 6.1 Classification of Networks

Quantitatively classifying networks which may vary very differently in disciplines and scales will offer us great insights both on the network structures and dynamics. We are able to classify the networks based on their local dimensions and the percentage of nodes belonging to small communities. For example, the network grqc and wikivote in Figures 1 and 2 could be categorized into two classes: networks exhibit the small community phenomenon and those do not. A more refined classification over more social networks is given in [22]. Such a method of course applies to many other networks. We note that recently Lancichinetti et al. [17] and Onnela et al. [30] have also constructed taxonomies of networks based on different clustering algorithms and statistical properties of the resulting communities.

### 6.2 Core Extraction of Networks

Networks always exhibit the core-periphery structure, in which the core is both densely connected and central in terms of graph distance and may also have an embedded core-periphery structure; and so on [18]. The algorithm Community can be used to extract the core of a network [21. More precisely, we start from the original network (graph) $G=G_{0}$, and recursively perform the following reductions: for $i \geq 0$, run Community to find all the communities of $G_{i}$ corresponding to its local dimension $(\alpha, \beta, \gamma)$ and if no community is found, then stop; otherwise, let $G_{i+1}$ be the largest connected component of $G_{i}$ after deleting all the edges in the communities. The final subgraph $G_{l}$ is declared to be the core of $G$.

To test that $G_{l}$ indeed acts as the core of the original graph $G$ and even that $G_{i+1}$ acts more importantly than $G_{i}$ in $G$, we investigate the power of spreading influence of each $G_{i}$ under a simple threshold diffusion model [2715], in which we are given a diffusion parameter $\phi$, a size parameter $s$ and a graph $G$ whose nodes are all initially inactive. We first choose an initial active set $S$ of size $s$ uniformly at random from the vertices of $G$ and then trigger a diffusion process: an active node $v$ will remain active forever; and an inactive node $v$ will become active if and only if at least $\phi d_{v}$ of its neighbors are active. The process stops when all nodes are active or the number of active nodes does not increase. We are interested in the expected number of active nodes at the end of the diffusion.


Fig. 3. The curve of diffusion size vs. initial active set size on a collaboration network when $\phi=0.3$

Our experiments on a set of scientific collaboration networks show that for any $i$ such that $0 \leq i \leq l-1$, by selecting a random set of size $s$ from $G_{i+1}$ as the initial active set always activates more nodes at the end of the diffusion process in $G$ than the case by selecting a random set of size $s$ from $G_{i}$ [21]. In particular, the nodes of the core $G_{l}$, which is usually rather small compared to the graph $G$ we start with, are much more influential in the diffusion process than average nodes of $G$, which indicates that $G_{l}$ indeed plays a central role and acts as a core in $G$ at least in the sense of diffusion as above. A more refined illustration
is given in Figure 3, in which we can see that if the diffusion parameter $\phi$ is fixed (here, 0.3 ), the size of the initially active set $S$ selected from $G_{i}$ required for the diffusion process to reach the limit number (about 10, 000) decreases as $i$ increases.
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#### Abstract

Hierarchical social networks appear in a variety of contexts, such as the on-line social network Twitter, the social organization of companies, and terrorist networks. We examine a dynamic model for the disruption of information flow in hierarchical social networks by considering the vertex-pursuit game Seepage played in directed acyclic graphs (DAGs). In Seepage, agents attempt to block the movement of an intruder who moves downward from the source node to a sink. We propose a generalized stochastic model for DAGs with given expected total degree sequence. Seepage is analyzed rigorously in stochastic DAGs in both the cases of a regular and power law degree sequence.


## 1 Introduction

The on-line social network Twitter is a well known example of a complex realworld network with over 300 million users. The topology of Twitter network is highly directed, with each user following another (with no requirement of reciprocity). By focusing on a popular user as a source (such as Lady Gaga or Justin Bieber, each of whom have over 11 million followers [14]), we may view the followers of the user as a certain large-scale hierarchical social network. In such networks, users are organized on ranked levels below the source, with links (and as such, information) flowing from the source downwards to sinks. We may view hierarchical social networks as directed acyclic graphs, or DAGs for short. Hierarchical social networks appear in a wide range of contexts in real-world networks, ranging from terrorist cells to the social organization in companies; see, for example [18 1012 13].

In hierarchical social networks, information flows downwards from the source to sinks. Disrupting the flow of information may correspond to halting the spread of news or gossip in OSN, or intercepting a message sent in a terrorist network. How do we disrupt this flow of information while minimizing the resources used? We consider a simple model in the form of a vertex-pursuit game called Seepage introduced in [6]. Seepage is motivated by the 1973 eruption of the Eldfell volcano in Iceland. In order to protect the harbour, the inhabitants poured water on the lava in order to solidify it and thus, halt its progress. The game has two players,

[^9]the sludge and a set of greens, a DAG with one source (corresponding to the top of the volcano) and many sinks (representing the lake). The players take turns, with the sludge going first by contaminating the top node (source). On subsequent moves the sludge contaminates a non-protected node that is adjacent (that is, downhill) to a contaminated node. The greens, on their turn, choose some non-protected, non-contaminated node to protect. Once protected or contaminated, a node stays in that state to the end of the game. The sludge wins if some sink is contaminated; the greens win if they erect a cutset of nodes which separates the contaminated nodes from the sinks. The name "seepage" is used because the rate of contamination is slow. The game is related to vertex-pursuit games such as Cops and Robbers (see [3]), although the greens in our case need not move to neighbouring nodes. For an example, see the DAG in Figure (We omit orientations of directed edges in the figure, and assume all edges point from higher nodes to lower ones.)


Fig. 1. A DAG where 2 greens are needed to win. The white nodes are the sinks.

Seepage displays some interesting similarities to an approach used in mathematical counterterrorism, where cut sets in partially ordered sets (which are just a special kind of DAG) are used to model the disruption of terrorist cells. As described in Farley [98], the maximal elements of the poset are viewed as the leaders of the terrorist organization, who submit plans down via the edges to the nodes at the bottom (the foot soldiers or minimal nodes). Only one messenger needs to receive the message for the plan to be executed. Farley considered finding minimum-order sets of elements in the poset, which when deleted, disconnect the minimal elements from the maximal one (that is, find a minimum cut). We were struck by the similarities in the underlying approaches in [6] and 98; for example, in Seepage the greens are trying to prevent the sludge from moving to the sinks by blocking nodes. The main difference is that Seepage is "dynamic" (that is, the greens can move, or choose new sets of nodes each time-step), while the min-cut-set approach is "static" (that is, find a cutset in one time-step). Seepage is perhaps a more realistic model of counterterrorism, as the agents
do not necessarily act all at once but over time. However, in both approaches deterministic graphs are used.

We note that a stochastic model was presented for so-called network interdiction in [11], where the task of the interdictor is to find a set of edges in a weighted network such that the removal of those edges would maximally increase the cost to an evader of traveling on a path through the network. A stochastic model for complex DAGs was given in [4]. For more on models of OSNs and other complex networks, see [2].

Our goal in the present extended abstract is to analyze Seepage and the green number when played on a random DAG as a model of disrupting a given hierarchical social network. We focus on mathematical results, and give a precise formulation of our random DAG model in Section [2 Our model includes as a parameter the total degree distribution of nodes in the DAG. This has some similarities to the $G(\mathbf{w})$ model of random graphs with expected degree sequences (see [5]) or the pairing model (see [16]). We study two cases: regular DAGs (where we would expect each level of the DAG to have nodes with about the same out-degree), and power law DAGs (where the degree distribution is heavy tailed, with many more low degree nodes but a few which have a high degree). Rigorous results are presented for regular DAGs in Theorem and in power law DAGs in Theorem [2, Proofs are largely omitted and will appear in the full version of the paper.

Throughout, $G$ will represent a finite DAG. For background on graph theory, the reader is directed to 7 15. Additional background on seepage and other vertex-pursuit games may be found in [3]. We denote the natural numbers (including 0 ) by $\mathbb{N}$, and the positive integers and real numbers by $\mathbb{N}^{+}$and $\mathbb{R}^{+}$, respectively.

## 2 Definitions

We now give a formal definition of our vertex-pursuit game. Fix $v \in V(G)$ a node of $G$. We will call $v$ the source. For $i \in \mathbb{N}$ let

$$
L_{i}=L_{i}(G, v)=\{u \in V(G): \operatorname{dist}(u, v)=i\}
$$

where $\operatorname{dist}(u, v)$ is the distance between $u$ and $v$ in $G$. In particular, $L_{0}=\{v\}$. For a given $j \in \mathbb{N}^{+}$and $c \in \mathbb{R}^{+}$, let $\mathcal{G}(G, v, j, c)$ be the game played on graph $G$ with the source $v$ and the sinks $L_{j}$. The game proceeds over a sequence of discrete time-steps. Exactly

$$
c_{t}=\lfloor c t\rfloor-\lfloor c(t-1)\rfloor
$$

new nodes are protected at time-step $t$. (In particular, at most $c t$ nodes are protected by time $t$.) Note that if $c$ is an integer, then exactly $c$ nodes are protected at each time-step, so this is a natural generalization of Seepage. To avoid trivialities, we assume that $L_{j} \neq \emptyset$.

The sludge starts the game on the node $v_{1}=v$. The second player, the greens, can protect $c_{1}=\lfloor c\rfloor$ nodes of $G \backslash\{v\}$. Once nodes are protected they will stay
protected to the end of the game. At time $t \geq 2$, the sludge makes the first move by sliding along a directed edge from $v_{t-1}$ to $v_{t}$, which is an out-neighbour of $v_{t-1}$. After that the greens have a chance to protect another $c_{t}$ nodes. Since the graph is finite and acyclic, the sludge will be forced to stop moving, and so the game will eventually terminate. If he reaches any node of $L_{j}$, then the sludge wins; otherwise, the greens win.

If $c=\Delta(G)$ (the maximum out-degree of $G$ ), then the game $\mathcal{G}(G, v, j, c)$ can be easily won by the greens by protecting of all neighbours of the source. Therefore, the following graph parameter, the green number, is well defined:

$$
g_{j}(G, v)=\inf \left\{c \in \mathbb{R}^{+}: \mathcal{G}(G, v, j, c) \text { is won by the greens }\right\} .
$$

It is clear that for any $j \in \mathbb{N}^{+}$we have $g_{j+1}(G, v) \leq g_{j}(G, v)$.

### 2.1 Random DAG Model

There are two parameters of the model: $n \in \mathbb{N}^{+}$and an infinite sequence

$$
\mathbf{w}=\left(w_{1}, w_{2}, \ldots\right)
$$

of non-negative integers. Note that the $w_{i}$ may be functions of $n$. The first layer (that is, the source) consists of one node: $L_{0}=\{v\}$. The next layers are recursively defined. Suppose that all layers up to and including the layer $j$ are created, and let us label all nodes of those layers. In particular,

$$
L_{j}=\left\{v_{d_{j-1}+1}, v_{d_{j-1}+2}, \ldots, v_{d_{j}}\right\}
$$

where $d_{j}=\sum_{i=0}^{j}\left|L_{i}\right|$. We would like the nodes of $L_{j}$ to have a total degree with the following distribution $\left(w_{d_{j-1}+1}, w_{d_{j-1}+2}, \ldots, w_{d_{j}}\right)$. However, it can happen that some node $v_{i} \in L_{j}$ has an in-degree $\operatorname{deg}^{-}\left(v_{i}\right)$ already larger than $w_{i}$, and so there is no hope for the total degree of $w_{i}$. If this is not the case, then the requirement can be easily fulfilled. As a result, the desired degree distribution will serve as a lower bound for the distribution we obtain during the process.

Let $S$ be a new set of nodes of cardinality $n$. All directed edges that are created at this time-step will be from the layer $L_{j}$ to a random subset of $S$ that will form a new layer $L_{j+1}$. Each node $v_{i} \in L_{j}$ generates max $\left\{w_{i}-\operatorname{deg}^{-}\left(v_{i}\right), 0\right\}$ random directed edges from $v_{i}$ to $S$. Therefore, we generate

$$
e_{j}=\sum_{v_{i} \in L_{j}} \max \left\{w_{i}-\operatorname{deg}^{-}\left(v_{i}\right), 0\right\}
$$

random edges at this time-step. The destination of each edge is chosen uniformly at random from $S$. All edges are generated independently, and so we perform $e_{j}$ independent experiments. The set of nodes of $S$ that were chosen at least once forms a new layer $L_{j+1}$. Note that it can happen that two parallel edges are created during this process. However, for sparse random graphs we are going to investigate in this paper, this is rare and excluding them, by slightly modifying the process, would not affect any of the results.

## 3 Main Results

In this paper, we focus on two specific sequences: regular and power law. We will describe them both and state main results in the next two subsections. We consider asymptotic properties of the model as $n \rightarrow \infty$. We say that an event in a probability space holds asymptotically almost surely (a.a.s.) if its probability tends to one as $n$ goes to infinity.

### 3.1 Random Regular DAGs

We consider a constant sequence; that is, for $i \in \mathbb{N}^{+}$we set $w_{i}=d$, where $d \geq 3$ is a constant. In this case, we refer to the stochastic model as random d-regular $D A G s$. Since $w_{i}=d$, observe that $\left|L_{j}\right| \leq d(d-1)^{j-1}$ (deterministically) for any $j$, since at most $d(d-1)^{j-1}$ random edges are generated when $L_{j}$ is created. We will write $g_{j}$ for $g_{j}(G, v)$ since the graph $G$ is understood to be a $d$-regular random graph, and $L_{0}=\{v\}=\left\{v_{1}\right\}$.

Theorem 1. Let $\omega=\omega(n)$ be any function that grows (arbitrarily slowly) as $n$ tends to infinity. For the random d-regular DAGs, we have the following.
(i) A.a.s. $g_{1}=d$.
(ii) If $2 \leq j=O(1)$, then a.a.s.

$$
g_{j}=d-2+\frac{1}{j}
$$

(iii) If $\omega \leq j \leq \log _{d-1} n-\omega \log \log n$, then a.a.s.

$$
g_{j}=d-2
$$

(iv) If $\log _{d-1} n-\omega \log \log n \leq j \leq \log _{d-1} n-\frac{5}{2} s \log _{2} \log n+\log _{d-1} \log n-O(1)$ for some $s \in \mathbb{N}^{+}$, then a.a.s.

$$
d-2-\frac{1}{s} \leq g_{j} \leq d-2
$$

(v) Let $s \in \mathbb{N}^{+}, s \geq 4$. There exists a constant $C_{s}>0$ such that if $j \geq$ $\log _{d-1} n+C_{s}$, then a.a.s.

$$
g_{j} \leq d-2-\frac{1}{s} .
$$

Theorem tells us that the green number is slightly bigger than $d-2$ if the sinks are located near the source, and then it is $d-2$ for a large interval of $j$. Later, it might decrease slightly since an increasing number of vertices have already in-degree 2 or more, but only for large $j$ (part (v)) we can prove better upper bounds than $d-2$. One interpretation of this fact is that the resources needed to disrupt the flow of information is in a typical regular DAG is (almost) independent of $j$, and relatively low (as a function of $j$ ).

### 3.2 Random Power Law DAGs

We have three parameters in this model: $\beta>2, d>0$, and $0<\alpha<1$. For a given set of parameters, let

$$
M=M(n)^{\alpha}, \quad i_{0}=i_{0}(n)\left(\frac{d}{M} \frac{\beta-2}{\beta-1}\right)^{\beta-1}
$$

and

$$
c=\left(\frac{\beta-2}{\beta-1}\right) d n^{\frac{1}{\beta-1}} .
$$

Finally, for $i \geq 1$ let

$$
w_{i}=c\left(i_{0}+i-1\right)^{-\frac{1}{\beta-1}} .
$$

In this case, we refer to the model as random power law DAGs.
We note that the sequence $\mathbf{w}$ is decreasing and so the number of coordinates that are at least $k$ is equal to

$$
n\left(\frac{\beta-2}{\beta-1} \frac{d}{k}\right)^{\beta-1}-i_{0}=(1+o(1)) n\left(\frac{\beta-2}{\beta-1} \frac{d}{k}\right)^{\beta-1}
$$

and hence the sequence follows a power-law with exponent $\beta$. From the same observation it follows that the maximum value is

$$
w_{1}=c i_{0}^{-\frac{1}{\beta-1}}=M
$$

Finally, the average of the first $n$ values is

$$
\frac{c}{n} \sum_{i=i_{0}}^{i_{0}+n-1} i^{-\frac{1}{\beta-1}}=(1+o(1)) \frac{c}{n}\left(\frac{\beta-1}{\beta-2}\right) n^{1-\frac{1}{\beta-1}}=(1+o(1)) d
$$

since $M=o(n)$.
Our main result on the green number $g_{j}=g_{j}(G, v)$ in the case of power law sequences is the following.

Theorem 2. Let

$$
\gamma=d^{\beta-1}\left(\frac{\beta-2}{\beta-1}\right)^{\beta-2}\left(\left(1+\left(d \frac{\beta-2}{\beta-1}\right)^{1-\beta}\right)^{\frac{\beta-2}{\beta-1}}-1\right)
$$

if $\frac{1}{\alpha}-\beta+3 \in \mathbb{N}^{+} \backslash\{1,2\}$, and $\gamma=1$ otherwise. Let $j_{1}$ be the largest integer satisfying $j_{1} \leq \max \left\{\frac{1}{\alpha}-\beta+3,2\right\}$. Let $j_{2}=O(\log \log n)$ be the largest integer such that

$$
d^{\beta-1}\left(\frac{\gamma}{d^{\beta-1}} n^{\alpha\left(j_{1}-1\right)-1}\right)^{\left(\frac{\beta-2}{\beta-1}\right)^{j_{2}-j_{1}}} \leq(\omega \log \log n)^{-\max \left\{2,(\beta-1)^{2}\right\}}
$$

Finally, let

$$
\xi=\left(\frac{\beta-2}{\beta-1}\right) d\left(\left(\frac{d(\beta-2)}{\beta-1}\right)^{\beta-1}+1\right)^{-\frac{1}{\beta-1}}
$$

Then for $1 \leq j \leq j_{2}-1$ we have that a.a.s.

$$
(1+o(1)) \bar{w}_{j} \leq g_{j} \leq(1+o(1)) \bar{w}_{j-1}
$$

where $\bar{w}_{0}=\bar{w}_{1}=M$, for $2 \leq j<\frac{1}{\alpha}-\beta+3$,

$$
\bar{w}_{j}= \begin{cases}n^{\alpha} & \text { if } 2 \leq j<\frac{1}{\alpha}-\beta+2 \\ \xi n^{\alpha} & \text { if } 2 \leq j=\frac{1}{\alpha}-\beta+2 \\ \left(\frac{\beta-2}{\beta-1}\right) d n^{\frac{1-\alpha(j-1)}{\beta-1}} & \text { if } \frac{1}{\alpha}-\beta+2<j<\frac{1}{\alpha}-\beta+3 \text { and } j \geq 2\end{cases}
$$

and for $j_{1} \leq j \leq j_{2}-1$,

$$
\bar{w}_{j}=\left(\frac{\beta-2}{\beta-1}\right)\left(\frac{\gamma}{d^{\beta-1}} n^{\alpha\left(j_{1}-1\right)-1}\right)^{-\left(\frac{\beta-2}{\beta-1}\right)^{j-j_{1}} /(\beta-1)} .
$$

In the power law case, Theorem 2 tells us that the green number is smaller for large $j$. This reinforces the view that intercepting a message in a hierarchical social network following a power law is more difficult close to levels near the source.

## 4 Proof of Theorem ( 1 (v)

Owing to space limitations, we focus on the proof of Theorem $\square$ (v) only. All proofs will appear in the full version of this extended abstract.

Before we proceed with the proof we need an observation. It can be shown (with the proof appearing in the full version) that a.a.s. $\left|L_{t}\right|=(1-o(1)) d(d-$ $1)^{t-1}$ for $t=\log _{d-1} n-\omega(\omega=\omega(n)$ is any function tending to infinity with $n$, as usual). However, this is not the case when $t=\log _{d-1} n+O(1)$. This, of course, affects the number of edges from $L_{t}$ to $L_{t+1}$. In fact, the number of edges between two consecutive layers converges to $c_{0} n$ as shown in the next lemma.

Lemma 1. Let $c_{0}$ be the constant satisfying

$$
\sum_{k=1}^{d-1}(d-k) \frac{c^{k}}{k!} e^{-c}=c
$$

For every $\varepsilon>0$, there exists a constant $C_{\varepsilon}$ such that a.a.s. for every $\log _{d-1} n+$ $C_{\varepsilon} \leq t \leq 2 \log _{d-1} n$,

$$
\left(1-e^{-c_{0}+\varepsilon}\right) n \leq\left|L_{t}\right| \leq\left(1-e^{-c_{0}-\varepsilon}\right) n
$$

and the number of edges between $L_{t}$ and $L_{t+1}$ is at least $\left(c_{0}-\varepsilon\right) n$ and at most $\left(c_{0}+\varepsilon\right) n$.

Table 1. Approximate values of $c_{0}$ and $1-e^{-c_{0}}$

| $d$ | 3 | 4 | 5 | 10 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $c_{0}$ | 0.895 | 1.62 | 2.26 | 4.98 | $\approx 10$ |
| $1-e^{-c_{0}}$ | 0.591 | 0.802 | 0.895 | 0.993 | $\approx 1$ |

The value of $c_{0}$ (and so $1-e^{-c_{0}}$ as well) can be numerically approximated. It is straightforward to see that $c_{0}$ tends to $d / 2$ (hence, $1-e^{-c_{0}}$ tends to 1 ) when $d \rightarrow \infty$. Below we present a few approximate values.

Finally, we are ready to prove the last part of Theorem [
Proof of Theorem $\mathbf{1}(v)$. We assume that the game is played with parameter $c=d-2-\frac{1}{s}$ for some $s \in \mathbb{N}^{+} \backslash\{1,2,3\}$. For every $i \in \mathbb{N}$, we have that $c_{s i+1}=d-3$, and $c_{t}=d-2$, otherwise. To derive an upper bound of $g_{j}$ that holds a.a.s., we need to prove that a.a.s. there exists no winning strategy for the sludge.

We will use a combinatorial game-type argument. The greens will play greedily (that is, they will always protect nodes adjacent to the sludge). Suppose that the sludge occupies node $v \in L_{s i+1}$ for some $i \in \mathbb{N}$ (at time $t=s i+2$ he moves from $v$ to some node in $L_{t}$ ) and he has a strategy to win from this node, provided that no node in the next layers is protected by the greens. We will call such a node sludge-win. Note that during the time period between $s i+2$ and $s(i+1)$, the greens can protect $d-2$ nodes at a time, so they can direct the sludge leaving him exactly one node to choose from at each time-step. Therefore, if there is a node of in-degree at least 2 in any of these layers, the greens can force the sludge to go there and finish the game in the next time-step. This implies that all nodes within distance $s-2$ from $v$ (including $v$ itself) must have in-degree 1 and so the graph is locally a tree. However, at time-step $s(i+1)+1$, the greens can protect $d-3$ nodes, one less than in earlier steps. If the in-degree of a node reached at this layer is at least 3 , then the greens can protect all out-neighbours and win. Further, if the in-degree is 2 and there is at least one out-neighbour that is not sludge-win, the greens can force the sludge to go there and win by definition of not being sludge-win. Finally, if the in-degree is 1 , the sludge will be given 2 nodes to choose from. However, if there are at least two out-neighbours that are not sludge-win, the greens can "present" them to the sludge and regardless of the choice made by the sludge, the greens win.

We summarize now the implications of the fact that $v \in L_{s i+1}$ is sludge-win. First of all, all nodes within distance $s-2$ are of in-degree 1. Nodes at the layer $L_{s(i+1)}$ below $v$ have in-degree at most 2 . If $u \in L_{s(i+1)}$ has in-degree 2 , then all of the $d-2$ out-neighbours are sludge-win. If $u \in L_{s(i+1)}$ has in-degree 1 , then all out-neighbours except perhaps one node are sludge-win. Using this observation, we characterize a necessary condition for a node $v \in L_{1}$ to be sludge-win. For a given $v \in L_{1}$ that can be reached at time 1 , we define a sludge-cut to be the following cut: examine each node of $L_{s i}$, and proceed inductively for $i \in \mathbb{N}^{+}$. If $u \in L_{s i}$ has out-degree $d-1$, then we cut away any out-neighbour and all nodes that are not reachable from $v$ (after the out-neighbour is removed). The node that is cut away is called an avoided node. After the whole layer $L_{s i}$ is examined,
we skip $s-1$ layers and move to the layer $L_{s(i+1)}$. We continue until we reach the sink, the layer $L_{j}=L_{s i^{\prime}}$ for some $i^{\prime}$ (we stop at $L_{j}$ without cutting any further). The main observation is that if the sludge can win the game, then the following claim holds.

Claim. There exists a node $v \in L_{1}$ and a sludge-cut such that the graph left after cutting is a $(d-1, d-2)$-regular graph, where each node at layer $L_{s i}$, $1 \leq i \leq i^{\prime}-1$ has out-degree $d-2$, and all other nodes have out-degree $d-1$. In particular, for any $1 \leq i \leq i^{\prime}-1$ the graph induced by the set $\bigcup_{t=s i}^{s(i+1)-1} L_{t}$ is a tree.

It remains to show that a.a.s. the claim does not hold. (Since there are at most $d$ nodes in $L_{1}$ it is enough to show that a.a.s. the claim does not hold for a given node in $L_{1}$.) Fix $v \in L_{1}$. The number of avoided nodes at layer $L_{s i+1}$ is at most the number of nodes in $L_{s i}$ (after cutting earlier layers), which is at most

$$
\ell_{i}=(d-1)^{s i-1}\left(\frac{d-2}{d-1}\right)^{i-1}=(d-1)^{(s-1) i}(d-2)^{i-1}
$$

In particular, $\ell$, the number of nodes in the sink after cutting, is at most $\ell_{i^{\prime}} \leq n$. It can be shown that a.a.s. $\ell>n^{\alpha}$ for some $\alpha>0$.

Fix $n^{\alpha} \leq \ell \leq \ell_{i^{\prime}} \leq n$. We need to show that for this given $\ell$ the claim does not hold with probability $1-o\left(n^{-1}\right)$. Since each node in $L_{s i^{\prime}}$ has in-degree at most 2 , the number of nodes in $L_{s i^{\prime}-1}$ is at most $2 \ell$ (as before, after cutting). Since the graph between layer $L_{s\left(i^{\prime}-1\right)}$ and $L_{s i^{\prime}-1}$ is a tree, the number of nodes in $L_{s i^{\prime}}$ is at most $2 \ell /(d-1)^{s-1}$, which is an upper bound for the number of avoided nodes at the next layer $L_{s i^{\prime}+1}$. Applying this observation recursively we obtain that the total number of avoided nodes up to layer $s i^{\prime}$ is at most $4(d-1)^{-s+1} \ell$. To count the total number of sludge-cuts of a given graph, observe that each avoided node corresponds to one out of $d-1$ choices. Hence, the total number of sludge-cuts is at most

$$
\begin{equation*}
(d-1)^{4(d-1)^{-s+1} \ell} \tag{1}
\end{equation*}
$$

We now estimate the probability that the claim holds for a given $v \in L_{1}$ and a sludge-cut. To obtain an upper bound, we estimate the probability that all nodes in the layer $L_{s i^{\prime}-1}$ are of in-degree 1. Conditioning on the fact that we have $\ell$ nodes in the last layer, we find that the number of nodes in $L_{s i^{\prime}-1}$ is at least $\frac{\ell}{d-1}$. Let $i^{\prime}$ be large enough such that we are guaranteed by Lemma that the number of edges between the two consecutive layers is at least $c_{0} n(1-\varepsilon / 2)$. Hence, the probability that a node in $L_{s i^{\prime}-1}$ has in-degree 1 is at most

$$
\begin{equation*}
\left(1-\frac{1}{n}\right)^{c_{0} n(1-\varepsilon / 2)}=(1+o(1)) e^{-c_{0}(1-\varepsilon / 2)} \leq e^{-c_{0}(1-\varepsilon)} \tag{2}
\end{equation*}
$$

where $\varepsilon>0$ can be arbitrarily small by taking $i^{\prime}$ large enough. Let $p_{\varepsilon}$ be the probability in (21). We derive that $j=s i^{\prime} \geq \log _{d-1} n+C^{\prime}$, where $C^{\prime}=C^{\prime}(\varepsilon, s)>0$ is a large enough constant. Conditioning under $v \in L_{s i^{\prime}-1}$ having in-degree 1, it is harder for $v^{\prime} \in L_{s i^{\prime}-1}$ to have in-degree 1 than without this condition, as more
edges remain to be distributed. Thus, the probability that all nodes in $L_{s i^{\prime}-1}$ have the desired in-degree is at most

$$
\begin{equation*}
p_{\varepsilon}^{\frac{\ell}{d-1}}=\exp \left(-c_{0}(1-\varepsilon) \frac{\ell}{d-1}\right) . \tag{3}
\end{equation*}
$$

Thus, by taking a union bound over all possible sludge-cuts (the upper bound for the number of them is given by (11)), the probability that the claim holds is at most

$$
\left((d-1)^{4(d-1)^{-s+1}}\left(e^{-c_{0}(1-\varepsilon)}\right)^{\frac{1}{d-1}}\right)^{\ell}
$$

which can be made $o\left(n^{-1}\right)$ by taking $\varepsilon$ small enough, provided that $s$ is large enough so that

$$
(d-1)^{4(d-1)^{-s+2}} e^{-c_{0}}<1
$$

By considering the extreme case for the probability of having in-degree one when $d=3$ we obtain that

$$
e^{-c_{0}} \leq e^{-\frac{0.895}{3} d} \leq e^{-0.29 d}
$$

for $d \geq 3$ (see Table (1). It is straightforward to see that $s \geq 4$ will work for any $d \geq 3$, and $s \geq 3$ for $d \geq 5$.

## 5 Conclusions and Future Work

We introduced a new stochastic model for DAGs, and analyzed the vertexpursuit game Seepage in the model. We focused on two cases: random regular DAGs and random power law DAGs. In the $d$-regular case, our main result was Theorem which demonstrated that the green number is close to $d-2$ throughout the process. One interpretation of this is that an effective strategy to disrupt regular DAGs is to do so near the source (as it takes roughly the same resources for all $j$ ). In the random power law DAG case, we give bounds on the green number in Theorem [2]. In the power law case the green number is smaller for large $j$. This reinforces the view that intercepting a message in a hierarchical social network following a power law is more difficult close to levels near the source. More work remains to be done in the regular case: in particular, we did not derive tight bounds on the green number for values of $j$ between $\log _{d-1} n-\Theta(\log \log n)$ and $\log _{d-1} n+O(1)$. In addition, it would be interesting to analyze Seepage in a model with sequences different from regular and power law ones.
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#### Abstract

Verifying the implementation of concurrent objects essentially proves the fine-grained implementation of object methods refines the corresponding abstract atomic operations. To simplify the specifications and proofs, we usually need auxiliary history and prophecy variables to record historical events and to predict future events, respectively. Although the meaning of history variables is obvious, the semantics of prophecy variables and the corresponding auxiliary code is tricky and has never been clearly spelled out operationally.

In this paper, we propose a new language construct, future blocks, that allows structural use of prophecy variables to refer to events in the future. The semantics of the construct is simple and easy to understand, without using any form of oracle or backward reasoning. Our language also separates auxiliary states from physical program states. With careful syntactic constraints, it ensures the use of history and prophecy variables would not affect the behaviors of the original program, which justifies the verification method based on the use of auxiliary variables.


## 1 Introduction

One of the major challenges to verify shared-state concurrent programs is the very fine-grained interleaving between threads. Usually the correctness argument goes in the following way: thread $t$ knows it could do A because it (or someone else) has done B before. However, Hoare-style reasoning uses assertions specifying only the current state, so we cannot refer to the historical events directly in our assertions. To address this issue, a well-known technique is to introduce history variables and code that assigns proper values to them when certain events occur. In our assertions, instead of saying "event B has occurred before", we only need to say something like "the variable $v_{B}$ has value 1 ". Usually history variables are write-only, so that their use would not affect the behavior of the original program.

On the other hand, we may also need to refer to events that may occur in a future point of the program execution, especially when we verify optimistic concurrent algorithms. Optimistic algorithms usually access shared states without first acquiring exclusive ownership of them. They will validate the access in a later time. If the validation validation succeeds, the access finishes the task. Otherwise the algorithm rolls back and retry the same process. As the dual of history variables, we may need prophecy variables to predict what would happen in the future [1].
(a) the use of abstract state

```
push(x){
    guess b;
    *
    < C;
        if (succeeds at line 8)
        if (b)
                absSt:= (x::absSt);
    >
    ...
    validation here
    assert(b <=> line 8 succeeds);
    ...
}
```

(b) the need of prophecy variables

Fig. 1. The need of prophecy variables for linearizability verification. Note (b) is made up by the authors to demonstrate the idea only. It does not come from Vafeiadis 9 .

Using Prophecy Variables to Verify Linearizability. Vafeiadis 9] proposed to verify the linearizability of concurrent objects by inserting the corresponding abstract operations at the program's linearization point, the point where the effect of the operation becomes visible to other threads. As shown in Fig. प(a), the linearization point of the push method is at line 3 , where the command $C$ finishes the push operation over the concrete data structure. For proof purpose, we insert line 4 , which pushes $x$ onto an abstract stack absSt. Such an abstract atomic operation can be viewed as a specification of the push method. Here $\langle C\rangle$ means $C$ will be executed atomically. By enforcing as program invariant some consistency relation between the concrete data and the abstract version, we essentially proved that the concrete code is a refinement of the abstract operation, therefore the method is linearizable.

However, for some smart and complex algorithms, it is not easy to determine the linearization point. In Fig. [1(b) (let's first ignore lines $1^{\prime}, 4^{\prime}$ and $8^{\prime}$ ), whether line 3 is a linearization point or not may depends on whether the validation at line 8 succeeds or not, therefore whether the abstract operation at line 5 should be executed is conditional. Vafeiadis [9] used a prophecy variable to refer to the result of validation at line 8 . Line 1 ' declares the variable $b$, and uses an oracle to initialize it such that the assert command at line $8^{\prime}$ holds. Then we replace line 4 with $4^{\prime}$, which tests the value of $b$ to decide whether line 5 should be executed.

The use of prophecy variables here is very intuitive and natural, but it is difficult to give operational semantics of the guess command, which needs an oracle to do the initialization so that the assert command will hold in the future. There is no formal semantics given by Vafeiadis.

Other Related Works. Since the idea of prophecy variables was proposed by Abadi and Lamport [1], it has been used for concurrency verification in various settings. However, most of the works are for refinement [7] 6] or model checking [2], and the semantics is given based on execution traces, which is not suitable for Hoare-style verification. Sezgin et al. [8] introduced tressa assertions to express properties about the future of an execution. The semantics is modeled in terms of backward reachability from an end state of the program. The work is proposed for reduction based proof of atomicity.

Our Work. In this paper we propose a new language construct for structural use of prophecy variables with clearly defined semantics. With careful syntactic constraints in the language, we also ensure that adding prophecy (and history) variables do not affect the behaviors of the original program. This justifies the soundness of this proof method. Our work makes the following new contributions:

- We introduce a novel language construct future $(B)$ do $C^{\prime}$ on $C$. It means whether we execute $C^{\prime}$ before $C$ or not depends on the value of $B$ at the end of $C$. As we will show in Section [2, the operational semantics could be very simply defined without using an oracle or backward reasoning.
- We give Hoare-style logical rules for the future block, which allows us to apply the same idea of Vafeiadis to verify linearizability of concurrent objects. We show how the RDCSS example in [9] can also be verified in our logic.
- Our language separates auxiliary program state from physical program state. It also uses stratified syntax to distinguish the original program from the auxiliary code inserted for verification only. Then we formally prove that adding auxiliary code would not change the behavior of the original program. This gives a formal justification of the verification method using history and prophecy variables.


## 2 The Language

We present the syntax of our language in Fig. [2] which is stratified into several levels. The first level $(E, B$ and $C)$ is the syntax of the original programs to be verified. It is a simple WHILE language with parallel composition and memory operations. The command $\langle\widehat{C}\rangle$ means $\widehat{C}$ is executed atomically. Here $\widehat{C}$ is a sequential subset of $C$, which does not contain parallel composition. Expressions $E$ and $B$ are pure in that they do not update variables and do not access memory.

The lifted syntax $(\widetilde{E}, \widetilde{B}$ and $D)$ is for writing auxiliary code, which can be inserted into the original program to get a program $K$. We use $\alpha$ to represent auxiliary history variables and prophecy variables in $D$. The lifted expressions $\widetilde{E}$ and $\widetilde{B}$ could use both program variables $(x)$ and auxiliary ones. It is important to note that $D$ does not update program variables, not update physical memory and not contain while loops (so it must terminate).

The statement $K$ is a mix of $C$ and $D$ with two new language constructs. future $\widehat{B}$ do $\left\langle C ; D_{1}: D_{2}\right\rangle$ on $\widehat{K}$ would execute either $\left\langle C ; D_{1}\right\rangle ; \widehat{K}$ or $\left\langle C ; D_{2}\right\rangle ; \widehat{K}$, depending on whether $\widehat{B}$ is true or false at the end of $\widehat{K}$. Here $\widehat{K}$ is a special

$$
\begin{aligned}
& \text { (Expr) } E::=x|n| E+E|E-E| \ldots \\
& (\text { Bexp }) B::=\text { true } \mid \text { false }|E=E| E \neq E|\neg B| \ldots \\
& (C m d) C::=x:=E|x:=[E]|[E]:=E \mid \text { skip }|\langle\widehat{C}\rangle| C ; C \\
& \mid \text { if } B \text { then } C \text { else } C \mid \text { while } B \text { do } C \mid C \| C \\
& (\operatorname{Lexpr}) \widetilde{E}::=\alpha|E| \widetilde{E}+\widetilde{E}|\widetilde{E}-\widetilde{E}| \ldots \\
& (\operatorname{Lbexp}) \widetilde{B}::=B|\widetilde{E}=\widetilde{E}| \widetilde{E} \neq \widetilde{E}|\neg \widetilde{B}| \ldots \\
& (L C m d) D::=\alpha:=\widetilde{E}|\alpha:=\lfloor\widetilde{E}\rfloor|\lfloor\widetilde{E}\rfloor:=\widetilde{E} \mid \text { skip }|\langle D\rangle| D ; D \\
& \text { | if } \widetilde{B} \text { then } D_{1} \text { else } D_{2} \\
& \text { (Stmts) } K::=C|D| K ; K \mid \text { future } \widetilde{B} \text { do }\left\langle C ; D_{1}: D_{2}\right\rangle \text { on } \widehat{K} \mid\langle\widehat{K}\rangle \\
& \left|K_{1} \| K_{2}\right| \text { if } B \text { then } K \text { else } K \mid \text { while } B \text { do } K \mid \operatorname{assume}(\widetilde{B})
\end{aligned}
$$

Fig. 2. Syntax of the language

| (Store) | $s$ | $\in$ | PVar $\rightarrow$ Int | (Heap $)$ | $h$ | $\in$ |
| :--- | :---: | :---: | :--- | :---: | :--- | :--- |
| Nat $\rightarrow$ Int |  |  |  |  |  |  |
| (LStore) | $l s$ | $\in$ | LVar $\rightarrow$ Int | (LHeap $)$ | $l h$ | $\in$ |
| Nat $\rightarrow$ Int |  |  |  |  |  |  |
| (State $)$ | $\sigma$ | $::=$ | $(s, h, l s, l h)$ | $($ Trans $)$ | $\mathcal{R}, \mathcal{G}$ | $\in$ |

Fig. 3. Program states
$K$ with no parallel composition and future blocks. We also require implicitly $D_{1}$ and $D_{2}$ do not update the auxiliary variables in $\widetilde{B}$. The other new construct assume $(\widetilde{B})$ blocks the execution if $\widetilde{B}$ is false, and does nothing otherwise. We do not allow users to write the assume statement directly. As we will show below, it is a run-time command which is automatically inserted during execution. All the implicit syntax constraints could be enforced with a simple syntactic sanity check. Note that the boolean expression in if and while statements at this level can only use program variables. This is to ensure that the value of auxiliary variables would not affect the execution of the original program.

We model program states in Fig. 3, A program state $\sigma$ consists of a physical store $s$, a heap $h$, an auxiliary store $l s$ and an auxiliary heap $l h$. The store $s$ (auxiliary store $l s$ ) maps program variables (auxiliary variables) to integers. The heap $h$ (auxiliary heap $l h$ ) is a finite partial mapping from natural numbers to integers. State transitions $\mathcal{R}$ and $\mathcal{G}$ are binary relations of states.

We show operational semantics to the key language constructs in Fig. U. The $^{\text {a }}$ complete definition is given in the companion technical report [11]. Transitions between closed program configurations (the pair $(K, \sigma)$ ) are modeled by the binary relation $\leadsto$. We use $\sim^{*}$ as its reflexive and transitive closure. Transitions with environment's interference $\mathcal{R}$ are modeled as ${ }_{\_} \stackrel{\mathcal{R}}{\longrightarrow}$.. Semantics for the future block is straightforward. We nondeterministically choose to execute either

$$
\begin{aligned}
& \frac{\llbracket E \rrbracket_{s}=n}{(x:=E,(s, h, l s, l h)) \leadsto(\operatorname{skip},(s\{x \leadsto n\}, h, l s, l h))} \\
& \llbracket \widetilde{E} \rrbracket_{(s, l s)}=n \\
& (\alpha:=\widetilde{E},(s, h, l s, l h)) \leadsto(\mathbf{s k i p},(s, h, l s\{\alpha \leadsto n\}), l h) \\
& \frac{(\widehat{K}, \sigma) \leadsto^{*}\left(\text { skip, } \sigma^{\prime}\right)}{(\langle\widehat{K}\rangle, \sigma) \sim\left(\text { skip }, \sigma^{\prime}\right)} \quad \frac{(\widehat{K}, \sigma) \sim^{*} \text { abort }}{(\langle\widehat{K}\rangle, \sigma) \leadsto \mathbf{a b o r t}} \quad \frac{\sigma=(s, h, l s, l h) \llbracket \widetilde{B} \rrbracket_{(s, l s)}=\text { true }}{(\operatorname{assume}(\widetilde{B}), \sigma) \sim(\text { skip }, \sigma)} \\
& \overline{\left(\text { future } \widetilde{B} \text { do }\left\langle C ; D_{1}: D_{2}\right\rangle \text { on } \widehat{K}, \sigma\right) \leadsto\left(\left\langle C ; D_{1}\right\rangle ; \widehat{K} ; \operatorname{assume}(\widetilde{B}), \sigma\right)} \\
& \overline{\text { (future } \left.\widetilde{B} \text { do }\left\langle C ; D_{1}: D_{2}\right\rangle \text { on } \widehat{K}, \sigma\right) \leadsto\left(\left\langle C ; D_{2}\right\rangle ; \widehat{K} ; \text { assume }(\neg \widetilde{B}), \sigma\right)} \\
& \frac{\left(K_{1}, \sigma\right) \leadsto\left(K_{1}^{\prime}, \sigma^{\prime}\right)}{\left(K_{1} \| K_{2}, \sigma\right) \leadsto\left(K_{1}^{\prime} \| K_{2}, \sigma^{\prime}\right)} \quad \frac{\left(K_{2}, \sigma\right) \leadsto\left(K_{2}^{\prime}, \sigma^{\prime}\right)}{\left(K_{1} \| K_{2}, \sigma\right) \leadsto\left(K_{1} \| K_{2}^{\prime}, \sigma^{\prime}\right)} \\
& \frac{\left(K_{i}, \sigma\right) \leadsto \text { abort } \quad i \in\{1,2\}}{\left(K_{1} \| K_{2}, \sigma\right) \leadsto \text { abort }} \quad \overline{(\text { skip } \| \text { skip }, \sigma) \leadsto(\text { skip }, \sigma)} \\
& \frac{\left(\sigma, \sigma^{\prime}\right) \in \mathcal{R}}{(K, \sigma) \stackrel{\mathcal{R}}{\longmapsto}\left(K, \sigma^{\prime}\right)} \quad \frac{(K, \sigma) \leadsto\left(K^{\prime}, \sigma^{\prime}\right)}{(K, \sigma) \stackrel{\mathcal{R}}{\longmapsto}\left(K^{\prime}, \sigma^{\prime}\right)} \quad \frac{(K, \sigma) \leadsto \text { abort }}{(K, \sigma) \stackrel{\mathcal{R}}{\longmapsto} \text { abort }}
\end{aligned}
$$

Fig. 4. Selected rules for operational semantics
$\left\langle C ; D_{1}\right\rangle ; \widehat{K}$ or $\left\langle C ; D_{2}\right\rangle ; \widehat{K}$. For each choice, we append at the end assume $(\widetilde{B})$ and assume $(\neg \widetilde{B})$ respectively. The semantics for assume is standard.

## 3 The Program Logic

In this section, we extend the rely-guarantee logic [5] to reason about programs with future blocks. Then we show that inserting auxiliary code $D$ into the original program $C$ would not affect the behavior of $C$, which justifies the validity of this verification method.

### 3.1 Reasoning about Future Blocks

Figure [5shows the syntax and semantics of selected assertions. We use separation logic assertions to specify program states, whose semantics is standard. An action $a$ specifies a state transition, i.e., a binary relation over states. Rely $(R)$ and Guarantee $(G)$ conditions are both actions.

Due to the limit of space, we only show the inference rules for the future block and the assume statement and leave other rules in the companion technical report [11]. The FUT rule for future blocks is straightforward, which simply

$$
\begin{aligned}
& \text { (StateAssert) } \quad p, q \quad::=\widetilde{B}|e m p| E \mapsto E|p * q| \widetilde{E} \mapsto \widetilde{E} \mid \cdots \\
& \text { (Action) } a, R, G::=p \ltimes q|[p]| a \wedge a|a \vee a| \cdots \\
& (s, h, l s, l h) \models \widetilde{B} \quad \text { iff } \llbracket \widetilde{B} \rrbracket_{(s, l s)}=\text { true } \\
& (s, h, l s, l h) \models e m p \quad \text { iff } h=\emptyset \text { and } l h=\emptyset \\
& (s, h, l s, l h) \models E_{1} \mapsto E_{2} \quad \text { iff there exist } \ell \text { such that } \llbracket E_{1} \rrbracket_{s}=\ell, \llbracket E_{2} \rrbracket_{s}=n, \\
& \operatorname{dom}(h)=\{\ell\} \text { and } h(\ell)=n \\
& (s, h, l s, l h) \models \widetilde{E}_{1} \mapsto \widetilde{E}_{2} \quad \text { iff there exist } \ell \text { such that } \llbracket \widetilde{E}_{1} \rrbracket_{(s, l s)}=\ell, \llbracket \widetilde{E}_{2} \rrbracket_{(s, l s)}=n, \\
& \operatorname{dom}(l h)=\{\ell\} \text { and } \operatorname{lh}(\ell)=n \\
& (s, h, l s, l h) \uplus\left(s^{\prime}, h^{\prime}, l s^{\prime}, l h^{\prime}\right) \stackrel{\text { def }}{=}\left\{\begin{aligned}
\left(s, h \cup h^{\prime}, l s, l h \cup l h^{\prime}\right) \\
\text { if } s=s^{\prime}, \operatorname{dom}(h) \cap \operatorname{dom}\left(h^{\prime}\right)=\emptyset, \\
l s=l s^{\prime}, \operatorname{dom}(l h) \cap \operatorname{dom}\left(l h^{\prime}\right)=\emptyset \\
\text { otherwise }
\end{aligned}\right. \\
& \sigma \models p * q \quad \text { iff exist } \sigma_{1} \text { and } \sigma_{2}, \sigma_{1} \uplus \sigma_{2}=\sigma, \sigma_{1} \models p \text { and } \sigma_{2} \models q \\
& \left(\sigma, \sigma^{\prime}\right) \models p \ltimes q \quad \text { iff } \sigma \models p \text { and } \sigma^{\prime} \models q \\
& \left(\sigma, \sigma^{\prime}\right) \mid=[p] \quad \text { iff } \sigma=\sigma^{\prime} \text { and } \sigma \models p
\end{aligned}
$$

Fig. 5. Assertions and their semantics

$$
\begin{aligned}
& \begin{array}{c}
R ; G \vdash\{p\}\left\langle C ; D_{1}\right\rangle ; \widehat{K} ; \operatorname{assume}(\widetilde{B})\{q\} \\
\frac{R ; G \vdash\{p\}\left\langle C ; D_{2}\right\rangle ; \widehat{K} ; \operatorname{assume}(\neg \widetilde{B})\{q\}}{R ; G \vdash\{p\} \text { future } \widetilde{B} \text { do }\left\langle C ; D_{1}: D_{2}\right\rangle \text { on } \widehat{K}\{q\}} \text { (FUT) }
\end{array} \\
& \frac{p \wedge \widetilde{B} \Rightarrow q \quad \operatorname{sta}(q, R)}{R ; G \vdash\{p\} \operatorname{assume}(\widetilde{B})\{q\}} \text { (ASM) } \\
& \text { where } \operatorname{sta}(p, a) \stackrel{\text { def }}{=} \forall \sigma, \sigma^{\prime} .(\sigma \models p) \wedge\left(\left(\sigma, \sigma^{\prime}\right) \models a\right) \Rightarrow \sigma^{\prime} \models p
\end{aligned}
$$

Fig. 6. Selected inference rules
requires that both execution paths of the statement satisfy the specification. In the ASM rule for the assume statement, we know $\widetilde{B}$ holds if the execution falls through. However, we might need to weaken $p \wedge \widetilde{B}$ to get a stable post-condition $q$. Here stability of an assertion with respect to the rely condition means that the validity of the assertion would be preserved by state transitions in the rely condition.

Semantics and Soundness. We give semantics of the judgment $R ; G \vdash\{p\} K\{q\}$ below, which ensures the following non-interference property $(K, \sigma, \mathcal{R}) \Longrightarrow(\mathcal{G}, q)$. It says that, with an environment whose state transitions in $\mathcal{R},(K, \sigma)$ would not abort, every step of its execution satisfies the guarantee $\mathcal{G}$, and the post-condition $q$ holds at the termination state if the execution terminates.

$$
\begin{aligned}
\operatorname{Er}(C)=C \quad & \operatorname{Er}(D)=\text { skip } \\
\operatorname{Er}(\langle K\rangle)=\langle\operatorname{Er}(K)\rangle & \operatorname{Er}\left(K_{1} ; K_{2}\right)=\operatorname{Er}\left(K_{1}\right) ; \operatorname{Er}\left(K_{2}\right) \\
\operatorname{Er}\left(\text { if } B \text { then } K_{1} \text { else } K_{2}\right) & =\text { if } B \text { then } \operatorname{Er}\left(K_{1}\right) \text { else } \operatorname{Er}\left(K_{2}\right) \\
\operatorname{Er}(\text { while } B \text { do } K) & =\text { while } B \text { do } \operatorname{Er}(K) \\
\operatorname{Er}\left(\text { future } \widetilde{B} \text { do }\left\langle C ; D_{1}: D_{2}\right\rangle \text { on } \widehat{K}\right) & =\langle C\rangle ; \operatorname{Er}(\widehat{K}) \\
\operatorname{Er}\left(K_{1} \| K_{2}\right) & =\operatorname{Er}\left(K_{1}\right) \| \operatorname{Er}\left(K_{2}\right)
\end{aligned}
$$

Fig. 7. Erasure of auxiliary code

Definition 3.1 (Non-interference). $(K, \sigma, \mathcal{R}) \Longrightarrow^{0}(\mathcal{G}, q)$ always holds; $(K, \sigma, \mathcal{R}) \Longrightarrow{ }^{n+1}(\mathcal{G}, q)$ holds iff $(K, \sigma) \not \chi_{\rightarrow}$ abort, and,

1. for all $\sigma^{\prime}$, if $\left(\sigma, \sigma^{\prime}\right) \in \mathcal{R}$, then for all $k \leq n,\left(K, \sigma^{\prime}, \mathcal{R}\right) \Longrightarrow^{k}(\mathcal{G}, q)$;
2. for all $\sigma^{\prime}$, if $(K, \sigma) \leadsto\left(K^{\prime}, \sigma^{\prime}\right)$, then $\left(\sigma, \sigma^{\prime}\right) \in \mathcal{G}$ and $\left(K^{\prime}, \sigma^{\prime}, \mathcal{R}\right) \Longrightarrow{ }^{k}(\mathcal{G}, q)$ holds for all $k \leq n$;
3. if $K=$ skip, then $\sigma \models q$, and $(K, \sigma, \mathcal{R}) \Longrightarrow^{k}(\mathcal{G}, q)$ holds for all $k \leq n$.

We say $(K, \sigma, \mathcal{R}) \Longrightarrow(\mathcal{G}, q)$ if $\forall k .(K, \sigma, \mathcal{R}) \Longrightarrow^{k}(\mathcal{G}, q)$
We define $\llbracket a \rrbracket$ as $\left\{\left(\sigma, \sigma^{\prime}\right) \mid\left(\sigma, \sigma^{\prime}\right) \models a\right\}$. Then we can define $R ; G \models\{p\} K\{q\}$ as the following, and give the soundness theorem.

Definition 3.2. $R ; G \models\{p\} K\{q\}$ iff,
for all $\sigma$, if $\sigma \models p$, then $(K, \sigma, \llbracket R \rrbracket) \Longrightarrow(\llbracket G \rrbracket, q)$.
Theorem 3.3 (Soundness). If $R ; G \vdash\{P\} K\{Q\}$, then $R ; G \models\{P\} K\{Q\}$.
We also want to point out that it should be easy to develop rules similar to the FUT rule in other program logic [10, 3. Here we pick rely-guarantee reasoning mainly for simplicity.

### 3.2 Auxiliary Code Erasure

Theorem 3.3 just shows the logic ensures the partial correctness of the annotated code $K$, but what we want ultimately is that the original program $C$ is well-behaved. We show in this section that this is indeed guaranteed by our verification method. In Fig. $\mathbf{Z}$ we show the erasing process $E r$ that removes the auxiliary code in $K$ to get the original program $C$. It simply removes $D$ in $K$, or replace occurrence of $D$ with skip.

The following theorem says for all safe $K$, it has no less behaviors than the original program $\operatorname{Er}(K)$. Therefore we can verify the annotated program instead of the original one.

Theorem 3.4. If $R ; G \models\{p\} K\{q\}, C=\operatorname{Er}(K)$ and $(s, h, l s, l h) \models p$, the following are true:

1. for all $s^{\prime}$ and $h^{\prime}$, if $(C,(s, h)) \sim^{*}\left(\right.$ skip,$\left.\left(s^{\prime}, h^{\prime}\right)\right)$, then $\exists l s^{\prime} l h^{\prime} .\left(K,(s, h, l s, l h) \sim^{*}\left(\right.\right.$ skip,$\left.\left.\left(s^{\prime}, h^{\prime}, l s^{\prime}, l h^{\prime}\right)\right)\right)$;
2. $(C,(s, h)) \not \chi_{*}^{*}$ abort.

Here the transition $(C,(s, h)) \leadsto\left(C^{\prime},\left(s^{\prime}, h^{\prime}\right)\right)$ can be derived easily from the transition $(C, \sigma) \leadsto\left(C^{\prime}, \sigma^{\prime}\right)$, since $C$ does not access logical states. The complete definition is given in the technical report [11.

We define semantics of auxiliary-state-independent assertions $\widetilde{p}$ below.
$(s, h, l s, l h) \models \widetilde{p}$ iff there exists $l s^{\prime}$ and $l h^{\prime}$ such that $\left(s, h, l s^{\prime}, l h^{\prime}\right) \models p$ holds .
Then the following corollary trivially follows Theorem[3.4. That is, given $R ; G \models$ $\{p\} K\{q\}$, we can get the partial correctness of $\operatorname{Er}(K)$ with empty environment.

Corollary 3.5. If $R ; G \models\{p\} K\{q\}$ and $C=\operatorname{Er}(K)$, then $R_{0} ; G_{0} \models\{\widetilde{p}\} C\{\widetilde{q}\}$ where $R_{0}=[$ true $]$ and $G_{0}=$ true $\ltimes$ true.

## 4 Example

We use an example to show how our logic supports verification with prophecy variables. More examples can be found in our technical report [11].

### 4.1 The RDCSS Algorithm

Restricted double-compare single-swap(RDCSS) is defined by Harris [4] in the implementation of multiple compare-and-swap(MCAS). The code is shown in Fig. [ RDCSS takes five arguments $a_{1}, a_{2}, o_{1}, o_{2}$ and $n_{2}$, which are stored in the descriptor $d$. Here $a_{1}$ and $a_{2}$ are memory addresses and $o_{1}$ and $o_{2}$ are

```
class Descriptor {
    address_t }\mp@subsup{a}{1}{},\mp@subsup{a}{2}{}\mathrm{ ;
    word_t ol, oo, , n2;
    single word_t AbsResult;
    single word_t r}\mp@subsup{r}{2}{};\quad
Complete(Descriptor d) {
        local r;
C1: < r:= [d. .a ] ; >
        if (r=d. ol )
C2: }\quad\operatorname{CAS1(d.a},\mp@code{, d, d. n}2)
        else
C3: }\quad\mathrm{ CAS1(d.a , , d, d.on);
}
```

```
RDCSS(Descriptor d) {
```

RDCSS(Descriptor d) {
local r;
local r;
r:=CAS1(d.a}\mp@subsup{a}{2}{},\mathrm{ d.oo , d);
r:=CAS1(d.a}\mp@subsup{a}{2}{},\mathrm{ d.oo , d);
while (IsDesc(r)) {
while (IsDesc(r)) {
Complete(r);
Complete(r);
r:=CAS1(d. a , , d.oon, d);
r:=CAS1(d. a , , d.oon, d);
}
}
if (r=d. .on) Complete(d);
if (r=d. .on) Complete(d);
return r;
return r;
}

```
}
```

Fig. 8. RDCSS implementation
their expected values. If both addresses contain their expected values, then the new value $n_{2}$ is stored $a_{2}$. The function returns the current value stored at $a_{2}$. Addresses are split into two disjoint domains, $A$ and $B . a_{1}$ and $a_{2}$ belong to $A$ and $B$ respectively. $A$-type addresses could be accessed using standard memory operations, while $B$-type can be accessed only through the RDCSS function.

The implementation of RDCSS uses a variant of CAS. As shown below, it returns the old values stored in the address instead of a boolean.

```
value_t CAS1(value_t *addr, value_t exp, value_t new) {
    value_t v;
    < v := [addr]; if (v=exp) [addr]:=new; >
    return v;
}
```

RDCSS first attempts to place its descriptor at the memory location $a_{2}$, which means to 'lock' the location. If it succeeds, then continues to attempt to update the memory location $a_{2}$ with the new value. If a thread A reads $a_{2}$ and finds it contains a descriptor, it means that there is another thread B trying to update $a_{2}$ through RDCSS. In this case thread A should call the helper function Complete (d) to help thread B complete the operation. The function IsDesc tests whether its parameter points to a descriptor.

### 4.2 Proofs

Vafeiadis 9] verified the algorithm using auxiliary prophecy variables. The reason we need prophecy variables is that whether the linearization point is at line C1 or not (see Fig. (8) depends on the comparison result at lines C2 and C3. Here we follow the same idea in his proof, except that we rewrite the method complete(d) using our future block instead of using guess and assert statements. The instrumented code of the complete(d) function and the proof sketch is shown in Fig. [9. The proof for the RDCSS function is the same with the one by Vafeiadis, thus omitted here.

Following Vafeiadis [9, two auxiliary variables are added in the Descriptor in Fig. [8. AbsResult represents the value of $a_{2}$ when RDCSS is called, and $r_{2}$ represents its value when RDCSS returns. Some important assertions taken from Vafeiadis [9] are shown on top of Fig. 9] $D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2}, a, r_{2}\right)$ describes a valid descriptor pointed by $d . U_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2}\right)$ describes a descriptor whose AbsResult and $r_{2}$ are undefined. The abstraction assertion $K(x)$ maps the concrete value of $x$ to the abstract value. The overall invariant $R D C S S \_I n v$ asserts that all locations in $A$ exist, all locations in $B$ have matching concrete values and abstract values, and there are some used garbage RDCSS Descriptors.

In Fig. 9] the texts in yellow background are the inserted auxiliary code. We add the auxiliary variable $l d a 2$ to capture the value of $d . a_{2}$ in the future at lines C 2 and C 3 . Its value is assigned by $D_{3}$. The boolean expression $\widetilde{B}(l d a 2=d)$ tests whether the comparison at C 2 and C 3 would succeed. If it holds, we know the line $C 1$ is the linearization point, and update the abstract results correspondingly in $D_{1}$. Here we just want to demonstrate the use of the future block in the proof. More details can be found in Vafeiadis (9] or our TR [11].

```
\(D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2}, a, r_{2}\right) \stackrel{\text { def }}{=}\)
    \(d \mapsto\left\{. a_{1}=a_{1} ; . o_{1}=o_{1} ; . a_{2}=a_{2} ; . n_{2}=n_{2} ;\right.\). AbsResult \(\left.=a ; . r_{2}=r_{2}\right\}\)
    \(\wedge\left(a_{1} \in A\right) \wedge\left(a_{2} \in B\right) \wedge \operatorname{IsDesc}(\mathrm{d})\)
    \(\wedge \neg \operatorname{IsDesc}\left(o_{2}\right) \wedge \neg \operatorname{IsDesc}\left(n_{2}\right)\)
\(U_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2}\right) \stackrel{\text { def }}{=} D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2}\right.\), undef, undef \()\)
    \(K(x) \stackrel{\text { def }}{=}(x \in B) \wedge \exists d, v, w \cdot\left\{\begin{array}{l}(A b s[x] \mapsto v * x \mapsto v \wedge \neg \operatorname{IsDesc}(\mathrm{v})) \\ \vee\left(A b s[x] \mapsto v * x \mapsto d * U_{d}(-, x,-v,-)\right) \\ \vee\left(A b s[x] \mapsto v * x \mapsto d * D_{d}(-, x,-v,-, v, w)\right)\end{array}\right\}\)
RDCSS_Inv \(\stackrel{\text { def }}{=} \exists T . \circledast_{x \in A} \cdot x \mapsto{ }_{-} * \circledast_{x \in B} \cdot K(x) * \circledast_{d \in T} \cdot \exists o_{2}, D_{d}\left(-,{ }_{-},{ }_{-}, o_{2},{ }_{-}, o_{2}, \_\right)\)
```

```
\(\left\{R D C S S_{-} I n v \wedge D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2},-,-\right) * t r u e\right\}\)
```

$\left\{R D C S S_{-} I n v \wedge D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2},-,-\right) * t r u e\right\}$
future $(\widetilde{B})$
future $(\widetilde{B})$
do
do
C1: $\quad \mathrm{v}:=\left[\mathrm{d} . a_{1}\right] ;$
C1: $\quad \mathrm{v}:=\left[\mathrm{d} . a_{1}\right] ;$
$\left\{\left(\exists n . R D C S S \_I n v \wedge D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2},-,-\right) \wedge d . a_{1} \mapsto n \wedge v=n\right) *\right.$ true $\}$
$\left\{\left(\exists n . R D C S S \_I n v \wedge D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2},-,-\right) \wedge d . a_{1} \mapsto n \wedge v=n\right) *\right.$ true $\}$
$\left\{D_{1}:\right.$
$\left\{D_{1}:\right.$
$\left\{\begin{array}{l}\left(\text { RDCSS_Inv } \wedge v \neq \text { d.o } o_{1} \wedge D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2}, o_{2}, o_{2}\right) * \text { true }\right) \\ \vee\left(R D C S S_{-} I n v \wedge v=d . o_{1} \wedge D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2}, o_{2}, n_{2}\right) * \text { true }\right)\end{array}\right\}$
$\left\{\begin{array}{l}\left(\text { RDCSS_Inv } \wedge v \neq \text { d.o } o_{1} \wedge D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2}, o_{2}, o_{2}\right) * \text { true }\right) \\ \vee\left(R D C S S_{-} I n v \wedge v=d . o_{1} \wedge D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2}, o_{2}, n_{2}\right) * \text { true }\right)\end{array}\right\}$
$\left.D_{2}\right\}$
$\left.D_{2}\right\}$
)
)
on \{
on \{
if $\left(\mathrm{v}=\mathrm{d} . o_{1}\right)$
if $\left(\mathrm{v}=\mathrm{d} . o_{1}\right)$
$D_{3}$;
$D_{3}$;
C2: $\quad \operatorname{CAS} 1\left(\mathrm{~d} . a_{2}, \mathrm{~d}, \mathrm{~d} . n_{2}\right) ; \quad>$
C2: $\quad \operatorname{CAS} 1\left(\mathrm{~d} . a_{2}, \mathrm{~d}, \mathrm{~d} . n_{2}\right) ; \quad>$
else
else
$D_{3}$;
$D_{3}$;
C3: $\quad \operatorname{CAS1}\left(\mathrm{d} . a_{2}, \mathrm{~d}, \mathrm{~d} . o_{2}\right) ; \quad>$
C3: $\quad \operatorname{CAS1}\left(\mathrm{d} . a_{2}, \mathrm{~d}, \mathrm{~d} . o_{2}\right) ; \quad>$
\}
\}
$\left\{\begin{array}{l}\left(l d a 2 \neq d \wedge R D C S S \_I n v \wedge D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2},-,-\right) * t r u e\right) \\ \vee\left(l d a 2=d \wedge R D C S S \_I n v \wedge D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2}, o_{2}, n_{2}\right) * \text { true }\right) \\ \vee\left(l d a 2=d \wedge R D C S S \_I n v \wedge D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2}, o_{2}, o_{2}\right) * \text { true }\right)\end{array}\right\}$
$\left\{\begin{array}{l}\left(l d a 2 \neq d \wedge R D C S S \_I n v \wedge D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2},-,-\right) * t r u e\right) \\ \vee\left(l d a 2=d \wedge R D C S S \_I n v \wedge D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2}, o_{2}, n_{2}\right) * \text { true }\right) \\ \vee\left(l d a 2=d \wedge R D C S S \_I n v \wedge D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2}, o_{2}, o_{2}\right) * \text { true }\right)\end{array}\right\}$
$\left\{R D C S S_{-} I n v \wedge D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2},-,-\right) *\right.$ true $\}$

```
\(\left\{R D C S S_{-} I n v \wedge D_{d}\left(a_{1}, a_{2}, o_{1}, o_{2}, n_{2},-,-\right) *\right.\) true \(\}\)
```

where

$$
D_{1} \triangleq\left(\begin{array}{l}
\text { d.AbsResult }:=\mathrm{d} . o_{2} ; \\
\text { if }\left(\left[\mathrm{d} . a_{1}\right]=\mathrm{d} \cdot o_{1}\right)\{ \\
\quad \text { d. } r_{2}:=\mathrm{d} \cdot n_{2} ; \\
\text { Abs }\left[\mathrm{d} \cdot a_{2}\right]:=\mathrm{d} . n_{2} ; \\
\} \\
\text { else } \\
\left.\quad \text { d. } r_{2}:=\text { Abs[d. } a_{2}\right] ;
\end{array}\right) \quad \begin{aligned}
& D_{2} \triangleq \text { skip } \\
& D_{3} \triangleq \mathrm{lda} 2:=\left[\mathrm{d} . a_{2}\right] \\
& \widetilde{B} \triangleq \mathrm{lda} 2=\mathrm{d} \\
&
\end{aligned}
$$

Fig. 9. Proof outline of Complete(d)
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#### Abstract

Hybrid CSP (HCSP) extends CSP to describe interacting continuous and discrete dynamics. The concurrency with synchronous communications, timing constructs, interrupts, differential equations, and so on, make the behavior of HCSP difficult to specify and verify. In this paper, we propose a Hoare style calculus for reasoning about HCSP. The calculus includes Duration Calculus formulas to record process execution history and reason about real-time properties and continuous evolution, and dedicated predicate symbols to specify communication traces and readiness of process actions so that the composite constructs of HCSP can be handled compositionally by using assume/guarantee reasoning.
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## 1 Introduction

Hybrid systems exhibit combinations of discrete jumps and continuous evolution. The applications of hybrid systems are dispersed everywhere in our modern life, e.g. industry automation and transport infrastructure incorporate many hybrid systems whose correct functioning is safety-critical. A number of abstract models and specification languages have been proposed for the specification and verification of hybrid systems. The most popular model is hybrid automata 1105, with real-time temporal logics [10 11] interpreted on their behaviours as a specification language. However, hybrid automata are analogous to state machines, with little support for structured description, and for solving this problem, a number of formalisms have been proposed to facilitate modular descriptions of complex systems, e.g. Hybrid CSP 420].

Hybrid CSP (HCSP) [420] is a process algebra which extends CSP by realtime and continuous constructs, for instance differential equations to model continuous evolution. Being a process algebra, HCSP has standard means for constructing complex systems out of simpler ones, which facilitates compositionality. Our experience in formalising the Chinese Train Control System Level 3 (CTCS-3), has confirmed the applicability and scalability of HCSP. In this paper we propose a Hoare style calculus for reasoning about hybrid systems which are modelled in HCSP. The features of HCSP which are handled by the logic include communication, timing constructs, interrupts and continuous evolution
governed by differential equations. The proposed calculus includes Duration Calculus (DC) [19] formulas to record execution history. A calculus for reasoning about HCSP with similar features was proposed in a previous work [8], but compositionality, which is the main contribution of this work, was not achieved.

Compositionality in reasoning about properties of HCSP is a challenge because of continuous evolution and communication dependencies between processes, much like in other models of real time concurrency. Our approach to obtain the compositionality is inspired by the work on CSP without timing 6151713 . To facilitate the reasoning about individual parallel components, we extend state expressions in $D C$ history formulas by introducing predicates to specify communication readiness. Furthermore, to achieve the compositional reasoning of a compound construct such as sequential composition and parallel composition, we adopt assume/guarantee mechanism. Firstly, define the specification of each constituent independently, including a precondition, an assumption to specify conditions of the environment in which the constituent is executed, a postcondition and a guarantee, then the specification of the construct can be deduced from specifications of its constituents directly, for instances, sequential composition by chop, and parallel composition by conjunction, etc.

Related work. Hybrid automata [15 and the related logics 10511 were already mentioned in the introduction. Another approach is Differential Dynamic Logic proposed in 14 for the deductive verification of hybrid programs. However, the hybrid programs considered there have limited functionality. Communication, parallelism and interrupts are not handled.

By extending Hoare Logic, a compositional proof system for real-time concurrent systems with asynchronous communications is presented in [7]. However, it assumes that each communication has a fixed non-zero duration. Instead, we adopt super-dense computation [10] to assume computer computation consuming zero time compared to continuous evolution, which is a very comfortable abstract computation model for hybrid systems and has been widely adopted in the formal design of hybrid systems. Thus, at one time, there may be multiple communications being taken. We find that the compositionality of reasoning becomes more difficult in the super-dense computation model. For logic compositionality, assume/guarantee reasoning has been studied for communication-based concurrency in CSP without timing in 121321 .

Structure of the paper. We give a brief introduction to HCSP in Section [2] and then introduce DC formulas and define readiness predicates for HCSP in Section 3. The assume/guarantee based compositional calculus for HCSP is presented in Section We draw a conclusion and discuss future work in Section 5.

[^10]
## 2 Hybrid CSP

Hybrid CSP 420] is a formal language for describing hybrid systems. It is an extension of CSP by introducing timing constructs, interrupts, and differential equations for representing continuous evolution. Interactions among processes are described solely by communications. Process variables are local to their respective sequential components. We write Var and Chan for the sets of the variables and the channel names occurring in the considered process, respectively. The syntax of a subset of HCSP is given as follows:

$$
\begin{aligned}
P, Q::= & \text { skip }|x:=e| \text { wait } d|\operatorname{ch} ? x| \text { ch!e }|P ; Q| B \rightarrow P \mid P \sqcup Q \\
& \left|\rrbracket_{i \in I}\left(i o_{i} \rightarrow Q_{i}\right)\right| P \| Q\left|P^{*}\right|\langle\mathcal{F}(\dot{s}, s)=0 \& B\rangle \\
& \left|\langle\mathcal{F}(\dot{s}, s)=0 \& B\rangle \unrhd_{d} Q\right|\langle\mathcal{F}(\dot{s}, s)=0 \& B\rangle \unrhd \rrbracket_{i \in I}\left(i o_{i} \rightarrow Q_{i}\right) \\
i o_{i}::= & \operatorname{ch} ? x \mid \operatorname{ch!e}
\end{aligned}
$$

Here $P, Q, x, s$ and $c h$ stand for HCSP processes, (vectors of) real variables, and channel names, respectively. $B$ and $e$ are Boolean and arithmetic expressions and $d$ is a non-negative real constant. The intended meaning of the individual constructs is as follows:

- skip terminates immediately having no effect on variables.
$-x:=e$ assigns the value of expression $e$ to $x$ and then terminates.
- wait $d$ will keep idle for $d$ time units keeping variables unchanged.
- ch? $x$ receives a value along channel $c h$ and assigns it to $x$.
- ch!e sends the value of $e$ along channel ch. A communication takes place as soon as both the sending and the receiving parties are ready, and may cause one side to wait.
- The sequential composition $P ; Q$ behaves as $P$ first, and if it terminates, as $Q$ afterwards.
- The alternative $B \rightarrow P$ behaves as $P$ if $B$ is true, otherwise it terminates immediately.
- $P \sqcup Q$ denotes internal choice. It behaves as either $P$ or $Q$, and the choice is made by the process.
- $\rrbracket_{i \in I}\left(i o_{i} \rightarrow Q_{i}\right)$ denotes communication controlled external choice. $I$ is supposed to be finite. As soon as one of the communications in $\left\{i o_{i}\right\}_{i \in I}$ takes place, the process continues as the respective guarded $Q_{i}$.
- $P \| Q$ behaves as if $P$ and $Q$ run independently except that all communications along the common channels connecting $P$ and $Q$ are to be synchronized. The processes $P$ and $Q$ in parallel can neither share variables, nor input or output channels.
- The repetition $P^{*}$ executes $P$ for some finite number of times.
$-\langle\mathcal{F}(\dot{s}, s)=0 \& B\rangle$ is the continuous evolution statement (hereafter shortly continuous). It forces the vector $s$ of real variables to obey the differential equations $\mathcal{F}$ as long as the boolean expression $B$, which defines the domain of $s$, holds, and terminates when $B$ turns false.
$-\langle\mathcal{F}(\dot{s}, s)=0 \& B\rangle \unrhd_{d} Q$ behaves like $\langle\mathcal{F}(\dot{s}, s)=0 \& B\rangle$, if the continuous terminates before $d$ time units. Otherwise, after $d$ time units of evolution according to $\mathcal{F}$, it moves on to execute $Q$.
$-\langle\mathcal{F}(\dot{s}, s)=0 \& B\rangle \unrhd \rrbracket_{i \in I}\left(i o_{i} \rightarrow Q_{i}\right)$ behaves like $\langle\mathcal{F}(\dot{s}, s)=0 \& B\rangle$, except that the continuous is preempted as soon as one of the communications $i o_{i}$ is taken place. That is followed by the respective $Q_{i}$. Notice that, if a non- $B$ state is reached before a communication from among $\left\{i o_{i}\right\}_{i \in I}$ occurs, then the process terminates without communicating.

For reasoning about communication behaviour of HCSP, several auxiliary variables that never occur in any process need to be introduced: The system variable now records the current time of process execution, and the variable $t r$ records the timed trace of a process accumulated during its execution. A timed trace (abbreviated as trace below) $h$ can be either empty sequence, or $\langle c h . e, t\rangle$ denoting one occurrence of a communication $\langle c h, e\rangle$ at time $t$, or composed from existing traces by concatenation •, non-deterministic choice + , and Kleene star *. We use $r$ to denote the corresponding channel sequence of $h$, and define a function $\mathbb{C}(t r)$ to return the channel sequence of the trace recorded by $t r$. The formal definitions are presented as follows.

$$
\begin{aligned}
& h::=\epsilon|\langle c h . e, t\rangle| h_{1} \cdot h_{2}\left|h_{1}+h_{2}\right| h^{*} \\
& r::=\epsilon \mid \text { ch }\left|r_{1} \cdot r_{2}\right| r_{1}+r_{2} \mid r^{*}
\end{aligned}
$$

There are some properties held for the non-deterministic choice, including the distributivity of it over concatenation, e.g., $\left(h_{1}+h_{2}\right) \cdot h=h_{1} \cdot h+h_{2} \cdot h$, and $r$ as well; and the equivalent conversion from it to disjunction in assertions, e.g., $t r=h_{1}+h_{2}$ iff $t r=h_{1} \vee t r=h_{2}$.

Formal semantics of HCSP has been considered in different paradigms. For example, an algebraic semantics was given in [4], while a DC-based denotational semantics was given in [20]. In the full version of this paper [16], a formal operational semantics was given in the Plotkin's style, i.e., each construct of HCSP is interpreted as a transition relation over configurations composed of a process and a pair of states (for process and environment respectively), and the semantics is defined by a set of transition rules. For space limitation, we omit this part here.

## 3 History Formulas

Duration Calculus (DC) [19] is an interval-based logic for specifying and reasoning about real-time systems. We will use DC formulas to describe the execution history of HCSP processes. However, in order to specify communications, we need to augment the state expressions of DC to include assertions related to communication readiness.

The syntax of the subset of $D C$ we need is described in terms of state expressions $S$, which are assertions about process variables, readiness and termination, and history formulas HF as follows:

$$
\begin{aligned}
& \theta \quad::=c|x| f^{n}\left(\theta_{1}, \ldots, \theta_{n}\right) \\
& S \quad::=\perp\left|R^{m}\left(\theta_{1}, \ldots, \theta_{m}\right)\right| r . c h ?|r . c h!| \mathcal{T}(P)|\neg S| S \vee S \\
& H F::=\perp|\ell \operatorname{rel} c|\lceil S\rceil^{-}\left|\lceil S\rceil^{0}\right| H F^{*}\left|H F^{\curvearrowright} H F\right| H F \wedge H F \mid H F \vee H F
\end{aligned}
$$

Here $\theta$ stands for a term. $c$ denotes a constant, $x$ a process variable, and $f$ is an $n$-ary arithmetic function ( $n$ as well as the following $m$ are non-negative integers for representing arities of functions).

In the syntax of state expressions $S, \perp$ stands for false ( $\top$ for true in contrary), and $R$ is an $m$-ary truth-valued function on terms. In order to model the readiness of channel $c h$ for performing communication, we introduce two Boolean variables r.ch?, r.ch!, with a channel sequence $r$ (as defined in last section) as prefix, to describe that $c h$ ? or $c h$ ! becomes ready, and before that, the communication history along $r$ has occurred. $\mathcal{T}(P)$ is a terminal predicate, representing that $P$ terminates.

In the syntax of history formulas $H F, \ell$ is a temporal variable standing for the length of the considered interval. rel is a relation in the set $\{<\rangle,,=\}$. In the following, we always use $R g(\ell)$ to denote an interval formula of $\ell$, i.e., a history formula containing $\ell$ and constants. $\lceil S\rceil^{-}$means that $S$ holds everywhere in the considered interval except for its right end point 2 , and $\lceil S\rceil^{0}$ means that $S$ holds at the time point of the considered point interval. In the rest of the paper, we define the abbreviation $\lceil S\rceil \stackrel{\text { def }}{=}\lceil S\rceil^{-\cap}\lceil S\rceil^{0}$, meaning that $S$ holds everywhere over an interval. $H F^{*}$ denotes iteration of history formulas. See, e.g., [23] on iteration and some other relevant DC operators. In $H F_{1} \wedge H F_{2}$, chops an interval into two consecutive sub-intervals, over which $H F_{1}$ and $H F_{2}$ hold respectively.

The semantics of terms, state expressions and history formulas are interpreted over process states. For the full semantics, readers are referred to [16].

Axioms. All the axioms of DC are applied here. Besides, we need to introduce an axiom for readiness, for translating non-deterministic choice of prefixes equivalently into disjunction of corresponding state expressions,

$$
\left(r_{1}+r_{2}\right) \cdot c h ?=r_{1} \cdot c h ? \vee r_{2} \cdot c h ?
$$

## 4 Specification and Inference Rules

Unlike assertions defined in our previous work [8], each specification of Hybrid Hoare Logic (HHL) here consists of five parts, i.e. pre- and post-conditions, process, assumption and guarantee, with the form

$$
\{S ; A\} P\{R ; G\}
$$

$P$ is an HCSP process to be verified. $S$ and $R$ are pre- and post-conditions which are assertions about variables at the start and termination of the execution of $P$, respectively. $A$ and $G$ are both history formulas. Assumption $A$ specifies the readiness of communications that the environment offers to $P$, while guarantee $G$ specifies the execution history of $P$, when $P$ runs under an environment satisfying $A$.

[^11]Intuitively, a specification $\{S ; A\} P\{R ; G\}$ is valid, iff for any execution of $P$ starting from a state satisfying $S$, if it terminates, and the environment under which $P$ runs satisfies $A$ throughout its execution, then the final state satisfies $R$, and $G$ holds throughout the execution of $P$.

In the following, we will briefly introduce axioms and inference rules of HHL, detailed explanation can be found at [16]. First we give general rules that are applicable to all HCSP statements, and then the rules for each HCSP construct.

Consequence Rule. The consequence rule is defined as usual,

$$
\frac{\{S ; A\} P\{R ; G\} \quad S^{\prime} \Rightarrow S \quad R \Rightarrow R^{\prime} \quad A^{\prime} \Rightarrow A \quad G \Rightarrow G^{\prime}}{\left\{S^{\prime} ; A^{\prime}\right\} P\left\{R^{\prime} ; G^{\prime}\right\}}
$$

Non-readiness Rule. This rule is closely related to the fact that each channel end is owned solely by one sequential context in HCSP. The communication actions that are sequential to $P$ but not belonging to $P$ are not ready when $P$ is executing. For every process $P$, we assume that the processes that are composed with $P$ in sequence have channel ends from $\mathcal{C}_{S}$. Let $\mathcal{C}_{P}$ be the set of channel ends of $P$, and $\mathcal{C}_{N}$ be $\mathcal{C}_{S} \backslash \mathcal{C}_{P}$. We then have the following rule describing the non-readiness of communication actions in $\mathcal{C}_{N}$ during the execution of $P$ (the terminating point exclusive). The hypothesis $S \Rightarrow \mathbb{C}(t r)=r$ indicates that the processes previous to $P$ have accumulated trace along channel sequence $r$.

$$
\frac{\{S ; A\} P\{R ; G\} \quad S \Rightarrow \mathbb{C}(t r)=r}{\{S ; A\} P\left\{R ; G \wedge\left\lceil\bigwedge_{a \in \mathcal{C}_{N}}(\neg r \cdot a)\right\rceil^{-}\right\}}
$$

There are other general rules standard for classical predicate logic, similar to the ones presented in [14]. We will not list them here.

The rules for skip and assignment are straightforward. Both are internal actions, having no dependence from the environment, and take no time.

Skip

$$
\{S ; \top\} \operatorname{skip}\{S ; \ell=0\}
$$

## Assignment

$$
\{S[e / x] ; \top\} x:=e\{S ; \ell=0\}
$$

Input and Output The input rule is:

$$
\frac{S \Rightarrow \mathbb{C}(t r)=r \quad S[o / \text { now }] \wedge R g(t) \wedge \text { now }=o+t \Rightarrow \forall a . R\left[a / x, t r^{\prime} / t r\right]}{\left\{S ;\left(R g(\ell) \wedge\lceil\neg(r . c h!)\rceil^{-}\right)^{\wedge}\lceil r . c h!\rceil^{0}\right\} \operatorname{ch} ? x\{R ; R g(\ell) \wedge\lceil r . c h ?\rceil\}}
$$

where $R g(\ell)$ is an interval formula of $l$, and $t$ is a fresh logical variable, $t r^{\prime}=$ tr. $\langle$ ch.a, now $\rangle . R g(t)$ substitutes $t$ for $\ell$ in interval formula $R g(\ell)$, and results in a first order formula of $t$. The assumption indicates that the partner side $c h!$ is not ready until $R g(\ell)$ time units, and under this assumption, $c h$ ? will keep waiting for the same duration. As soon as both parties get ready, the communication
occurs immediately. The system clock now then goes ahead $t$ with range $R g(t)$, which is the waiting time, and a value is transmitted along $c h$ and assigned to $x$, and $t r$ is increased by one communication pair $\langle c h . a, n o w\rangle$, as indicated by the second hypothesis.

The rule for output can be given similarly.

$$
\frac{S \Rightarrow \mathbb{C}(t r)=r \quad S[o / \text { now }] \wedge R g(t) \wedge n o w=o+t \Rightarrow R\left[t r^{\prime} / t r\right]}{\left\{S ;\left(R g(\ell) \wedge\lceil\neg(r . c h ?)\rceil^{-}\right)^{\wedge}\lceil r . c h ?\rceil^{0}\right\} \text { ch!e }\{R ; R g(\ell) \wedge\lceil r . c h!\rceil\}}
$$

where $t r^{\prime}=t r \cdot\langle$ ch.e, now $\rangle$.
Continuous. For reasoning about the continuous, the notion of differential invariant is necessary, which is quite similar to reasoning about properties of loops using invariant in the classical Hoare logic. A differential invariant of a differential equation $\langle\mathcal{F}(\dot{s}, s)=0 \& B\rangle$ for given initial values of $s$ is a first order formula of $s$, which is satisfied by the initial values and kept satisfied during the continuous evolution following $\mathcal{F}$ within the domain defined by $B$. More details about differential invariants can be found in [9]. Moreover, as discussed in [8], the execution time of $\langle\mathcal{F}(\dot{s}, s)=0 \& B\rangle$, can be counted by introducing a fresh local clock with initial value 0 , that is, the value of $t$ at the terminating point of $\langle\mathcal{F}(\dot{s}, s)=0 ; \dot{t}=1 \& B\rangle$.

Given a differential invariant Inv and the execution time $\operatorname{Rg}(t)$ of $\langle\mathcal{F}(\dot{s}, s)=$ $0 \& B\rangle$ with initial values satisfying Init, we have the following rule:

$$
\begin{gathered}
\frac{S[o / \text { now }] \wedge R g(t) \wedge n o w=o+t \Rightarrow R}{\{\text { Init } \wedge S ; \top\}\langle\mathcal{F}(\dot{s}, s)=0 \& B\rangle\{R \wedge \operatorname{close}(\operatorname{Inv}) \wedge \operatorname{close}(\neg B) ;} \\
\left.\left(l=0 \vee\lceil\operatorname{Inv} \wedge B\rceil^{-}\right) \wedge R g(\ell)\right\}
\end{gathered}
$$

where $S, R$ do not contain $s$. The notation close(Inv) stands for the closure of Inv, e.g, $s<=5$ is closure of $s<5$, to deal with the case when Inv does not hold at the escaping boundary. close $(\neg B)$ similarly. Obviously, both closures of $I n v$ and $\neg B$ hold when the continuous terminates, as shown in the postcondition. The continuous evolves for $R g(t)$ time units and then terminates, and as a consequence, now is added by $t$ with range $R g(t) . l=0$ in the history is to record the behavior that the initial value of $s$ fails to satisfy $B$, then the continuous terminates immediately.

Conditional. The statement $B \rightarrow P$ behaves like $P$ when $B$ is true, otherwise terminates immediately.

$$
\frac{S \Rightarrow B \quad\{S ; A\} P\{R ; G\}}{\{S ; A\} B \rightarrow P\{R ; G\}} \text { and } \frac{S \Rightarrow \neg B}{\{S ; \top\} B \rightarrow P\{S ; \ell=0\}}
$$

## Sequential Composition

$$
\frac{\left\{S_{1} ; A_{1}\right\} P_{1}\left\{R_{1} ; G_{1}\right\} \quad\left\{S_{2} ; A_{2}\right\} P_{2}\left\{R_{2} ; G_{2}\right\} \quad R_{1} \Rightarrow S_{2}}{\left\{S_{1} ; A_{1}^{\sim}\left\lceil\mathcal{T}\left(P_{1}\right)\right\rceil^{0 \sim} A_{2}\right\} P_{1} ; P_{2}\left\{R_{2} ; G_{1}^{\sim} G_{2}\right\}}
$$

For $P_{1} ; P_{2}$, the first component $P_{1}$ ends in a state satisfying post-condition $R_{1}$, from which the second $P_{2}$ starts to execute. Moreover, under the assumptions $A_{1}$ and $A_{2}$, the executions of $P_{1}$ and $P_{2}$ guarantee $G_{1}$ and $G_{2}$ respectively. The assumption and guarantee of overall sequential composition can then be defined by chopping the ones of its components together. However, the assumption of $P_{1}$ should not assume anything about the environment of $P_{2}$, and vice versa. This is why we add the terminal predicate $\mathcal{T}\left(P_{1}\right)$ in between $A_{1}$ and $A_{2}$, indicating that the environment of $P_{1}$ terminates simultaneously as $P_{1}$. More discussions on the predicate will be given in the discussion section.

Parallel Composition. In order to define the rule, we need to introduce some notations first. Given a timed trace $h$ and a channel set $C$, we denote by $\left.h\right|_{C}$ the projection of $h$ onto $C$, which removes all timed communications not along $C$ from $h$. Similarly, we define the projection of a readiness variable r.ch? (resp. r.ch! ) onto $C$, denoted by r.ch? $\left.\right|_{C}$ (resp. $r .\left.c h!\right|_{C}$ ) as when $c h \notin C$ then $T$, otherwise $\left.r\right|_{C} . c h ?$ (resp. $\left.r\right|_{C} . c h!$ ), where $\left.r\right|_{C}$ stands for the resulting channel sequence after filtering all occurrences of channels not in $C$ from $r$. Accordingly, we define the projection of $H F$ onto $C$, denoted by $\left.H F\right|_{C}$ by replacing all readiness variables $r v$ by $\left.r v\right|_{C}$. Given two timed traces $h_{1}, h_{2}$, and a set of channels $C$, we say that $h_{1}$ and $h_{2}$ are compatible w.r.t. $C$, iff $\left.h_{1}\right|_{C}=\left.h_{2}\right|_{C}$, i.e., they have the same projection onto $C$. Given two timed traces $h_{1}$ and $h_{2}$ that are compatible w.r.t. $C$, we define the alphabetized parallel of $h_{1}$ and $h_{2}$ over $C$, denoted by $h_{1} \|_{C} h_{2}$, defined by structural induction in Fig. [1] In the definition, we use Undef to represent that the resulting trace is undefined. Obviously, the alphabetized parallel $\|_{C}$ of two compatible traces w.r.t. $C$ will always be well defined.

Now we define the rule for the case when $P_{1}$ and $P_{2}$ terminate simultaneously. It can be generalised easily for other cases. Let $C_{i}=\mathbf{C h a n}\left(P_{i}\right)$ for $i=1,2$, and $C=C_{1} \cap C_{2}$. The parallel rule is given as follows:

$$
\begin{array}{cl}
\left\{S_{1} ; A_{1}\right\} P_{1}\left\{R_{1} ; G_{1}\right\} & \left\{S_{2} ; A_{2}\right\} P_{2}\left\{R_{2} ; G_{2}\right\} \\
\left.\left.\left.\left.G_{1}\right|_{C} \Rightarrow A_{2}\right|_{C} A\right|_{C_{2} \backslash C} \Rightarrow A_{2}\right|_{C_{2} \backslash C} & \left.\left.\left.\left.G_{2}\right|_{C} \Rightarrow A_{1}\right|_{C} \quad A\right|_{C_{1} \backslash C} \Rightarrow A_{1}\right|_{C_{1} \backslash C} \\
\left\{S_{1} \wedge S_{2} ; A\right\} P_{1} \| P_{2}\left\{\operatorname{comp}\left(R_{1}, R_{2}\right) ; G_{1} \wedge G_{2}\right\}
\end{array}
$$

where $\operatorname{comp}\left(R_{1}, R_{2}\right)$ is defined as follows:

$$
\left.\operatorname{comp}\left(R_{1}, R_{2}\right) \stackrel{\text { def }}{=} R_{1}\left[t r_{1} / t r\right] \wedge R_{2}\left[t r_{2} / t r\right] \wedge t r_{1}\right|_{C}=\left.t r_{2}\right|_{C} \wedge t r=t r_{1} \|_{C} t r_{2}
$$

It indicates that, because of synchronous communication, $P_{1}$ and $P_{2}$ will produce compatible traces along the common channel set $C$; moreover, the final trace $t r$ is the alphabetized parallel of the traces of $P_{1}$ and $P_{2}$ over $C$. The parallel rule says that, we need to check the compatibility, i.e., the assumption of each process in the parallel composition must be fulfilled by its environment, including the other process in parallel with it and the external environment separately.

External and Internal Choice. The external choice depends on external environment totally, i.e., whose partner comes earlier, who is chosen to execute.

```
\(h_{1} \|_{C} \epsilon\)
    \(\stackrel{\text { def }}{=} \begin{cases}h_{1} & \text { if }\left.h_{1}\right|_{C}=\epsilon \\ \text { Undef } & \text { otherwise }\end{cases}\)
\(\left\{\begin{array}{c}\left\langle c h_{1} \cdot a, t_{1}\right\rangle \cdot\left(h_{1}^{\prime} \|{ }_{C}^{\|} h_{2}^{\prime}\right) \\ \text { otherwise if } c h_{1}=c h_{2} \in C, a=b \text { and } t_{1}=t_{2}\end{array}\right.\)
        \(\left\langle c h_{1} \cdot a, t_{1}\right\rangle \cdot\left(h_{1}^{\prime} \|_{C}\left(\left\langle c h_{2} . b, t_{2}\right\rangle \cdot h_{2}^{\prime}\right)\right)\)
        \(+\left\langle c h_{2} \cdot b, t_{2}\right\rangle \cdot\left(\left(\left\langle c h_{1} \cdot a, t_{1}\right\rangle \cdot h_{1}^{\prime}\right) \|_{C} h_{2}^{\prime}\right)\)
\(\left\langle c h_{1} . a, t_{1}\right\rangle \cdot h_{1}^{\prime} \|_{C}\left\langle c h_{2} . b, t_{2}\right\rangle \cdot h_{2}^{\prime} \stackrel{\text { def }}{=}\left\{\begin{array}{c}+\left\langle c h_{2} \cdot b, t_{2}\right\rangle \cdot\left(\left(\left\langle c h_{1} \cdot a, t_{1}\right\rangle \cdot h_{1}\right) \|_{C} h_{2}\right) \\ \text { otherwise if } c h_{1}, c h_{2} \notin C \text { and } t_{1}=t_{2} \\ \left\langle c h_{1} . a, t_{1}\right\rangle \cdot\left(h_{1}^{\prime} \|_{C}\left(\left\langle c h_{2} . b, t_{2}\right\rangle \cdot h_{2}^{\prime}\right)\right)\end{array}\right.\)
    otherwise if \(c h_{1} \notin C\), and \(t_{1} \leq t_{2}\)
    \(\left\langle c h_{2} . b, t_{2}\right\rangle \cdot\left(\left(\left\langle c h_{1} . a, t_{1}\right\rangle \cdot h_{1}^{\prime}\right) \|_{C} h_{2}^{\prime}\right)\)
    otherwise if \(c h_{2} \notin C\), and \(t_{2} \leq t_{1}\)
    Undef otherwise
\(\left(h_{1}^{\prime}+h_{2}^{\prime}\right) \|_{C}\left(h_{1}^{\prime \prime}+h_{2}^{\prime \prime}\right) \quad \stackrel{\text { def }}{=} \Sigma_{i, j=1,2}\left(h_{i}^{\prime} \|_{C} h_{j}^{\prime \prime}\right)\)
```

Fig. 1. Alphabetized parallel of timed traces

We just present the rule for the case $c h ? x \rightarrow P \rrbracket d h!e \rightarrow Q$, which can be easily generalized to other cases. The first rule describes the case when the partner of $c h$ ? gets ready before the one of $d h$ !, described by $A$.

$$
\begin{aligned}
S \Rightarrow \mathbb{C}(t r)= & r \quad A \Rightarrow \\
& \lceil\neg(r . c h!\wedge r . d h ?)\rceil^{-\frown\lceil r . c h!\wedge \neg(r . d h ?)\rceil^{0 \wedge} \top} \\
& \{S ; A\} \operatorname{ch} ? x ; P\{R ; G\}
\end{aligned}
$$

The symmetric case when the partner of $d h$ ! gets ready before the one of $c h$ ? can be defined similarly. However, whenever the partners of $c h$ ? and $d h$ ! get ready simultaneously, the external choice becomes non-deterministic choice, and therefore, one of the alternatives is chosen by the process randomly, as defined by the following rule:

$$
\begin{gathered}
S \Rightarrow \mathbb{C}(t r)=r \quad A \Rightarrow\lceil\neg(r . c h!\wedge r . d h ?)\rceil^{-\frown\lceil r . c h!\wedge r . d h ?\rceil^{0 \wedge} \top} \\
\frac{\{S ; A\} \operatorname{ch} ? x ; P\left\{R_{1} ; G_{1}\right\} \quad\{S ; A\} d h!e ; Q\left\{R_{2} ; G_{2}\right\}}{} \frac{\{S ; A\} \operatorname{ch} ? x \rightarrow P \square d h!e \rightarrow Q\left\{R_{1} \vee R_{2} ; G_{1} \vee G_{2}\right\}}{}
\end{gathered}
$$

In contrast to external choice, the internal choice $P_{1} \sqcup P_{2}$ depends on the process totally, and the choice is made randomly by the process itself. To prevent deadlock, the environment must provide the assumptions required by both alternatives, and the internal choice guarantees the behavior of one of them.

$$
\frac{\{S ; A\} P_{i}\left\{R_{i} ; G_{i}\right\} \quad \text { for } i=1,2}{\{S ; A\} P_{1} \sqcup P_{2}\left\{R_{1} \vee R_{2} ; G_{1} \vee G_{2}\right\}}
$$

Interrupt by Communication. For process $\langle\mathcal{F}(\dot{s}, s)=0 \& B\rangle \unrhd(c h ? x \rightarrow Q)$, the continuous will be executed first, and interrupted once the communication along $c h$ happens, and $Q$ will be executed afterwards. However, if the communication does not happen before the domain restriction $B$ becomes false, the process will not wait for the communication and terminate immediately.

The first rule is defined for the case when the communication occurs before the continuous terminates, as indicated by $R g^{\prime}(\ell) \Rightarrow R g(\ell) \wedge \top$.

$$
\begin{gathered}
S \Rightarrow \mathbb{C}(t r)=r \quad\{S \wedge \operatorname{Init} ; \top\}\langle\mathcal{F}(\dot{s}, s)=0 \& B\rangle\left\{R ; G \wedge R g^{\prime}(\ell)\right\} \\
A \Rightarrow R g(\ell) \wedge\lceil\neg(r . c h!)\rceil^{-\wedge\lceil r . c h!\rceil^{0 \wedge \top} \quad R g^{\prime}(\ell) \Rightarrow R g(\ell)^{\wedge} \top} \\
G \Rightarrow\lceil I n v\rceil^{*}\{S \wedge I n v ; A\} \operatorname{ch} ? x ; Q\left\{R^{\prime} ; G^{\prime}\right\} \\
\hline\{S \wedge \operatorname{Init} ; A\}\langle\mathcal{F}(\dot{s}, s)=0 \& B\rangle \unrhd(c h ? x \rightarrow Q)\left\{R^{\prime} ;\left(\left(R g(\ell) \wedge\lceil\operatorname{Inv}\rceil^{-}\right)^{\wedge} \top\right) \wedge G^{\prime}\right\}
\end{gathered}
$$

where $S$ does not contain $s$.
The second rule is defined for the other case when the communication does not happen before the continuous terminates, as indicated by $R g(\ell) \Rightarrow R g^{\prime}(\ell)^{\wedge}(\ell>0)$.

$$
\begin{gathered}
S \Rightarrow \mathbb{C}(\text { tr })=r \quad\{S \wedge \text { Init } ; \top\}\langle\mathcal{F}(\dot{s}, s)=0 \& B\rangle\left\{R ; G \wedge R g^{\prime}(\ell)\right\} \\
A \Rightarrow R g(\ell) \wedge\lceil\neg(r . c h!)\rceil \neg \top \quad R g(\ell) \Rightarrow R g^{\prime}(\ell) \wedge(\ell>0) \\
\{S \wedge \text { Init } ; A\}\langle\mathcal{F}(\dot{s}, s)=0 \& B\rangle \unrhd(c h ? x \rightarrow Q)\left\{R ; G \wedge R g^{\prime}(\ell)\right\}
\end{gathered}
$$

Repetition. Similar to the classical Hoare logic, we first need to find an invariant $S^{\prime}$ that holds before and after the execution of the process $P$. Second, the assumption and guarantee of $P^{*}$ can be defined as the iteration of the ones of $P$. Similar to sequential composition, for each iteration of $P$, the environment terminates simultaneously as $P$ does, as guaranteed by $\lceil\mathcal{T}(P)\rceil^{0}$ in the assumption.

$$
\frac{S \Rightarrow S^{\prime} \quad\left\{S^{\prime} ; A\right\} P\left\{S^{\prime} ; G\right\}}{\left\{S ;\left(A^{\wedge}\lceil\mathcal{T}(P)\rceil^{0}\right)^{*}\right\} P^{*}\left\{S^{\prime} ; G^{*}\right\}}
$$

We do not define the rules for wait and timeout constructs here, as both of them are not primitive, and can be defined by the continuous and other constructs.

## 5 Discussions, Conclusion and Future Work

## Total Correctness vs. Partial Correctness

In this paper, we assume that each HCSP process terminates in a finite time, as we adopt the classical DC to specify assumptions and guarantees, with which infinite behaviour of a system cannot be specified. So, we just discuss partial correctness here. In [18, DC is extended with infinite intervals, which can be used to distinguish termination and non-termination simply.

On the other hand, the predicate $\mathcal{T}$ has been introduced for representing the termination of a process in the calculus. It is used for specifying the synchronization of the termination of a process and the assumed termination of the process by its environment. We believe the predicate can be used to distinguish termination and non-termination as well, but this will complicate the inference
rules. In addition, the proof system presented here is incomplete as we at least omit several rules for reasoning about the predicate $\mathcal{T}$. We will leave this issue as one future work.

## Conclusion and Future Work

In this paper, we present a compositional calculus for specifying and verifying hybrid systems. The language for modelling hybrid systems is a subset of HCSP, by using which we have modelled the movement scenarios of CTCS-3, thus show the modelling expressiveness of HCSP. By introducing DC formulas into Hoare logic to record the execution history of HCSP, the calculus can specify realtime and continuous properties of hybrid systems. By introducing predicates for describing communication readiness, based on assume/guarantee reasoning, the calculus can specify time and communication synchronisation between parallel processes compositionally. However, the calculus is somewhat complicated, and we will try to simplify it as another future work.

To establish deadlock freedom of a process, it is necessary to record information of readiness of different actions during the execution of the process. The predicates introduced for specifying readiness of communication actions can provide a basis. Finally, we will try to apply this calculus to prove some real hybrid systems, e.g., the movement scenarios of CTCS-3.
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#### Abstract

We present an overview of the results of the project "Beyond Timed Automata" of the Collaborative Research Center AVACS (Automatic Verification and Analysis of Complex Systems) during the period 2008-2011, which advances the automatic verification of high-level specifications of systems exhibiting the three dimensions of process behavior, complex infinite data, and continuous real-time-beyond the capabilities of Timed Automata.


## 1 Introduction

Computers are needed to control the behavior of complex systems, for instance in the traffic domain, where assistance systems should guarantee the collision freedom of traffic agents such as cars, trains, and planes. Such applications are safety critical, i.e., a malfunction of the computers is costly and dangerous. These applications necessitate the use of formal models of the overall system and of formal verification for establishing the relevant safety properties. The models must be able to represent various aspects of the systems such as state spaces and their transformation, communication between system components, real-time constraints, interfaces to a continuously evolving physical environment, and dynamically changing system structures. To cope with such models in a manageable way, combined specification techniques have been proposed, integrating well researched specification techniques for individual system aspects. It is a major research challenge to develop methods for the automatic verification and analysis of such combined specifications modeling complex real-life systems.

To address this challenge the research center AVACS (Automatic Verification and Analysis of Complex Systems) was founded in 2004. In this center, researchers of the Universities of Oldenburg, Freiburg and Saarbrücken as well as the Max-Planck-Institute for Informatics in Saarbrücken collaborate. AVACS brings together experts in semantic modeling and specification with experts in verification and analysis techniques.

[^12]In the following we give an overview of the results of one of the projects in the research area R (Real-Time) achieved during Phase 2 of AVACS (2008-2011): the project R1 "Beyond Timed Automata" that advances the automatic verification of high-level specifications of systems exhibiting the three dimensions of process behavior, complex infinite data, and continuous real-time-beyond the capabilities of Timed Automata. To this end, transformation and decomposition techniques are combined with enhanced proof procedures resting on the paradigms of abstraction refinement and local theory extensions. This paper complements the more technical overview of Phase 1 of R1 presented in [32].

## 2 Overview of the Project R1

The general set-up of the project is as follows. For the specification of real-time systems, the language CSP-OZ-DC (or COD for short) integrating aspects of Communicating Sequential Processes (CSP), Object-Z (OZ), and Duration Calculus (DC) has been developed [23]. We use the automata-theoretic approach for automatic verification of systems against real-time requirements, whereby both the system and the requirement are transformed into a semantically equivalent parallel composition of Phase-Event-Automata (PEA), which allow for complex data in their phases [21]. PEA are the stepping stone for further transformations into the input languages of verification engines developed in the project. These engines are the model checkers ARMC [35] and SLAB [11], and the tool H-PILoT [25] for dealing with complex data; they implement the paradigms of abstraction refinement and local theory extensions. The graphical tool Syspect realizes a tool chain from COD down to these verification engines [15].

The publication [31] reflects the state of automatic verification in R1 at the start of Phase 2. Then a subclass of DC-involving counterexample formulae and allowing for Boolean combinations of timed phases - could be used as real-time conditions inside CSP-OZ-DC (COD) specifications. In particular, the translation of counterexample formulae into PEA involves a sophisticated power set construction to cope with the nondeterminism arising from overlapping phases. PEA are translated further into Transition Constraint Systems (TCS) serving as input to the model checkers ARMC (Abstraction-Refinement Model Checker) and SLAB (Slicing-Abstraction Model Checker) that use Craig interpolation and decision procedures for data in order to refine their abstractions. Some reductions of the state spaces were achieved by applying a priori slicing techniques to COD specifications 45.

The viability of the whole approach has been demonstrated on the case study of Emergency Messages between two trains and a radio block center (RBC) in the context of the European Train Control System (ETCS) at Level 3 31. Besides continuous real-time, this case study involved infinite scalar data types for the position and speed, communications of these data between trains and the RBC, as well as parameters for the length and target speed of the trains. We could automatically verify real-time requirements of the system with ARMC and SLAB. Collision freedom could not be proven push-button, but required a
manual decomposition into real-time requirements that in turn could be verified automatically [31.

While each of the ETCS real-time requirements depends only on a subset of all the parallel PEA, the requirement of collision freedom depends on the full set of parallel PEA. During Phase 1, the parallel product of PEA needed to be computed before translating the result into TCS because neither ARMC nor SLAB could process a parallel composition directly. Thus for large real-time systems, the state space explosion arising from the parallel product of the PEA limited the applicability of the approach.

In Phase 2, the project R1 advanced automatic verification of real-time systems with complex data in the following directions.

- Explicit durations. The class of real-time requirements amenable to automatic verification has been extended to formulae with explicit durations.
- Structural optimization. Two approaches to counteract the problem of state space explosion arising from the calculation of the parallel composition of PEA have been developed, employing layered composition and verification architectures.
- Automating verification. Novel concepts supporting the automatic verification of systems have been developed, based on subsequence invariants, refinement of trace abstraction, and nested interpolants.
- Complex data. The scope of data that can be handled automatically has been extended considerably by the method of local theory extension.
- Verification tools. The model checker SLAB, pioneered in Phase 1 of R1, has been extended to exploit structural information. The new tool H-PILoT supports hierarchical reasoning in chains of local theory extensions. The graphical tool Syspect builds bridges from COD to these verification tools.
- Case studies. We mastered the state space explosion problem in the case study involving ETCS Emergency Messages and succeeded in the automatic verification of parametric specifications with complex railway network topologies.

We now describe these achievements in some more detail.

### 2.1 Explicit Durations

Explicit durations are a potential source of undecidability in the time dimension of the system specifications, and correspond to the (un-)decidability frontier between Timed Automata (TA), for which location reachability is decidable, and Linear Hybrid Automata (LHA), for which reachability happens to be undecidable. This frontier has been populated by variants of Priced Timed Automata (PTA) - a continuous-time variant of weighted automata-and stopwatch automata (SWA). Whereas PTA augment TA with continuous observer variables that may neither be reset nor be queried in guards and invariants, SWA do allow such resets and queries. As a consequence, some PTA variants admit decidability, while SWA are as expressive as LHA and thus not decidable.

A generalization of the translation of test formulae into PEA to a translation of formulae with explicit durations into PEA with integrators (a variant of SWA with possibly infinite data) was pursued. While doing so, we discovered that the basic structure of this translation can be isolated even in the setting of discrete time and formal languages, leading to the concepts of availability automata and corresponding regular availability expressions [22]. Availability automata are similar to weighted automata. However, the availability counters therein may also be queried and reset as for SWA. Availability automata provide an alternative language-theoretic characterization of request-response scenarios formalized by means of weighted automata in Henzinger's quantitative languages [7].

PTA, on the other hand, have only observer variables termed as costs in addition to the clocks of TA, and thus permit the analysis and optimization of phenomena (such as scheduling) beyond the scope of TA within certain decidable model classes lying at the frontier between TA and LHA. The PTA variants lying at this frontier correspond to explicit durations, owing to earlier AVACS work [16] on a decision procedure (that involves reduction to PTA having multiple positively valued cost variables) for model-checking TA against DC requirements having constraints on positive linear combinations of explicit durations with only upper bound duration constraints.

### 2.2 Structural Optimization

To avoid state space explosion, we pursued two different approaches. We structurally optimized the system specifications at the design-level, prior to verification. To this end, the operator of layered composition was lifted from the setting of (hierarchical) process graphs in [27] to that of TA extended with data [33]. Layered composition (intermediate between sequential and parallel composition) allows for the transformation of the system from a parallel representation into an equivalent layered and finally sequential one, provided certain conditions (concerning the independence of transitions wrt. variables accessed or the precedence of transitions enforced by timing in guards and actions) hold. The equivalence between the parallel and sequential representations induces an a priori designlevel partial order reduction of the system's state space, with the preservation of stutter-invariant (i.e., next-free) temporal requirements. As an illustrative application, we revisited in [33] the UPPAAL case study of a collision avoidance protocol for an audio/video system by Bang \& Olufsen 18. We could show in [33] a possible a priori design level reduction by a factor of 300 of the number of discrete locations in the composite system representing the collision avoidance protocol of 18.

The concept of verification architectures (VA) was introduced in [12] (and elaborated in the PhD thesis [13]). VA have as parameters component processes with data constraints and timing requirements, and offer an abstract behavioral protocol view on complex real-time systems. In combination with COD, the component processes of VA formalize parametric version of CSP-OZ-DC and are represented as unknown processes satisfying certain local real-time requirements.

A VA splits system runs into several phases, formalized as unknown processes satisfying local real-time assumptions. Once a desired global requirement for a VA protocol is verified by proof rules of a dedicated dynamic logic, it is also guaranteed by all instances of that protocol satisfying local real-time assumptions. Thus, given a correct VA, we verify global safety requirements of concrete models by combining local analyses: for a concrete model-usually given as a complex specification in a combined language like COD-(1) the protocol structure needs to be an instantiation of that of the VA (entailing a purely syntactic check), and (2) the validity of local real-time assumptions for the corresponding components of the concrete specification needs to be model-checked by ARMC or SLAB. The VA approach thus provides: (1) a formal framework of design patterns for complex, combined real-time specifications, and (2) a decompositional approach that reduces global verification to local proof tasks. In contrast to our behavioral protocol-based VA patterns, previous approaches on formal design patterns either focus on handling standard design patterns that consider static analysis of code and structures in object-oriented languages, e.g., [28], or do not incorporate real-time aspects [37] or infinite data 17]. As a large-scale application of this VA approach, the Phase 1 case study of ETCS Emergency Messages has been revisited in [13].

### 2.3 Automating Verification

K. Dräger and B. Finkbeiner [10] introduced subsequence invariants that characterize the behavior of a concurrent system in terms of the occurrences of synchronization events. Unlike state invariants that refer to the state variables of the system, subsequence invariants are defined over auxiliary counter variables that reflect how often the event sequences from a given set have occurred so far. A subsequence invariant is a linear constraint over the possible counter values that is preserved when a given process is composed with additional processes. Subsequence invariants can therefore be computed individually for each process and then be used to reason about the full system. Subsequence invariants can be computed efficiently by a fixed point iteration. In his PhD thesis, K. Dräger extended the results of [10] to include more general synchronization patterns, and showed how to integrate the fixed point iteration for subsequence invariants with the SLAB refinement loop, making it possible to check the validity of a proposed invariant for an infinite-state system.
M. Heizmann, J. Hoenicke and A. Podelski [19] presented refinement of trace abstractions as a method to extend the scalability of automatic verification. A known bottleneck of automatic verification based on the classical CEGAR (counterexample-guided abstraction refinement) approaches is the intensive use of a theorem prover. This bottleneck was addressed using the following two techniques. First, a precise abstraction is obtained given several coarse abstractions. The crux of the technique is that only automata theoretic operations are used, but no theorem proving is needed. Second, a coarse abstraction is obtained given
an infeasibility proof of a spurious counterexample from an interpolating theorem prover. In this construction, a theorem prover is queried only to prove the inductivity of several selected transitions.
M. Heizmann, J. Hoenicke and A. Podelski [20] introduced a novel technique for the verification of a sequential system that consists of several procedures. While constructing an abstraction in a CEGAR based automatic verification, two contrasting requirements arise. On one hand, the refined abstraction should be precise; on the other hand, the refined abstraction should be small. Using the information obtained from interpolants of an unsatisfiability proof for an infeasible counterexample has shown to be useful tradeoff. In [20, a nested interpolation scheme was presented, where interpolants are not only tailored to a trace but also local to a procedure. This interpolation scheme allows one to represent the whole system by one abstraction, but analyzes the system in a modular way. Calls of procedures are summarized and reused in the further analysis. Furthermore, the interpolants obtained satisfy an inductiveness property, which allows one to combine this with the abstraction techniques from [19].

### 2.4 Complex Data

V. Sofronie-Stokkermans, together with S. Jacobs and C. Ihlemann, identified a large number of theories-in particular theories of data structures related to CSP-OZ-DC specifications-for which efficient reasoning procedures exist. For this, they used and extended their results on local theory extensions [26]. The locality property of a theory extension allows them to replace universally quantified clauses by a set of ground instances. This makes a reduction to a satisfiability test in the underlying theory possible.

Decidable fragments of theories of data structures were studied before, e.g., a fragment of the theory of arrays [3] and a theory of pointers [30]. SofronieStokkermans et al. [24] presented and generalized these results in a locality framework. In 14 and the PhD thesis of C. Ihlemann, a more general fragment of the theory of pointers was considered, which turned out to be extremely useful for the verification of systems of trains with a complex track topology.

### 2.5 Verification Tools

To demonstrate applications of R1 techniques, we developed a tool chain. It takes a graphical UML model of a real-time system as input, applies propertypreserving translations to COD specifications and via PEA into Transition Constraints Systems, following the R1 verification approach. The resulting transition system is then passed to the verification tools SLAB, H-PILoT, or ARMC.

The SLAB (Slicing Abstraction) model checker 611] was completely redesigned during Phase 2. In order to automatically verify the requirements of layered networks of PEA, it now incorporates a specialized abstraction refinement procedure. In contrast to the approach in Phase 1, where the model checker accepted a product of system processes, the new version accepts a structured description of the analyzed system represented in terms of parallel, sequential and layer composition. The tool initializes the refinement cycle with an
abstraction that accurately represents the control structure of the system but over-approximates its behavior with respect to complex data.

During the abstraction refinement cycle, SLAB inspects the current abstraction to find a counterexample. From the counterexample, the tool constructs a Craig interpolant, and uses it to split the abstraction locally, thus refuting the counterexample. In order to reduce the size of intermediate abstractions, SLAB applies two sets of rules. The first set consists of slicing rules [6] applied locally to some process in the abstraction, eliminating its inconsistent or irrelevant parts. The second set consists of parallel reduction rules tracing inconsistencies based on the synchronization between parallel processes. The two sets of rules mutually benefit from each other: slicing irrelevant parts in a process reduces its synchronization capabilities, and thus opens the way to apply the parallel reduction rules; and, vice versa, parallel reductions result in additional slicing steps.

The verification tool H-PILoT (Hierarchical Proving by Instantiation in Local Theory Extensions) [25] implements the method for hierarchical reasoning in extensions of logical theories and chains thereof. By this method, the satisfiability of constraints over specific theory extensions identified to be local are reduced to the satisfiability of constraints in a base theory for which a dedicated prover exists. Standard SMT solvers can then be used to check the satisfiability of the formulae of the base theory. With this approach, the invariant checking problem for local theory extensions becomes decidable. H-PILoT has been used to verify requirements of COD specifications with rich data types like arrays or pointer data structures.

We developed the graphical tool Syspect (System Specification Tool) [15] for modeling, specifying, and automatically verifying reactive systems with continuous real-time constraints and complex, possibly infinite data. It represents the R1 tool chain. For modeling these systems, a UML profile comprising component diagrams, protocol state machines, and class diagrams is used; for specifying the formal semantics of these models, the combination CSP-OZ-DC is employed; for verifying requirements of these specifications, translators are provided to the input formats of the model checkers ARMC and SLAB as well as the tool H-PILoT. By this means, Syspect bridges the gap between informal modeling techniques from software engineering and formal analysis of real-time systems.

### 2.6 Case Studies

We first revisited the case study of ETCS Emergency Messages between two trains considered in Phase 1 of R1. While it is still not possible to verify the global requirement of collision freedom entirely in a push-button fashion, we are now able to structure the proof into two formal parts: (1) A verification architecture with real-time assumptions on the "unknown processes" describes the abstract protocol of the case study. The global requirement of collision freedom is verified manually using the proof rules of a dedicated dynamic logic. (2) An instantiation of that verification architecture yields the full case study. The assumptions made for the "unknown processes" are verified fully automatically using the model checkers ARMC or SLAB. The verification architecture, the
instantiating model, and the automatic verification of the instantiation are realized with the Syspect tool. We then considered a variant of the ETCS case study without communication aspects and with a simplified control structure, but a complex track topology. In this case study, an arbitrary number of trains drive along a track network, specified by first-order formulae with data in doublylinked lists. Invariant requirements like keeping a safe distance could be verified automatically. For this, the high-level COD specification with these data, modeled with Syspect, was at the semantic level of PEA automatically translated into the input format of the tool H-PILoT [14.

## 3 Conclusion

We presented an overview of the achievements of the AVACS project R1 "Beyond Timed Automata" during the period 2008-2011. While there have been some works outside of AVACS dealing with real-time systems augmented with data, these works do not cover the scope of the specification and verification techniques considered within R1.

- The works in [2829] consider (variants of) timed automata augmented with (possibly unbounded) data structures (such as a push-down stack). However, these works deal predominantly with theoretical decidability results and do not present techniques amenable to automated verification.
- The works [193436] present techniques for the automated reasoning of continuous real-time systems with data. The techniques in 9136 are compositional and modular, but involve timed automata variants enriched with finite data. The techniques in [34] deal with complex (and possibly infinite) data, but involve equational reasoning based on rewriting logics, and are not compositional, and thus not amenable to modular verification.
- Furthermore, the timing requirements that can be handled in each of the above works are much more confined than the (explicit) duration requirements considered within R1.

In the coming third phase of AVACS, the project R1 will emphasize verification "beyond yes/no" by considering parametric systems and requirements. We will also pursue the paradigm "design meets verification" to find design styles and transformations for real-time systems that optimize their structure to ease their automatic verification.
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## 1 Introduction

Software is being employed for life-critical, safety-critical, infrastructure-critical and economically critical applications. Our daily lives rely heavily on proper functioning of software in gadgets we directly or indirectly use-airplanes, flight control, high speed trains, cars, cell-phones, medical devices and instruments, banks, and what not. Malfunctioning of a program can have very severe consequences-costing lives (e.g. Therac-25 [13], Patriot missile) and money (e.g. Ariane 5, malfunctioning of economic transactions, problems in stock exchanges) [14. Validation and verification of software have become even more and more important. Given that full verification of software has been found increasingly difficult to achieve because of lack of rigorous and complete specifications on one hand as well as difficulty of verification systems/theorem provers to address the increasing complexity of software despite considerable advances in automated reasoning techniques, ensuring absence of various types of bugs becomes a critical first step in ensuring reliability.

Numerous techniques have been investigated for ensuring reliability of software. Diverse approaches are being pursued in the formal methods community using interactive/semi-automatic verification systems, theorem provers, methods based on the abstract interpretation framework [2], and model checkers [9]. In this paper, we will provide an overview of our research based on quantifier elimination for automatically generating invariants of specialized shapes [1011]. Similar approaches have been recently investigated for many aspects of program analysis-deriving properties of sequential and distributed programs as well as hybrid systems [166] , establishing termination of programs, and program synthesis [5].

After illustrating the key steps of approach, we will discuss practical heuristics for quantifier elimination for relational formulas using geometric techniques. The low complexity of quantifier elimination algorithms is crucial to make the approach scalable. Particularly, the sparse interaction between variables occurring in practice and special structure of formulas arising as verification conditions will

[^13]allow for localized reasoning. We have been successful in developing efficient polynomial time heuristics for a conjunction of constraints of the form $l \leq \pm x \pm y \leq h$ (also called octagonal constraints [15] or UTVPI constraints [7 18]). More recently, we have been investigating max plus constraints [1] , which allow limited disjunctions of a subset of octagonal constraints. Consequently, these techniques are more likely to be useful for analysis of large programs.

## 2 Overview of Quantifier-Elimination Approach

The main idea of this approach is to (i) fix a class of formulas used to express properties of programs, (ii) formulate them in a parameterized form with the parameters to be determined, (iii) generate verification conditions between program locations using the axiomatic semantics of programs, (iv) use quantifier elimination methods to eliminate program variables and generate constraints on parameters, and finally (v) derive strongest possible invariants by solving these constraints on parameters.

Let us illustrate this approach using a simple example. Consider the following simple loop for computing the floor of the square root of a positive integer.

Example 1. $\quad a:=0, \quad s:=1, \quad t:=1$;
while $s \leq N$ do $\quad a:=a+1 ; \quad t:=t+2 ; s:=s+t \quad$ end while
Hypothesize an invariant of the loop as a polynomial equation in which the degree of each term is $\leq 2$.
$I(a, s, t) \Leftrightarrow u_{1} a^{2}+u_{2} s^{2}+u_{3} t^{2}+u_{4} a s+u_{5} a t+u_{6} s t+u_{7} a+u_{8} s+u_{9} t+u_{10}=0$,
where $u_{1}, \ldots, u_{10}$ are parameters. Using the backward substitution semantics of the assignment statement, one of the verification conditions generated using the above parameterized invariant is:

$$
(I(a, s, t) \wedge(s \leq N)) \Longrightarrow I(a+1, s+t+2, t+2)
$$

By simple manipulation, the reader would notice that because the above implication holds for all $a, s, t$, each of $u_{2}, u_{4}, u_{6}$ must be 0 , implying that the hypothesized shape of polynomial invariants could have been further restricted by dropping out terms $s^{2}$, as, st. In addition, the following relations among other parameters are generated:

1. $u_{1}=-u_{5}, 2 . u_{7}=-2 u_{3}-u_{5}+2 u_{10}, 3 . u_{8}=-4 u_{3}-u_{5}, 4 . u_{9}=3 u_{3}+u_{5}-u_{10}$.

The above set of linear constraints has infinitely many solutions; each of the solutions generates a loop invariant for the above loop. However, this infinite solution set can also be finitely described [17]. Each solution can be obtained as a linear combination of an independent set of 3 solutions obtained by making exactly one of the independent parameters $u_{3}, u_{5}$ and $u_{10}$ to be 1 . The following
three invariants are generated, one of which is a linear equality whereas the other two are nonlinear polynomial equalities:

$$
t=2 a+1, s=-a^{2}+a t-a+t, 4 s=t^{2}-2 a+3 t
$$

The conjunction of these nonlinear polynomial equalities can be shown to be strongest possible loop invariants expressed as polynomial equalities [1]. This derivation was done without needing any input/output or behavioral specification of the program.

Quantifier elimination of the program variables from the above verification conditions can again be easily done using heuristics by hand. While general purpose tools for quantifier elimination may work on simple examples such as this one, they either run out of memory or do not in general produce meaningful results, especially when there are lots of program variables

## 3 Octagonal Constraints

Inspired by the success of the ASTREE tool for its ability to detect bugs in large amounts of real code in flight control software and other critical applications [3], we have been investigating efficient scalable algorithms for performing quantifierelimination when program properties are expressed using octagonal constraints. These constraints take the form: $(l \leq \pm x \pm y \leq h)$ along with lower and/or upper bounds on individual program variables; it is easy to visualize them as an octagon in two dimensions. Such constraints are simpler than general linear constraints but have been found useful in detecting bugs in flight-control software, performing array bound checks, and memory leaks [315]. Henceforth, by an atomic formula of the form $l \leq \pm x \pm y \leq h$, we mean any of the atomic formulas of the form $l \leq x+y \leq h, l \leq x-y \leq h, l \leq x \leq h, l \leq y \leq h$.

Octagonal constraints are also interesting to study from a complexity perspective and are a good compromise between interval constraints of the form $l \leq x \leq u$ and linear constraints. In the abstract interpretation approach, linear constraint analysis over the rationals $(\mathbb{Q})$ and reals $(\mathbb{R})$, while of polynomial complexity, has been found in practice to be inefficient and slow, especially when the number of variables grows [153], since it must be used repeatedly. One is also interested in cases when program variables take integer values bound by computer arithmetic. If program variables are restricted to take integer values (which is especially the case for expressions serving as array indices and memory references), then octagonal constraints are the most expressive fragment of linear (Presburger) arithmetic over the integers with a polynomial time complexity. It is well-known that extending linear constraints to have three variables even with unit coefficients (i.e., ranging over $\{-1,0,1\}$ ) makes their satisfiability check over the integers to be NP-complete [718]; similarly, restricting linear

[^14]arithmetic constraints to be just over two variables, but allowing non-unit integer coefficients of the variables also leads to the satisfiability check over the integers being NP-complete. Below, we only consider octagonal constraints.

Consider the following simple program.

```
Example 2. \(\quad x:=4 ; y:=6\);
    while \(y+x \geq 0\) do
    if \(y \geq 6\) then \(x:=-x ; y:=y-1 \quad\) else \(x:=x-1 ; y:=-y\);
    end while
```

Hypothesize an invariant at the loop entry of the form:

$$
\begin{equation*}
a \leq x \leq b \wedge c \leq y \leq d \wedge e \leq x-y \leq f \wedge g \leq x+y \leq h \tag{1}
\end{equation*}
$$

where $a, b, c, d, e, f, g, h$ are parameters. The verification condition resulting from the two branches are:

$$
\begin{gathered}
(a \leq x \leq b \wedge c \leq y \leq d \wedge e \leq x-y \leq f \wedge g \leq x+y \leq h) \wedge(y+x \geq 0)) \Longrightarrow \\
((y \geq 6 \Longrightarrow(a \leq-x \leq b \wedge c \leq y-1 \leq d \wedge e \leq-x-y+1 \leq f \wedge g \leq-x+y-1 \leq h)) \wedge \\
(y \leq 5 \Longrightarrow(a \leq x-1 \leq b \wedge c \leq-y \leq d \wedge e \leq x-1+y \leq f \wedge g \leq x-1-y \leq h)))
\end{gathered}
$$

We discuss below geometric heuristics for quantifier elimination based on the octagon corresponding to the hypothesis in the above verification condition gets affected by the assignment statements in each of the branches. The key idea is to find sufficient conditions on the parameters $a, b, c, d$ for the octagon specified by the conclusion formula to include the octagon in the hypothesis formula subject to the loop and branch test conditions. We have developed a case analysis based on how different kinds of assignments and various tests affect the validity of the verification condition leading to sufficient conditions on parameters. There is a table corresponding to each case of assignment statement, and an entry in the table corresponding to every atomic formula appearing as a test. Using these tables, the following constraints on the parameters can be derived:

$$
\begin{align*}
& (e \leq-10 \wedge f \geq 1 \wedge g \leq-11 \wedge h \geq 10 \wedge a \leq-6 \wedge b \geq 4 \wedge c \leq-5 \wedge d \geq 6) \wedge \\
& (-1 \leq e+h \leq 1 \wedge g+f \leq-1 \wedge b+a=0 \wedge-1 \leq h-f \leq 1 \wedge d+c \geq 0) \tag{2}
\end{align*}
$$

Making the lower bound parameters as large as possible, and the upper bound parameters as small as possible:

$$
e=-10, f=9, g=-11, h=10, a=-6, b=6, c=-5, d=6
$$

The corresponding invariant is

$$
-10 \leq x-y \leq 9 \wedge-11 \leq x+y \leq 10 \wedge-6 \leq x \leq 6 \wedge-5 \leq y \leq 6
$$

## 4 A Geometric Heuristic for Quantifier-Elimination over Octagonal Constraints

Consider a program using $n$ variables $x_{1}, \cdots x_{n}$. A parameterized formula of octagonal constraints expressing a program invariant at a given location is a conjunction of formulas of the form $l_{i, j} \leq \pm x_{i} \pm x_{j} \leq u_{i, j}$ where $i \neq j$ along with lower and upper bounds on each variable, $l_{i} \leq x_{i} \leq u_{i}, l_{j} \leq x_{j} \leq u_{j}$ where $l_{i, j}, u_{i, j}, l_{i, j}^{\prime}, u_{i, j}^{\prime} l_{j}, u_{j}$ are parameters. A verification condition using the above parameterized formulas then has the form:

$$
\begin{equation*}
\wedge_{1 \leq i \neq j \leq n} \operatorname{octa}\left(x_{i}, x_{j}\right) \wedge C(X) \wedge C_{k}(X) \Longrightarrow \wedge_{1 \leq i, j \leq n} \text { octa }\left(x_{i}^{\prime}, x_{j}^{\prime}\right) \tag{3}
\end{equation*}
$$

$\operatorname{octa}\left(x_{i}, x_{j}\right) \triangleq l_{i, j}^{\prime} \leq x_{i}-x_{j} \leq u_{i, j}^{\prime} \wedge l_{i, j} \leq x_{i}+x_{j} \leq u_{i, j} \wedge l_{i} \leq x_{i} \leq u_{i} \wedge l_{j} \leq x_{j} \leq u_{j}$. is the formula on a pair of distinct variables with 8 parameters, $x_{i}^{\prime}$ and $x_{j}^{\prime}$ are the new values of variables $x_{i}$ and $x_{j}$ after all the assignments along a $k-t h$ branch of a loop, $C(X)$ is a conjunction of all the loop tests on the $k$-Th. branch, and $C_{k}(X)$ is a conjunction of all the branch conditions along the $k$-th branch; there are no parameters appearing in $C(X), C^{k}(X), x_{i}^{\prime}, x_{j}^{\prime}$. The above verification condition has in general $2 n *(n-1)+2 n=2 n^{2}$ parameters, which can be a big number for a large program with lots of variables The verification condition corresponding to all the branches of a program is then the conjunction of the verification conditions along each branch in the loop. In addition, the initial state of a program, expressed by a precondition, as well as other initializing assignments to program variables also imposes additional constraints on parameters.

To ensure that the verification condition generated from a program path also has the same type of atomic formulas, it is assumed that all tests are expressed using the above discussed atomic formulas,

$$
\begin{equation*}
\exists p_{1}, \ldots p_{m}, \quad \forall x_{1}, \ldots x_{n}(\bigwedge \tag{4}
\end{equation*}
$$

where $\left\{p_{1}, \ldots, p_{m}\right\}$ is the set of all parameters appearing in $\Lambda$ (B). It is also possible to include additional constraints on parameters in $P$ such as certain parameters are nonzero. To allow program variables and expressions $\pm x_{i} \pm x_{j}$ to not have any lower bound/upper bound, the domain on which parameters can take values are extended to include two constants $-\infty$ and $+\infty$ to stand, respectively, for no lower bound and no upper bound. Arithmetic operations and tests on the extended domain, which includes both $-\infty$ and $+\infty$, have to be appropriately extended to account for these values. Unsatisfiable constraint solving becomes equivalent to some parameters taking $-\infty$ and $+\infty$ as their values, e.g, $u+1=u$ is satisfiable if $u$ has $+\infty$ or $-\infty$ as its value.

If the above formula (4) is valid, this implies that there is indeed an invariant of the above form for the loop. By considering the subformula obtained by dropping the outermost existential quantifiers for the parameters, we can generate an equivalent quantifier-free formula that is only in terms of the parameters.

Quantifier elimination tools are not likely to succeed, given that the complexity of generic quantifier elimination methods is exponential in the number of
variables and alternations of quantifiers (in some cases, it is even worse, being of doubly exponential complexity). Below we discuss heuristics to cope with the above quantifier-elimination problem when many parameters are involved.

### 4.1 Local Reasoning

It is easy to see that the above huge verification condition can be considered locally by considering a subpart of (31) corresponding to each pair of distinct variables $x_{i}, x_{j}, i \neq j$. The subformula below corresponds to all the atomic formulas expressed only using $x_{i}, x_{j}$.

$$
\begin{equation*}
\operatorname{octa}\left(x_{i}, x_{j}\right) \wedge C(X)_{[i, j]} \wedge C_{k}(X)_{[i, j]} \Longrightarrow \operatorname{octa}\left(x_{i}^{\prime}, x_{j}^{\prime}\right) \tag{5}
\end{equation*}
$$

By doing quantifier-elimination of program variables $x_{i}, x_{j}$ on (5), generating sufficient conditions on the parameters in (5), and then taking a conjunction of such conditions on parameters for all possible pairs of variables, it is possible get a sufficient condition on all the parameters appearing in (3). This way, the analysis is localized to a single pair of variables, instead of having to consider all the variables together.

It is assumed in the analysis below that all branches indeed participate in determining the program behavior, i.e., there is no dead branch which is never executed for the initial states under consideration. Considering dead branches can unnecessarily weaken the invariants generated using the quantifier-elimination approach by imposing unnecessary constraints on parameters ${ }^{2}$

Consider a subformula of the above verification condition which relates a pair of distinct program variables $x_{i}, x_{j}$, expressed above as (5). To make the discussion less cluttered, we will replace $x_{i}$ by $x, x_{j}$ by $y$, as well as $l_{i, j}^{\prime}, l_{i, j}, u_{i, j}^{\prime}, u_{i, j}$, $l_{i}, u_{i}, l_{j}, u_{j}$ by $l_{1}, l_{2}, u_{1}, u_{2}, l_{3}, u_{3}, l_{4}, u_{4}$, respectively; $\alpha$ stands for $C(X)_{[i, j]} \wedge$ $C_{k}(X)_{[i, j]}$. To ensure that the verification condition has the form captured in (50) (particularly that the conclusion be $\operatorname{octa}^{\prime}(x, y)$ ), there are three different possibilities of the total effect on assignments for a distinct pair of variables $x, y$ along a branch. All other cases must be approximated either by one of these assignments or by a random value 3
Possibility 1. $x:=x+A$ and $y:=y+B$;
Possibility 2. $x:=-x+A$ and $y:=-y+B$;
Possibility 3. $x:=-x+A$ and $y:=y+B$.
Because of space limitations, we discuss below the third possibility which corresponds to the above example in Section 3. The table in Figure 1 corresponds to this case. Tables 1 and 2 correspond to the other possibilities.
${ }^{2}$ This is a weakness of the QE approaches in contrast to other approaches where dead code gets automatically omitted in the analysis. Incomplete but fast dead code detectors are however a standard component of the static analysis performed in state of the art integrated program development environment including ECLIPSE (JAVA $/ C^{++}$) and Microsoft Visual Studio.
${ }^{3}$ In some cases, the cumulative effect of assignments of different forms may lead to one of the three possibilities above, in which case, they do not have to be approximated.


|  | present | absent |
| :---: | :---: | :---: |
| $x-y \leq a$ | $\begin{gathered} a \leq u_{1} \\ a \leq-l_{2}+\Delta_{2} \end{gathered}$ | $u_{1} \leq-l_{2}+\Delta_{2}$ |
| $x-y \geq b$ | $\begin{gathered} l_{1} \leq b \\ -u_{2}+\Delta_{2} \leq b \end{gathered}$ | $-u_{2}+\Delta_{2} \leq l_{1}$ |
| $x+y \leq c$ | $\begin{gathered} c \leq u_{2} \\ c \leq-l_{1}+\Delta_{1} \end{gathered}$ | $u_{2} \leq-l_{1}+\Delta_{1}$ |
| $x+y \geq d$ | $\begin{gathered} l_{2} \leq d \\ -u_{1}+\Delta_{1} \leq d \end{gathered}$ | $-u_{1}+\Delta_{1} \leq l_{2}$ |
| $x \leq e$ | $\begin{gathered} e \leq u_{3} \\ e \leq-l_{3}+A \end{gathered}$ | $u_{3} \leq-l_{3}+A$ |
| $x \geq f$ | $\begin{gathered} l_{3} \leq f \\ -u_{3}+A \leq f \end{gathered}$ | $-u_{3}+A \leq l_{3}$ |
| $\begin{aligned} & y \leq g \\ & B>0 \end{aligned}$ | $u_{4} \geq g+B$ | $u_{4}=+\infty$ |
| $\begin{aligned} & y \geq h \\ & B<0 \end{aligned}$ | $l_{4} \leq h+B$ | $l_{4}=-\infty$ |

Fig. 1. Sign of only $x$ is reversed in assignment: Constraints on Parameters

The parametric verification condition for the third possibility is:

$$
\begin{aligned}
& \left(\left(l_{1} \leq x-y \leq u_{1} \wedge l_{2} \leq x+y \leq u_{2} \wedge l_{3} \leq x \leq u_{3} \wedge l_{4} \leq y \leq u_{4}\right) \wedge \alpha\right) \Rightarrow \\
& \left(-u_{1}+\Delta_{1} \leq x+y \leq-l_{1}+\Delta_{1} \wedge-u_{2}+\Delta_{2} \leq x-y \leq-l_{2}+\Delta_{2}\right. \\
& \left.\wedge-u_{3}+A \leq x \leq-l_{3}+A \wedge l_{4}-B \leq y \leq u_{4}-B\right)
\end{aligned}
$$

where $\Delta_{1}=A-B, \Delta_{2}=A+B, \alpha$ is a conjunction of parameter-free atomic formulas from loop tests and branch conditions.

Our approach for quantifier elimination is also local and geometric; each atomic formula is handled separately, and for each case, sufficient conditions on parameters are derived. For the whole parametric verification condition, a conjunction of these conditions on parameters for each atomic formula is computed. These calculations have to be done once and for all and stored in a table. As an illustration, consider the case of how lower and upper bounds on $x-y$ are affected by the test $x-y \leq a$ for the third possibility. This is depicted in the Figure 1; the white octagon to the lower right side corresponds to the hypothesis octagonal constraints, the blue octagon is the result of assignments, with the red line corresponding to $x-y \leq a$.

$$
\begin{aligned}
& \left(l_{1} \leq x-y \leq u_{1} \wedge x-y \leq a \wedge \text { restofhypothesis }\right) \Longrightarrow \\
& \quad\left(\left(l_{2} \leq-x+A+y+B \leq u_{2}\right) \wedge \text { restofconclusion }\right)
\end{aligned}
$$

where restofhypothesis (restofconclusion) is the remaining subformula in the hypothesis (the conclusion, respectively) of the above verification condition that does not have atomic formulas expressing lower and upper bounds on $x-y$. The entry $a \leq u_{1} \wedge a \leq\left(-l_{2}-\Delta_{2}\right)$ in the table in Figure 1 is the condition on $u_{1}, l_{2}$ for the above portion of the verification condition to be valid. If $x-y \geq b$ is also present, then the entry from the table gives constraints on $l_{1}, u_{2}$ to be $l_{1} \leq b \wedge-u_{2}-\Delta_{2} \leq b$; if $x-y \geq b$ is absent instead, then the constraint on $l_{1}, u_{2}$ is $-u_{2}-\Delta_{2} \leq l_{1}$. There is an entry in the table for every possible atomic formula depending upon whether it is present or absent in $\alpha$.

For the example in Section 3, the constraint $a \leq 4 \leq b \wedge c \leq 6 \leq d \wedge e \leq-2 \leq$ $f \wedge g \leq 10 \leq h$ is generated from the initial assignments to the variables. Using the table, constraints on the parameters are obtained for each branch. For the branch $x+y \geq 0 \wedge y \geq 6, A=0, B=-1, \Delta_{1}=1, \Delta_{2}=-1$, we get the entry from the table to be $g \leq 0 \wedge-f+1 \leq 0$ and due to the absence of any upper bound on $y+x$, we get the entry $h \leq-e+1$. Since there is no condition on $x-y$, we get $f \leq-g-1$ and $-h-1 \leq e$; similarly, there is no condition on $x$, giving the constraint $a+b=0$. However, due to $y \geq 6$ and $B<0, c \leq 5$; there is no upper bound condition on $y$; since $B$ is negative, no additional condition on parameters is imposed.

For the second branch corresponding to the condition $y+x \geq 0 \wedge \neg(y \geq 6)$ (which also imply $x \geq-5 \wedge y-x \leq 10$ ), we similarly get from the table constraints $g \leq 0 \wedge e+1 \leq 0 \wedge h \leq f+1$ due to $y+x \geq 0$, and $5 \leq d \wedge-d \leq$ $c \wedge 5 \leq-c$; in addition, we also get $a \leq-6$ due to $x \geq-5$ and $10 \leq-e \wedge-h-1 \leq$ $-f \wedge 10 \leq-g-1$ due to $y-x \leq 10$. Collecting all the constraints together, we indeed get the formula (2).

Values of $a, b, c, d, e, f, g$ satisfying the above constraint result in an octagonal invariant for the loop in the above program, since the verification conditions generated from its two branches are valid for these values.

Table 1. Signs of $x$ and $y$ do not change Table 2. Signs of $x$ and $y$ are reversed

|  | present | absent |
| :--- | :---: | :---: |
| $x-y \leq a$ <br> $\Delta_{1}>0$ | $u_{1} \geq a+\Delta_{1}$ | $u_{1}=+\infty$ |
| $x-y \geq b$ <br> $\Delta_{1}<0$ | $l_{1} \leq b+\Delta_{1}$ | $l_{1}=-\infty$ |
| $x+y \leq c$ <br> $\Delta_{2}>0$ | $u_{2} \geq c+\Delta_{2}$ | $u_{2}=+\infty$ |
| $x+y \geq d$ <br> $\Delta_{2}<0$ | $l_{2} \leq d+\Delta_{2}$ | $l_{2}=-\infty$ |
| $x \leq e$ <br> $A>0$ | $u_{3} \geq e+A$ | $u_{3}=+\infty$ |
| $x \geq f$ <br> $A<0$ | $l_{3} \leq f+A$ | $l_{3}=-\infty$ |
| $y \leq g$ <br> $B>0$ | $u_{4} \geq g+B$ | $u_{4}=+\infty$ |
| $y \geq h$ <br> $B<0$ | $l_{4} \leq h+B$ | $l_{4}=-\infty$ |


|  | present | absent |
| :---: | :---: | :---: |
| $x-y \leq a$ | $\begin{gathered} a \leq u_{1} \\ a \leq-l_{1}+\Delta_{1} \end{gathered}$ | $u_{1} \leq-l_{1}+\Delta_{1}$ |
| $x-y \geq b$ | $\begin{gathered} l_{1} \leq b \\ -u_{1}+\Delta_{1} \leq b \end{gathered}$ | $-u_{1}+\Delta_{1} \leq l_{1}$ |
| $x+y \leq c$ | $\begin{gathered} c \leq u_{2} \\ c \leq-l_{2}+\Delta_{2} \end{gathered}$ | $u_{2} \leq-l_{2}+\Delta_{2}$ |
| $x+y \geq d$ | $\begin{gathered} l_{2} \leq d \\ -u_{2}+\Delta_{2} \leq d \end{gathered}$ | $-u_{2}+\Delta_{2} \leq l_{2}$ |
| $x \leq e$ | $\begin{gathered} e \leq u_{3} \\ e \leq-l_{3}+A \end{gathered}$ | $u_{3} \leq-l_{3}+A$ |
| $x \geq f$ | $\begin{gathered} l_{3} \leq f \\ -u_{3}+A \leq f \end{gathered}$ | $-u_{3}+A \leq l_{3}$ |
| $y \leq g$ | $\begin{gathered} g \leq u_{4} \\ g \leq-l_{4}+B \end{gathered}$ | $u_{4} \leq-l_{4}+B$ |
| $y \geq h$ | $\begin{gathered} l_{4} \leq h \\ -u_{4}+B \leq h \end{gathered}$ | $-u_{4}+B \leq l_{4}$ |

The correctness of the above table entries (i.e., they generate correct parameter constraints in the sense that the parametric constraints after quantifierelimination imply the table entries) can be easily verified. The reader would have noticed from the above examples as well as the tables that the constraints on parameters are also octagonal.

## 5 Program Analysis Using Octagonal Invariants

Below, we review the method for generating invariants.

[^15]1. For every program path, generate a verification condition from parameterized octagonal program invariants at every loop entry; for nested loops, perform the analysis inside out-starting from the innermost loop to outermost loop.
2. If the resulting verification condition cannot be of the form in which all atomic formulas are octagonal constraints, then approximations must be made of tests and assignments.
3. For each verification condition, accumulate constraints on the respective parameters by table look-up from the table corresponding to the cumulative effect of the assignments along the path. Take a conjunction of all the parametric constraints from all the paths.
4. Every parameter value that satisfies the constraints thus generated leads to an invariant. To accomodate program variables having no lower or upper bounds, parameters are allowed to have $-\infty$ and $+\infty$ as possible values.

This approach does not involve any direct fixed point computation. The analysis is done only once for every program branch, in contrast to the abstract interpretation approach, where the analysis may have to be done multiple times depending upon the nature of the widening operator used for a particular abstract domain to ensure the termination of the fixed point computation.

### 5.1 Generating Strongest Octagonal Invariants

As stated above, every possible parameter value satisfying constraints on parameters generated after elimination of program variables from verification conditions gives rise to a program invariant. With some additional analysis, it is even possible to generate the strongest octagonal invariant among all these invariants, in the sense that every program invariant of this shape is implied by this invariant. The strongest possible invariant of an octagonal form is then the one with the largest possible values for parameters serving as the lower bounds and the smallest possible values serving as the upper bounds.

Instead of considering all the parametric constraints together, they can be decomposed into disjoint subsets of subformulas such that parameters appearing in one subformula do not appear in the other subformulas. This can be easily done using a strongly connected component algorithm. A large formula expressed using many parameters can thus be expressed as a conjunction of smaller subformulas expressed using disjoint subsets of few parameters such that each subformula can be independently processed. For a parameter that appears only by itself, the greatest lower bound is the maximum of all its lower bounds; similarly, the least upper bound is the minimum of all its upper bounds.

For a subformula corresponding to a strongly connected component with many parameters, the extremal points of the octagonal projected on every plane corresponding to two distinct variables can be computed. This can be done using the frame representation of these octagonal constraints on parameters, which can be efficiently computed [4]. From the coordinates of the extremal vertices lower bounds and least upper bounds for each parameter appearing in the subformula are obtained. The strongest octagonal invariant is the formula after plugging in
the greatest lower bounds and least upper bounds for each parameter (some of which could be $-\infty$ and $+\infty$, respectively).

The above heuristic for quantifier elimination of parameterized verification conditions using octagonal domain constraints is of quadratic complexity in the number of variables, determined by the size of the tables (since a table look-up of an entry takes constant time) and the complexity of computing a frame representation. This algorithm is asymptotically better than the algorithms presented in Miné's thesis [15] based on the abstract interpretation approach for two reasons: (i) the algorithms used in [15 are of cubic complexity in the number of variables, and (ii) numbers of iterations needed to compute the fixed point can be, in the worst case, proportional to the number of variables, even though often, the termination takes places in a fixed number of iterations depending upon the widening operators used.

The proposed approach often gives good results for generating octagonal invariants. Loop invariants are either the same or stronger than the ones generated using the abstract interpretation approach; we have verified this on numerous examples using the publicly available Interproc static analyzer where Miné's algorithms are implemented [8]. There are however also cases where the proposed approach gives weaker invariants. An interesting problem is to identify conditions under which this geometric heuristic gives results at least as good as the abstract interpretation approach.

Before performing quantifier elimination, it may sometimes be useful to further process loop and conditional tests to generate additional implied conditions on program variables. Such propagation can be localized without increasing the complexity of the analysis (this was done for the above example), or made global by using these implied conditions to propagate conditions on other program variables appearing together with the program variables in the implied conditions. Derivation of new conditions on program variables can generate useful additional parametric constraints, since the tables are built by analyzing the effect of various tests on every possible atomic formula.

## 6 Towards Disjunctive Invariants: Max Plus Constraints

So far most of the discussion has been on developing methods for generating conjunctive invariants. In order to have more expressive loop invariants including disjunctive invariants, we have recently begun investigating the use of formulas defining max plus polyhedra [1]. Such a formula allows disjunctions of constraints of the form $l_{i} \leq x_{i} \leq u_{i}, l_{j} \leq x_{j} \leq u_{j}$ and $l_{i, j} \leq x_{i}-x_{j} \leq u_{i, j}$; atomic formulas of the form $a \leq x_{i}+x_{j} \leq b$ are however not allowed. Thus a polyhedron is constructed using line segments parallel to an axis or at a $45^{\circ}$ angle.

There are multiple ways to represent a max plus polyhedron. Below, we use generators (analogous to a frame representation of a convex polyhedron) using which every element in a max plus polyhedron can be represented as a linear combination (when appropriately defined using max to stand for standard + and + to stand for standard multiplication $*$ ) of generators. Due to space limitations,


Fig. 2. Max Plus Polyhedron with two generators
we are unable to provide more details. So the discussion below will be informal and intuitive.

Consider the following program:

```
Example 3. }\quadx:=0;y:= 5
    while }x<10\mathrm{ do
    if x<5 then }x:=x+1\quad\mathrm{ else }x:=x+1;y:=y+1\quad\mathrm{ end if
end while
```

The strongest loop invariant for the above program is:

$$
(0 \leq x \leq 5 \wedge y=5) \vee(5 \leq x \leq 10 \wedge x=y)
$$

The corresponding polyhedron is the first one in Figure 2, which is clearly not convex. Hence it cannot be expressed as a conjunction of linear constraints (including octagonal constraints). In contrast, using the analysis of the previous section, the strongest octagonal invariant obtained is $(0 \leq x \leq 10 \wedge 5 \leq y \wedge-5 \leq$ $x-y \wedge 5 \leq x+y)$.

In our approach, such a program property is parametrically formulated in terms of generators of the above polyhedron, whose coordinates serve as parameters (much like lower and upper bound parameters for variables and expressions $\pm x \pm y$ in octagonal constraints). We have been extending the geometric heuristic discussed for octagonal constraints, to generate a disjunctive loop invariant for max-plus polyhedra using geometric quantifier elimination.

For simplicity, consider a max plus polyhedron expressed using two generators $\left(a_{1}, a_{2}\right),\left(b_{1}, b_{2}\right)$. Without any loss of generality, it can be assumed that $a_{1} \leq a_{2}$. Let us hypothesize the loop invariant to be such a polyhedron. Depending upon comparing $b_{1}, b_{2}, a_{1}-b_{1} \leq a_{2}-b_{2}$, three polyhedra are possible with shapes as shown in Figure 2. Table 3 below is given similar to the octagonal constraints for the assignment statement $x:=x+A, y:=y+B$. Then, for each polyhedron, there is a table with an entry corresponding to each of the atomic formulas appearing as a branch condition and/or a loop test.

Consider the order in which $b_{1} \leq b_{2}$ and $a_{1}-b_{1} \leq a_{2}-b_{2}$ (i.e., the first polyhedron). To ensure that the initial state is in the max-plus polyhedron,

Table 3. The generators of the overlapped maxplus polyhedron in the form of assignments $x:=x+A$ and $y:=y+B .\left(\Delta_{1}=a_{2}-a_{1}\right.$, and $\left.\Delta_{2}=b_{2}-b_{1}\right)$.

| $x:=x+A, y:=y+B$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Order 1 |  | Order 2 |  | Order 3 |  |
| Case conditions | Generators | Case conditions | Generators | Case conditions | Generators |
| $\begin{aligned} & A>0, B=0 \\ & A \leq \Delta_{1}-\Delta_{2} \end{aligned}$ | $\binom{a_{1}}{b_{1}}\binom{a_{2}-\Delta_{2}-A}{b_{1}}$ |  |  | $\begin{gathered} A>0, B=0 \\ A \leq \Delta_{1} \end{gathered}$ | $\binom{a_{1}}{b_{1}}\binom{a_{2}-A}{b_{1}}$ |
| $\begin{aligned} & A<0, B=0 \\ & \|A\| \leq \Delta_{1}-\Delta_{2} \\ & \hline \end{aligned}$ | $\binom{a_{1}-A}{b_{1}}\binom{a_{2}-\Delta_{2}}{b_{1}}$ | $B=0$ | $\emptyset$ | $\begin{gathered} A<0, B=0 \\ \|A\| \leq \Delta_{1} \end{gathered}$ | $\binom{a_{1}-A}{b_{1}}\binom{a_{2}}{b_{1}}$ |
|  |  | $\begin{aligned} & A=0, B>0 \\ & B \leq \Delta_{2}-\Delta_{1} \end{aligned}$ | $\binom{a_{1}}{b_{1}}\binom{a_{1}}{b_{2}-\Delta_{1}-B}$ | $\begin{gathered} A=0, B>0 \\ B \leq-\Delta_{2} \end{gathered}$ | $\binom{a_{2}}{b_{2}}\binom{a_{2}}{b_{1}-B}$ |
| $A=0$ | $\emptyset$ | $\begin{gathered} A=0, B<0 \\ \|B\| \leq \Delta_{2}-\Delta_{1} \end{gathered}$ | $\binom{a_{1}{ }_{1}}{b_{1}-B}\left(\begin{array}{c}a_{1}{ }_{1}{ }_{b_{2}-\Delta_{1}}\end{array}\right)$ | $\begin{gathered} A=0, B<0 \\ B \geq \Delta_{2} \end{gathered}$ | $\underline{\binom{a_{2}}{b_{1}}\binom{a_{2}}{b_{2}-B}}$ |
| $\begin{aligned} & A=B>0 \\ & A \leq \Delta_{2} \\ & \hline \end{aligned}$ | $\binom{a_{2}-A}{b_{2}-A}\binom{a_{2}-\Delta_{2}}{b_{1}}$ | $\begin{gathered} A=B>0 \\ A \leq \Delta_{1} \end{gathered}$ | $\binom{a_{2}-A}{b_{2}-A}\binom{a_{1}}{b_{2}-\Delta_{1}}$ |  |  |
| $\begin{aligned} & A=B<0 \\ & \|A\| \leq \Delta_{2} \\ & \hline \end{aligned}$ | ( $\left.\begin{array}{c}a_{2} \\ b_{2}\end{array}\right)\binom{a_{2}-\left(\Delta_{2}+A\right)}{b_{1}-A}$ | $\begin{gathered} A=B<0 \\ \|A\| \leq \Delta_{1} \end{gathered}$ | $\binom{a_{2}}{b_{2}}\binom{a_{1}-A}{b_{2}-\Delta_{1}-A}$ | $A=B$ | $\emptyset$ |
| $\begin{aligned} & 0<A \leq \Delta_{1}-\Delta_{2} \\ & 0<B<A, B \leq \Delta_{2} \end{aligned}$ | $\left(\begin{array}{c}{ }^{a_{2}-\Delta_{2}-(A-B)}{ }_{b_{1}}\end{array}\right)$ | $\begin{gathered} \hline A \leq \Delta_{1}, 0<A<B \\ B \leq \Delta_{2}-\Delta_{1}+A \end{gathered}$ | $\binom{a_{1}}{b_{2}-\Delta_{1}-(B-A)}$ |  |  |
| $\begin{aligned} & \Delta_{1} \geq A, \Delta_{2} \geq B \\ & A \geq \Delta_{1}-\Delta_{2} \\ & B \geq A-\left(\Delta_{1}-\Delta_{2}\right) \end{aligned}$ | $\binom{{ }_{2}-\Delta_{2}-(A-B)}{b_{1}}$ | $A>B>0$ | $\emptyset$ | $A>0, B>0$ | $\emptyset$ |
| $A>0, B<0$ | $\emptyset$ | $A>0, B<0$ | $\emptyset$ | $\begin{aligned} & 0<A \leq \Delta_{1} \\ & \Delta_{2} \leq B<0 \end{aligned}$ | $\binom{a_{2}-A}{b_{1}}$ |
| $\begin{aligned} & \hline A<0, B<0 \\ & \|A\| \leq \Delta_{1}-\Delta_{2} \\ & \|B\|<\|A\|,\|B\|<\Delta_{2} \end{aligned}$ | $\binom{a_{2}-\Delta_{2}-B}{b_{1}-B}$ | $\begin{gathered} A<0, B<0 \\ \|A\| \leq \Delta_{1},\|A\|<\|B\| \\ \|B\| \leq\|A\|+\Delta_{2}-\Delta_{1} \end{gathered}$ | $\binom{a_{1}-A}{b_{2}-\Delta_{1}-A}$ |  |  |
| $\begin{aligned} & A<0, B<0,\|B\| \leq \Delta_{2} \\ & \|B\|>\|A\|-\left(\Delta_{1}-\Delta_{2}\right) \\ & \Delta_{1}-\Delta_{2} \leq\|A\| \leq \Delta_{1} \\ & \hline \end{aligned}$ | $\left(\begin{array}{c} \\ \binom{a_{2}-\Delta_{2}-B}{b_{1}-B}\end{array}\right.$ | $\begin{gathered} A<0, B<0 \\ \|B\|>\|A\| \\ \hline \end{gathered}$ | $\emptyset$ | $A<0, B<0$ | $\emptyset$ |
| $A<0, B>0$ | $\emptyset$ | $A<0, B>0$ | $\emptyset$ | $\begin{gathered} A<0, B>0 \\ \|A\| \leq \Delta_{1} \\ B \leq-\Delta_{2} \\ \hline \end{gathered}$ | $\left(\begin{array}{c}\left.{ }^{a_{2}}{ }_{b_{1}-B}\right) \\ \hline\end{array}\right.$ |

Table 4. The constraints affect the original maxplus polyhedra in order 1

| Order 1 |  |  |  |
| :---: | :---: | :---: | :---: |
| Case 1: $A>0, B=0, A \leq \Delta_{1}-\Delta_{2}$ |  | Case 2: $A=B<0,\|A\| \leq \Delta_{2}$ |  |
| Cases of constraints | Generated constraints | Cases of constraints | Generated constraints |
| $x_{i}-x_{j} \leq a$ | $a_{2}-b_{2}-A \geq a$ | $x_{i} \geq f$ | $a_{2}-\Delta_{2}-A \leq f$ |
| $x_{i} \leq e$ | $a_{2}-\Delta_{2}-A \geq e$ | $x_{j} \geq h$ | $b_{1}-A \leq h$ |
| Case 3: $A<0, B=0,\|A\| \leq \Delta_{1}-\Delta_{2}$ |  | Case 4: $A=B>0, A \leq \Delta_{2}$ |  |
| Cases of constraints | Generated constraints | Cases of constraints | Generated constraints |
| $\begin{aligned} & x_{i} \geq f \\ & x_{i} \leq e \end{aligned}$ | $\begin{gathered} a_{1}-A \leq f \\ a_{2}-\Delta_{2} \geq e \end{gathered}$ | $\begin{aligned} & x_{i} \leq e \\ & x_{i} \geq f \end{aligned}$ | $\begin{aligned} a_{2}-A & \geq e \\ a_{2}-\Delta_{2} & \leq f \end{aligned}$ |
| $\begin{aligned} & x_{i} \geq f \\ & x_{i}-x_{j} \leq a \end{aligned}$ | $\begin{gathered} a_{1}-A \leq f \\ a_{2}-b_{2} \geq a+1 \end{gathered}$ | $\begin{aligned} & x_{i} \leqq e \\ & x_{j} \geq h \end{aligned}$ | $\begin{aligned} & a_{2}-A \geq e \\ & b_{1} \leq h-1 \end{aligned}$ |
| $\begin{aligned} & x_{i}-x_{j} \geq b \\ & x_{i} \leq e \end{aligned}$ | $\begin{gathered} a_{1}-A-b_{1} \leq b \\ a_{2}-\Delta_{2} \geq e \end{gathered}$ | $\begin{aligned} & x_{j} \leq g \\ & x_{i} \geq f \end{aligned}$ | $\begin{aligned} & b_{2}-A \geq g \\ & a_{2}-A \geq e \end{aligned}$ |
| $\begin{aligned} & x_{i}-x_{j} \geq b \\ & x_{i}-x_{j} \leq a \\ & \hline \end{aligned}$ | $\begin{aligned} & a_{1}-A-b_{1} \leq b \\ & a_{2}-b_{2} \geq a+1 \end{aligned}$ | $\begin{aligned} & x_{j} \leq g \\ & x_{j} \geq h \end{aligned}$ | $\begin{aligned} & b_{2}-A \geq g \\ & b_{1} \leq h-1 \end{aligned}$ |
| $\begin{aligned} & x_{i} \geq f \\ & x_{j} \leq g \\ & \hline \end{aligned}$ | $\begin{gathered} a_{1}-A \leq f \\ b_{1} \geq g \end{gathered}$ | $\begin{gathered} x_{i} \leq e \\ x_{i}-x_{j} \geq b \end{gathered}$ | $\begin{aligned} & a_{2}-A \geq e \\ & a_{2}-b_{2} \leq b \end{aligned}$ |
| $\begin{aligned} & x_{i}-x_{j} \geq b \\ & x_{j} \leq g \end{aligned}$ | $\begin{gathered} a_{1}-A-b_{1} \leq b \\ b_{1} \geq g \end{gathered}$ | $\begin{gathered} x_{j} \leq g \\ x_{i}-x_{j} \geq b \end{gathered}$ | $\begin{array}{r} b_{2}-A \geq g \\ a_{2}-b_{2} \leq b \end{array}$ |
| $x_{i} \geq f$ | $\begin{gathered} b_{1}=b_{2} \\ a_{1}-A \leq f \end{gathered}$ | $x_{i} \leq e$ | $\begin{gathered} a_{1}=a_{2}-\Delta_{2} \\ a_{2}-A \geq e \end{gathered}$ |
| $x_{i}-x_{j} \geq b$ | $\begin{gathered} b_{1}=b_{2} \\ a_{1}-A-b_{1} \leq b \end{gathered}$ | $x_{j} \leq g$ | $\begin{gathered} a_{1}=a_{2}-\Delta_{2} \\ b_{2}-A \geq g \end{gathered}$ |

Table 5. The constraints affect the original maxplus polyhedra in order 2

| Order 2 |  |  |  |
| :---: | :---: | :---: | :---: |
| Case 1: $A=0, B>0, B \leq \Delta_{2}-\Delta_{1}$ |  | Case 2: $A=B<0,\|A\| \leq \Delta_{1}$ |  |
| Cases of constraints | Generated constraints | Cases of constraints | Generated constraints |
| $x_{i}-x_{j} \geq b$ | $a_{2}-b_{2}+B \leq b-1$ | $x_{i} \geq f$ | $a_{1}-A \leq f$ |
| $x_{j} \leq g$ | $b_{2}-\Delta_{1}-B \geq g$ | $x_{j} \geq h$ | $b_{2}-\Delta_{1}-A \leq h$ |
| Case 3: $A=0, B<0,\|B\| \leq \Delta_{2}-\Delta_{1}$ |  | Case 4: $A=B>0, A \leq \Delta_{1}$ |  |
| Cases of constraints | Generated constraints | Cases of constraints | Generated constraints |
| $\begin{aligned} & x_{i}-x_{j} \leq a \\ & x_{i}-x_{j} \geq b \end{aligned}$ | $\begin{gathered} a_{1}-b_{1}+B \geq a \\ a_{2}-b_{2}+B \leq b-1 \end{gathered}$ | $\begin{aligned} & x_{i} \leq e \\ & x_{i} \geq f \end{aligned}$ | $\begin{aligned} & a_{2}-A \geq e \\ & a_{1} \leq f-1 \end{aligned}$ |
| $\begin{aligned} & x_{i}-x_{j} \leq a \\ & x_{j} \leq g \end{aligned}$ | $\begin{gathered} a_{1}-b_{1}+B \geq a \\ b_{2}-\Delta_{1} \geq g \end{gathered}$ | $\begin{aligned} & x_{i} \leqq e \\ & x_{j} \geq h \end{aligned}$ | $\begin{aligned} a_{2}-A & \geq e \\ b_{2}-\Delta_{1} & \leq h \end{aligned}$ |
| $\begin{aligned} & x_{j} \geq h \\ & x_{i}-x_{j} \geq b \end{aligned}$ | $\begin{gathered} b_{1}-B \leq h \\ a_{2}-b_{2}+B \leq b-1 \end{gathered}$ | $\begin{aligned} & x_{j} \leqq g \\ & x_{i} \geq f \end{aligned}$ | $\begin{aligned} & b_{2}-A \geq g \\ & a_{1} \leq f-1 \end{aligned}$ |
| $\begin{aligned} & x_{j} \geq h \\ & x_{j} \leq g \\ & \hline \end{aligned}$ | $\begin{gathered} b_{1}-B \leq h \\ b_{2}-\Delta_{1} \geq g \end{gathered}$ | $\begin{aligned} & x_{j} \leq g \\ & x_{j} \geq h \end{aligned}$ | $\begin{gathered} b_{2}-A \geq g \\ b_{2}-\Delta_{1} \leq h \end{gathered}$ |
| $\begin{aligned} & x_{i}-x_{j} \leq a \\ & x_{i} \leq e \end{aligned}$ | $\begin{gathered} a_{1}-b_{1}+B \geq a \\ a_{1} \geq e \end{gathered}$ | $\begin{gathered} x_{i} \leq e \\ x_{i}-x_{j} \leq a \end{gathered}$ | $\begin{gathered} a_{2}-A \geq e \\ a_{2}-b_{2} \geq a \end{gathered}$ |
| $\begin{aligned} & x_{j} \geq h \\ & x_{i} \leq e \\ & \hline \end{aligned}$ | $\begin{gathered} b_{1}-B \leq h \\ a_{1} \geq e \\ \hline \end{gathered}$ | $\begin{gathered} x_{j} \leq g \\ x_{i}-x_{j} \leq a \end{gathered}$ | $\begin{array}{r} b_{2}-A \geq g \\ a_{2}-b_{2} \geq a \\ \hline \end{array}$ |
| $x_{i}-x_{j} \leq a$ | $\begin{gathered} a_{2}=a_{1} \\ a_{1}-b_{1}+B \geq a \\ \hline \end{gathered}$ | $x_{i} \leq e$ | $\begin{gathered} b_{1}=b_{2}-\Delta_{1} \\ a_{2}-A \geq e \end{gathered}$ |
| $x_{j} \geq h$ | $\begin{gathered} a_{2}=a_{1} \\ b_{1}-B \leq h \end{gathered}$ | $x_{j} \leq g$ | $\begin{gathered} b_{1}=b_{2}-\Delta_{1} \\ b_{2}-A \geq g \end{gathered}$ |

$a_{1} \leq 0 \leq a_{2}, b_{1} \leq 5 \leq b_{2}$. Further assume $a_{1}-b_{1} \leq-5 \leq a_{2}-b_{2}$. For the first branch of the program, $B=0$ and $0<A$. Assuming that $A \leq \Delta_{1}-\Delta_{2}$, from the entry in Table 3 , the generators of the the overlapped max-plus polyhedron are $\binom{a_{1}}{b_{1}},\binom{a_{2}-\left(b_{2}-b_{1}\right)-A}{b_{1}}$. The entry for the conjunction of the loop test and the branch condition (which is $x<5$ ) from Table 4 is $a_{2}-\Delta_{2}-A \geq 4$. Similarly for the second branch, $A=B=1$ and $A \leq b_{2}-b_{1}$ the entry from Table 3 gives the generators of the overlapped maxplus polyhedron are $\binom{a_{2}-A}{b_{2}-A},\binom{a_{2}-\Delta_{2}}{b_{1}}$. From Table 4 , the entries corresponding to the loop test and the branch condition $(x \geq 5 \wedge x \leq 9)\left(\right.$ case 4) are: $a_{2}-A \geq 9$ (for $\left.x \leq 9\right)$ and $a_{2}-\Delta_{2} \leq 5($ for $x \geq 5)$.

By putting all the constraints obtained from the two branches and from the initial conditions, we get: $a_{2}-\Delta_{2}=5 \wedge \Delta_{2} \geq 1 \wedge a_{2} \geq 10 \wedge \Delta_{1}-\Delta_{2} \geq 1 \wedge a_{1} \leq$ $0 \wedge b_{1} \leq 5 \leq b_{2} \wedge a_{1}-b_{1} \leq-5 \leq a_{2}-b_{2}$. The parameters $a_{1}=0, a_{2}=10, b_{1}=5$, and $b_{2}=10$ satisfy these requirements, giving the generators $\binom{0}{5},\binom{10}{10}$.

From Table 3, the second polyhedron corresponding to order 2 (in which $a_{2}-b_{2} \leq a_{1}-b_{1}$ ) is not possible since for the first branch, there is no overlap between the two maxplus polyhedra. Similarly, the third polyhedron is also not possible.

The result is thus the first polyhedron with the generators $\binom{0}{5},\binom{10}{10}$, which corresponds to the disjunctive invariant:

$$
(0 \leq x \leq 5 \wedge y=5) \vee(5 \leq x \leq 10 \wedge x=y)
$$

the strongest invariant for the loop in the above program.
We are currently investigating such tables for polyhedra represented using three and four generators, and analyzing disjunctive invariants which can be generated using the above discussed techniques.

Table 6. The constraints affect the original maxplus polyhedra in order 3

| Order 3 |  |  |  |
| :---: | :---: | :---: | :---: |
| Case 1: $A>0, B=0, A \leq \Delta_{1}$ |  | Case 2: $A=0, B>0, B \leq \Delta_{2}$ |  |
| Cases of constraints | Generated constraints | Cases of constraints | Generated constraints |
| $x_{i}-x_{j} \leq a$ | $a_{2}-A-b_{1} \geq a$ | $x_{i}-x_{j} \geq b$ | $a_{2}-b_{1}+B \leq b$ |
| $x_{i} \leq e$ | $a_{2}-A \geq e$ | $x_{j} \leq g$ | $b_{1}-B \geq g$ |
| Case 3: $A<0, B=0,\|A\| \leq \Delta_{1}$ |  | Case 4: $A=0, B<0, B \geq \Delta_{2}$ |  |
| Cases of constraints | Generated constraints | Cases of constraints | Generated constraints |
| $\begin{aligned} & x_{i}-x_{j} \geq b \\ & x_{i}-x_{j} \leq a \end{aligned}$ | $\begin{gathered} a_{1}-A-b_{1} \leq b \\ a_{2}-b_{1} \geq a \end{gathered}$ | $\begin{aligned} & x_{i}-x_{j} \leq a \\ & x_{i}-x_{j} \geq b \\ & \hline \end{aligned}$ | $\begin{gathered} a_{2}-b_{2}+B \geq a \\ a_{2}-b_{1} \leq b \end{gathered}$ |
| $\begin{aligned} & x_{i}-x_{j} \geq b \\ & x_{i} \leq e \end{aligned}$ | $\begin{gathered} a_{1}-A-b_{1} \leq b \\ a_{2} \geq e+1 \end{gathered}$ | $\begin{gathered} x_{i}-x_{j} \leq a \\ x_{j} \leq g \end{gathered}$ | $\begin{gathered} a_{2}-b_{2}+\bar{B} \geq a \\ b_{1} \geq g+1 \end{gathered}$ |
| $\begin{aligned} & x_{i} \geq f \\ & x_{i}-x_{j} \leq a \\ & \hline \end{aligned}$ | $\begin{aligned} & a_{1}-A \leq f \\ & a_{2}-b_{1} \geq a \end{aligned}$ | $\begin{gathered} x_{j} \geq h \\ x_{i}-x_{j} \geq b \end{gathered}$ | $\begin{aligned} & b_{2}-B \leq h \\ & a_{2}-b_{1} \leq b \end{aligned}$ |
| $\begin{aligned} & x_{i} \geq f \\ & x_{i} \leq e \\ & \hline \end{aligned}$ | $\begin{gathered} a_{1}-A \leq f \\ a_{2} \geq e+1 \\ \hline \end{gathered}$ | $\begin{aligned} & x_{j} \geq \bar{h} \\ & x_{j} \leq g \end{aligned}$ | $\begin{gathered} b_{2}-B \leq h \\ b_{1} \geq g+1 \\ \hline \end{gathered}$ |
| $\begin{aligned} & x_{i}-x_{j} \geq b \\ & x_{j} \geq h \end{aligned}$ | $\begin{gathered} a_{1}-A-b_{1} \leq b \\ b_{1} \leq h \end{gathered}$ | $\begin{gathered} x_{i}-x_{j} \leq a \\ x_{i} \geq f \end{gathered}$ | $\begin{gathered} a_{2}-b_{2}+B \geq a \\ a_{2} \leq f \end{gathered}$ |
| $\begin{aligned} & x_{i} \geq f \\ & x_{j} \geq h \end{aligned}$ | $\begin{gathered} a_{1}-A \leq f \\ b_{1} \leq h \end{gathered}$ | $\begin{aligned} & x_{j} \geq h \\ & x_{i}>f \end{aligned}$ | $\begin{gathered} b_{2}-B \leq h \\ a_{2} \leq f \end{gathered}$ |
| $x_{i}-x_{j} \geq b$ | $\begin{gathered} b_{2}=b_{1} \\ a_{1}-A-b_{1} \leq b \end{gathered}$ | $x_{i}-x_{j} \leq a$ | $\begin{gathered} a_{1}=a_{2} \\ a_{2}-b_{2}+B \geq a \end{gathered}$ |
| $x_{i} \geq f$ | $\begin{gathered} b_{2}=b_{1} \\ a_{1}-A \leq f \end{gathered}$ | $x_{j} \geq h$ | $\begin{gathered} a_{1}=a_{2} \\ b_{2}-B \leq h \end{gathered}$ |

## 7 Concluding Remarks and Future Work

We have presented an efficient geometric heuristic for quantifier-elimination of octagonal constraints. Program analysis based on this heuristics performs well (in comparison with Mine's method using the abstract interpretation framework). When approximations (of assignment statements and test, for instances) are made so as to capture certain kinds of properties of a program, then there is no guarantee that the invariants derived using such approximations are indeed the strongest (or for that matter, invariant of such a form does not exist, in case verification conditions are unsatisfiable).

We are investigating how to make the proposed approach applicable to a richer set of formulas for capturing properties of programs. In particular, we have gotten encouraging results to generalize the approach to generate disjunctive invariants using a subset of octagonal constraints as atomic formulas. We have been exploring techniques to combine octagonal constraints and max plus constraints, with the equality theory of uninterpreted symbols, and extending geometric heuristics for such combination of theories. This will enable us to automatically derive properties of programs using arrays and other container data structures based on the reduction method [12] for generating decision procedures for quantifier-free theories over such data structures.
Acknowledgments. The work on octagonal constraints was done jointly with Zhihai Zhang when he visited UNM from Beijing University from October 2009 to September 2010. Hengjun Zhao from the Institute of Software, Chinese Academy of Science, helped in figuring out many of the subtle details in the tables for octagonal constraints, and developing their pictorial representations to amplify the geometric approach. The ongoing work on the use of max-plus constraints for program analysis is jointly with Qu Li and Matthias Forbach of UNM.
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#### Abstract

Electron tomography (ET) is an emerging technology for the three dimensional imaging of cellular ultrastructure. In combination with other techniques, it can provide three dimensional reconstructions of protein assemblies, correlate 3D structures with functional investigations at the light microscope level and provide structural information which extends the findings of genomics and molecular biology.

Realistic physical details are essential for the task of modeling over many spatial scales. While the electron microscope resolution can be as low as a fraction of a nm, a typical 3D reconstruction may just cover $1 / 10^{15}$ of the volume of an optical microscope reconstruction. In order to bridge the gap between those two approaches, the available spatial range of an ET reconstruction has been expanded by various techniques. Large sensor arrays and wide-field camera assemblies have increased the field dimensions by a factor of ten over the past decade, and new techniques for serial tomography and montaging make possible the assembly of many three-dimensional reconstructions.

The number of tomographic volumes necessary to incorporate an average cell down to the protein assembly level is of the order $10^{4}$, and given the imaging and algorithm requirements, the computational problem lays well in the exascale range. Tomographic reconstruction can be made parallel to a very high degree, and their associated algorithms can be mapped to the simplified processors comprising, for example, a graphics processor unit. Programming this on a GPU board yields a large speedup, but we expect that many more orders of magnitude improvement in computational capabilities will still be required in the coming decade. Exascale computing will raise a new set of problems, associated with component energy requirements (cost per operation and costs of data transfer) and heat dissipation issues. As energy per operation is driven down, reliability decreases, which in turn raises difficult problems in validation of computer models (is the algorithmic approach faithful to physical reality), and verification of codes (is the computation reliably correct and replicable). Leaving aside the hardware issues, many of these problems will require new mathematical and algorithmic approaches, including, potentially, a re-evaluation of the Turing model of computation.


## 1 Electron Tomography

Electron tomograph is a developing technology for three-dimensional (3D) imaging of cellular ultrastructure Frank 2006], Martone et al. [2002]. In combination
with other techniques, this technology can provide 3D reconstructions of protein assemblies, correlate structure with functional investigations at the light microscope level, and provide structural information which extends the findings of genomics and molecular biology. At present, ET is not a unified field of study, but is comprised of a variety of techniques, roughly associated with the spatial scales of interest, and the nature of the objects under investigation Frank [2006], Hawkes [2004]. Researchers commonly use different techniques for elucidating the structure of small particles and microfilaments (nm scale) as opposed to the structure of cells and long range structure, such as exhibited by axons and dendrites in neural tissue ( $\mu \mathrm{m}$ scale). On the other hand, detailed investigation of molecular structure in the context of the larger structure of organelles, cells and cell assemblies in tissues is crucial to the resolution of many research problems in biology.

EM images span spatial scales ranging from a fraction of a nm to about $50 \mu \mathrm{~m}$, and 3D EM reconstructions may cover $1 / 10^{15}$ of the volume of a typical optical microscope reconstruction. The limit of resolution of light microscopy is on the order of a 250 nm , and even though super-resolution techniques applied in "pointillist optical tomography" Heintzmann and Ficz 2007] may give much better resolution, rare events and contextual information are missed. One example where reconstruction at multiple spatial scales is particularly important occurs in the study of the nervous system, where structure and function are correlated from the molecular level to the whole brain. The electron microscope resolves biological structure down to the level of protein complexes; however, we must also resolve proteins and protein complexes from series of images that follow nerve processes such as axons and dendrites from cell to cell. More examples may be found in the families of filaments which are associated with structural integrity and various cell functions in most vertibrate cells. To be more specific, intermediate filaments appear to comprise a continuous structure extending through the cytoplasm and intercellular space from one cell nucleus to another, and offer sites for various dynamical processes in additon to their role in maintaining structure Goldman et al. [2008]. These filaments are composed of bundles of alpha-helical proteins, so the range of spatial scales comprises several orders of magnitude. In order to develop a 3D atlas corresponding to the 2D images, many tomographic reconstructions are required. Thus the problem of obtaining tomographic reconstructions from large-format images is compounded by the problem of stitching the digital reconstructions together Phan et al. 2012].

Because of advances in instrumentation, sample preparation, and computer processing, ET provides an essential input to physiological modeling and simulation at multiple spatial scales. Physiological models are only as good as the structural models on which they are based. Dynamical models of molecular interactions, ion fluxes, transport and signaling depend upon the geometric details from the molecular and subcellular level of membranes, microfilament networks, and various intra- and extra-cellular channels. Realistic physical details are essential for the task of modeling over many spatial scales.

### 1.1 Steps in Electron Tomography

The process starts by taking a series of images of the sample at predetermined orientations for various positions of the sample stage relative to the focal plane of the microscope. After image acquisition, the reconstruction process of a single tomogram is divided into three phases Lawrence et al. [2006]. The first phase, tracking, is the precise location of a set of image features consistent across the image series. The second step of the reconstruction, alignment, is the development of geometric correspondences between the configurations of features in the image. The alignment process provides a joint model (best orthogonal model) of both the 3D positions of the features recovered in the tracking process and projection maps from the 3 D sample to the 2 D images. The third step of the process is the construction of a 3D density model of the object itself from the image data and the projection transforms. This is the tomographic reconstruction proper, and may be performed via filtered backprojection. Figure 1.1 shows sections of typical tomograms. As an option, several individual reconstructions of overlapping regions of the object may be assembled together along regions of intersection in order to create a larger field of view. All of these processes can be performed automatically. We have developed a reconstruction package, Transform Based Tracking, Bundle Adjustment and Reconstruction (TxBR), to perform these tasks Lawrence et al. 2006].


Fig. 1.1. Left: TxBR reconstruction of a mitochondria from drosophila cell specimen infected by Flock-House viruses (left, courtesy of Jason Lanman, Purdue). The data was acquired using a 6 -fold tilt series scheme on a $4 \mathrm{k} \times 4 \mathrm{k}$ CCD camera. The projection correspondence between the 3D structure and the 2D micrographs is described by a polynomial map of order 5. Right: TxBR tomogram of a caulobacter crescentus specimen reconstruction. Alignment of the tilt series was on the basis of several beads and two extended contours.

### 1.2 Problems with Electron Tomography

Electron tomography presents a number of special problems. The imagery is low contrast and noisy with limited sampling of projection directions; sample warping and the curvilinearity of electron trajectories make classical techniques of X-ray tomography problematic. In addition, the volume and scale of the data make automated preprocessing and image segmentation necessary. The need for solution of these problems has spurred the introduction of new techniques.

The assumption of travel along straight-line paths is not true in an electron microscope, as focusing is performed by means of magnetic fields Reimer and Kohl [2008]. Because electrons travel in curvilinear trajectories under the influence of the magnetic fields (see figure [1.2), it is generally not possible to align all regions in large images properly using 2D deformation. We have noticed on one of our microscope deviations on the order of 50 pixels and more at the periphery of $8 \mathrm{k} \times 8 \mathrm{k}$ images taken at high sample tilt angles. This deviation comes from objects at different distances from the focal plane moving in ways that are not predictable from models based on straight ray transforms. This problem must be solved by considering the geometric implications of curvilinear electron trajectories in the formation of an image. Once the alignment and reconstruction problems are placed in this context, it is easier to include compensations for other significant geometric distortion phenomena, such as mass loss caused by the high energy electrons and lens aberrations.


Fig. 1.2. Stage series for a sample containing 20 nm size gold beads. Multiple electron micrographs, acquired on a $4 \mathrm{k} \times 4 \mathrm{k}$ CCD moving the sample stage vertically by step of $1 \mu \mathrm{~m}$ within a range $20 \mu \mathrm{~m}$, have been superposed. Apparent motion of the particles is related to the helical nature of the electron paths. A similar effect appears by changing the objective focal plane.

## 2 The Mathematics of Electron Tomography

### 2.1 Classical Beam Model

Because electrons move in curvilinear trajectories in the electron microscope, we are led to consider the general situation of integrals along curved paths. The problem is to reconstruct an object with a three dimensional density distribution from image intensities, where the density is related to a local scattering cross-section. The image intensity at each point of each image represents the exponential of a line integral along a specific trajectory through the object .

Transforms by means of line integrals along curvilinear trajectories have been studied as generalized X-ray transform. The generalized ray transform is defined for a family of curves in $\mathbb{R}^{3}$, or electron trajectories through the object, (for example, a family of helices):

$$
\begin{equation*}
\Gamma=\left\{\gamma_{x, \omega}(t) \mid t_{0} \leq t \leq t_{1}\right\} \tag{2.1}
\end{equation*}
$$

where $\mathbf{x}=\left(x_{1}, x_{2}\right)$ denotes a point in the image plane and $\omega$ corresponds to a physical rotation of the object. For a given electron path the image intensity at rotation $\omega$ is given by

$$
\begin{equation*}
I=I_{0} e^{-\int_{t_{0}}^{t_{1}} u\left[\gamma_{\mathbf{x}, \omega}(t)\right] d t} \tag{2.2}
\end{equation*}
$$

where $I(\mathbf{x})$ represents the electrons impinging the image plane, and $I_{o}$ represents the initial beam intensity. In the experimental setting the values for $\omega$ and $\left(x_{1}, x_{2}\right)$ are discrete, but in the following we discuss the continuous case for simplicity.

By taking the log of the image intensity, we obtain the generalized ray transform Sharafutdinot 1999] as follows:

$$
\begin{equation*}
R_{\Gamma} u(\mathbf{x}, \omega) \equiv v(\mathbf{x}, \omega)=\int_{t_{0}}^{t_{1}} u\left[\gamma_{\mathbf{x}, \omega}(t)\right] d t \tag{2.3}
\end{equation*}
$$

where the integral is taken w.r.t. the arc length parameter and $u$ and $v$ are the object density and image intensity, respectively.

### 2.2 Integral Geometry and the Generalized Radon Transform

The generalized X-ray transform may be seen as a special case of a family of transforms arising from double fibrations. In our case we consider two smooth 3-manifolds $\mathbb{X}$ and $\mathbb{Y}$ and a submanifold $\mathbb{Z}$ of $\mathbb{X} \times \mathbb{Y}$ with projections $p: \mathbb{Z} \rightarrow \mathbb{X}$ and $q: \mathbb{Z} \rightarrow \mathbb{Y}$. We require that the sets $\mathbb{Z}(\mu)=q^{-1}(\mu) \quad \mu \in \mathbb{Y}$ and $\mathbb{Z}(\mathbf{X})=$ $p^{-1}(\mathbf{X}) \quad \mathbf{X} \in \mathbb{X}$ are algebraic subsets of $\mathbb{Z}$. The manifold $\mathbb{Z}$ is termed an incidence manifold, and can be determined locally by a function $P(\mathbf{X}, \mu)=0$. This construction has been studied in a variety of contexts Ehrenpreis [2003],

## Greenleaf and Seeger 2002], Guillemin 1985], Helgason 1999], Palamodov 2004], Gelfand et al. [2003], Hörmander 1990].

We may also take $\mathbb{Y}$ to be a family of submanifolds $\mu$ of $\mathbb{X}$ with measures $d m_{\mu}$ (in our case trajectories with arc-length measure; reference to a particular family of trajectories is suppressed). The Radon transform of a function $u$ on $\mathbb{X}$ is defined by

$$
\begin{equation*}
R u(\mu)=\int_{\mathbf{X} \in \mu} u(\mathbf{X}) d m_{\mu}(\mathbf{X}), \mu \in \mathbb{Y} \tag{2.4}
\end{equation*}
$$

and the adjoint Radon transform, mapping functions $v$ on $\mathbb{Y}$, is given by

$$
\begin{equation*}
R^{*} v(\mathbf{X})=\int_{\mu \ni \mathbf{X}} v(\mu) d m_{\mathbf{X}}(\mu), \mathbf{X} \in \mathbb{X} \tag{2.5}
\end{equation*}
$$

Inversion formulas are generally up to an error operator with more regular properties:

$$
\begin{equation*}
(-\Delta)^{(n-1) / 2} R^{*} R f=f+K f \tag{2.6}
\end{equation*}
$$

Here $K$ is a classical pseudodifferential operator, and the measure is the standard measure on the unit sphere Bevlkin [1984]. We note that the error term is smoother than the original function so the reconstruction process generally preserves singularities, i.e. edge information. This formula holds when the sets associated with $\mu$ are hypersurfaces. For systems of lower-dimensional objects, we replace the left-hand side by $(-\Delta)^{(n-1) / 2} R^{*} T R f$, where $T$ is an appropriate mapping. As before, locations of singularities in the original function are preserved. We should note that the details of this formula vary according to the assumptions we make on the system of hypersurfaces and measures that define the transform and its adjoint Quinto [1980, 1981, 2001], so this should be regarded as describing the theory only in a formal sense. Furthermore, the magnitude of the error term is also dependent on the specifics of the situation. For example, smoothness conditions may not apply when the forward transform is defined by algebraic maps. We do know that for the Radon transform defined by systems of smooth manifolds the error term approaches zero as the manifolds approach hyperplanes Bevlkin [1984]. Similarly, for the X-ray transform, our numerical investigations indicate that the error term becomes small as the trajectories approach straight lines.

A more general approach to the Radon transform is via the incidence function $P(\mathbf{X}, \mu)$ rather than double fibrations. Using notation similar to that introduced in De Knock et al. 2006]:

$$
\begin{equation*}
R[u](\mu, \mathbf{x})=\int \delta(P(\mathbf{X}, \mu)-\mathbf{x}) u(\mathbf{X}) d \mathbf{X} \tag{2.7}
\end{equation*}
$$

In this integral, the expression $\delta(P(\mathbf{X}, \mu)-\mathbf{x})$ corresponds to the submanifold where $P(\mathbf{X}, \mu)-\mathbf{x}=0$, so integration is along this submanifold. The parameter $\mu$ may include the angle of rotation and the coefficients of the projection
map while $\mathbf{x}$ may include the coordinates in the image as well as other parameters. Note that $P(\mathbf{X}, \mu)$ may be a vector function and the function $u$ may be defined on a manfold of dimension $n$, so the dimension of the submanifold can be anything less than $n$. If we multiply $P(\mathbf{X}, \mu)-\mathbf{x}=P(\mu, \mathbf{x} ; \mathbf{X})$, by any smooth nonzero function $h(\mu, \mathbf{x} ; \mathbf{X})$, the submanifold does not change but in a distributional sense $\delta(P(\mu, \mathbf{x} ; \mathbf{X}) h(\mu, \mathbf{x} ; \mathbf{X}))=\delta(P(\mu, \mathbf{x} ; \mathbf{X})) / h(\mu, \mathbf{x} ; \mathbf{X})$. If $h$ is a function depending only on $\mathbf{X}$, it may be absorbed into $u$, so changing the incidence function is equivalent to changing the function $u$ by a nonzero factor. The incidence expression can also be modified to deselect certain trajectories. This has application to artefact suppression.

An inversion formula for the oriented generalized Radon transform over submanifolds of dimension $n-1$ is available Palamodov 2011]. In this case the transform is dependent only on the point sets of the submanifolds and not the specific form of the incidence relationship.

### 2.3 Alignment

For alignment purpose, TxBR makes use of point features. As part of sample preparation, the experimentalist deposits gold beads on both surfaces of the section. These beads are marked in the images by semi-automated (tracking) procedures Amat et al. 2008. Image alignment can be performed in TxBR with any general set of object orientations, as long as the basic problem is overdetermined. However, the sample preparation does not give a good distribution of beads on both surfaces, so alignment is suboptimal. Furthermore, gold beads, being very dense, produce dense reconstruction artifacts over a long range in the object Lawrence et al. 2006]. We will discuss alternative procedures, based on intrinsic features below. This may reduce or eliminate the need for beads.

The image alignment problem is intrinsically three dimensional. In particular an alignment model entails calculation of position delineating structures in the object, and a set of projection maps which map each trajectory into a point in an image. The 3D position markers in the object are required to map into the 2 D position markers in the image under these projection maps. This model is calculated via an optimization which minimizes the reprojection error. The joint data of a set of 3 D coordinates and the parameters determining the projection maps is termed an alignment model. This procedure entails an unavoidable indeterminacy, because a warping of the object which carries the calculated set 3D position markers into another set of 3D markers can be compensated by composing the projection maps with the inverse warp. This "gauge ambiguity" in the alignment may be exploited for image processing purposes. One important application is in the stitching of reconstructions originating from montages and serial sections. A more subtle aspect of the gauge ambiguity emerges when we express integration over trajectories in terms of a singular function. In this case, we can control both the geometry of the reconstruction and the reconstructed density function. This is good for the image processing, if somewhat arbitrary with regard to physical fidelity. This approach, although departing somewhat from a classical physical model of the electron microscope, puts the mathematics of
artefact suppression on a firm mathematical foundation. We discuss applications to stitching of reconstructions and artifact suppression below.

Although we do not discuss the details in this paper, alignment and tracking are both done by a bootstrapping process. We generally start with a crude twodimensional alignment of the electron microscope images, and use orthogonal back projection along approximate straight line trajectories to get estimates of the 3D coordinates of the beads in the object. These estimates are improved via analysis of the proximity data of the initial straight line trajectories to obtain better position estimates and bundle adjustment to obtain projections along curvilinear trajectories. This process has been mostly automated and used sucessfully in several ET reconstructions.

Alignment on Point Features. Inverting the transform $R_{\Gamma}$ via backprojection requires the construction of projection maps which are constant along the trajectories through the sample. In particular, we require a set of projection maps $P_{\omega}$ so that

$$
\begin{equation*}
P_{\omega}\left(\gamma_{\mathbf{x}, \omega}^{1}(t), \gamma_{\mathbf{x}, \omega}^{2}(t), \gamma_{\mathbf{x}, \omega}^{3}(t)\right)=\left(x_{1}, x_{2}\right) \tag{2.8}
\end{equation*}
$$

We can make various choices for the projection maps; one of the simplest is the projective model, which roughly corresponds to a pinhole camera Hevden and Åström 1997):

$$
\lambda_{\omega}\left(X_{1}, X_{2}, X_{3}\right)\left[\begin{array}{c}
x_{1}  \tag{2.9}\\
x_{2} \\
1
\end{array}\right]=P_{\text {orth }}\left(\left[A_{\omega} \mid B_{\omega}\right]\left[\begin{array}{c}
X_{1} \\
X_{2} \\
X_{3} \\
1
\end{array}\right]\right)
$$

In this model $\lambda_{\omega}\left(X_{1}, X_{2}, X_{3}\right)=\sum_{i} \lambda_{\omega}^{i} X_{i}+1, P_{\text {orth }}$ is the projection onto the first two coordinates and $\left[A_{\omega} \mid B_{\omega}\right]$ represents an affine map:

$$
\left[A_{\omega} \mid B_{\omega}\right]=\left[\begin{array}{cccc}
a_{\omega}^{11} & a_{\omega}^{12} & a_{\omega}^{13} & b^{1}  \tag{2.10}\\
a_{\omega}^{21} & a_{\omega}^{22} & a_{\omega}^{23} & b^{2} \\
a_{\omega}^{31} & a_{\omega}^{33} & a_{\omega}^{33} & b^{3} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

In practice, the $\lambda_{\omega}^{i}$ are small, so $\lambda_{\omega} \sim 1$, and $P_{\omega}$ can be represented as a pair of rational polynomials. In order to calculate the various coefficients, we identify a set of point-like features $\left\{\mathbf{X}_{\varrho}\right\}$ in the object, which can be tracked from image to image:

$$
\begin{equation*}
\boldsymbol{T}_{\omega \varrho}=\left\{\left(x_{\omega \varrho, 1}, x_{\omega \varrho, 2}\right) \mid \omega \epsilon\left\{\omega_{1}, \omega_{2}, \cdots, \omega_{N}\right\}, P_{\omega} \mathbf{X}_{\varrho}=\mathbf{x}_{\omega \varrho}\right\} \tag{2.11}
\end{equation*}
$$

Here $\boldsymbol{T}_{\omega \varrho}$ denotes the track of the $i$ th point feature through the image series. Estimation of the parameters of the projection maps and the 3D coordinates of the features gives us an error term

$$
\begin{equation*}
E=\sum_{\omega, \varrho}\left\|P_{\omega}\left(\boldsymbol{X}_{\varrho}\right)-\boldsymbol{x}_{\omega \varrho}\right\|^{2} \tag{2.12}
\end{equation*}
$$

so the parameters of the projection maps and coordinates of the features can be calculated through an optimization procedure. Note that $\left\{\mathbf{X}_{o}\right\}$ is a set of point features, which is described as an XYZ model in Lawrence et al. 2006. Initial estimates are generally given through triangulation, as the object rotations are already known approximately. Note that the $\boldsymbol{T}_{\omega \varrho}$ are already known and that the projections can be represented as sparse matrices in the track and rotation indices, so with sufficient tracks, this can be made into an overdetermined problem with a sufficient number of tracks Lawrence et al. 2006]. The projective alignment model can be extended in several ways. For example, we can add nonlinear terms to account for the reprojection errors in the projective model. In the present code, we can calculate polynomial corrections up to 6 -th degree in our present code Phan and Lawrence [2008]. This is done by calculating the best projective or alternatively an orthogonal projection model, and then fixing $\left\{\mathbf{X}_{\varrho}\right\}$ and the parameters $\lambda_{\omega}^{i}$. Under these constraints, $P_{\omega}=P_{\text {proj }, \omega}+P_{\text {nonlin }, \omega}$ where $P_{\text {nonlin, } \omega}$ is a polynomial in the $\mathbf{X}$-coordinates, and the nonlinear term is determined by a regression calculation.

Finally, note that the solution to the alignment problem is not unique. Changing the projection map by a warping can be cancelled by composing the calculated density map with the inverse warp. This is refered as the gauge ambiguity problem and can be used in subsequent image processing as for instance flattening the reconstructions (see below).

Alignment on Extended Features. For the most precise alignments, we require point-like features consistent across series of images taken at various rotations of the object. These features must be well-distributed in the object. Some compromises are made in practice with for example point features only visible in a few micrographs, or small spherical gold beads a few nanometers in diameter deposited on only one of the surfaces of the object. As a result, less than optimal reconstructions are generated.

The inner structure of cells is rich in membranes. From various observations, we see that membranes most often occur as surfaces which bound enclosed regions within the cell. Common practice in electron microscopy leads to strongly stained membranes, which project to curves bounding identifiable regions in the images. This raises the possibility of alignment of series of EM images via reconstruction of surfaces in the object from the observed contours in the images. Under certain circumstances this problem reduces to a problem in projective duality. In particular, if the family of maps is projective

We describe here the general case. We take sub-segments of observed contours. These contours are projections of portions of surfaces in the object (surface patches). We can assume that the surface patches are constructed in such a way that we have no more than one contour segment at each rotation $\omega$ from each surface patch $\varrho$ in the corresponding micrograph (Note that a given image may have contour segments arising from several surface patches):

$$
\begin{equation*}
C_{\omega \rho}=\left(x_{\omega \varrho 1}(t), x_{\omega \varrho 2}(t)\right) . \tag{2.13}
\end{equation*}
$$

Coordinate functions $x_{\omega \varrho 1}(t)$ and $x_{\omega \varrho 2}(t)$ are described in practice with polynomial functions of an arc length parameter $t$.

Working backward, we also assume that each image at rotation $\omega$ arises from a curvilinear projection as defined by Equation [2.8] Projection maps $P_{\omega}=$ $\left(P_{\omega_{1}}, P_{\omega_{2}}\right)$ are given algebraically as polynomial maps of $\mathbf{X}$. At last, we assume that each surface patch $\varrho$ is described by an imbedding

$$
S_{\varrho}:(t, u) \mapsto\left(S_{\rho_{1}}(t, u), S_{\rho_{2}}(t, u), S_{\rho_{3}}(t, u)\right)
$$

of an bounded open subset $\mathcal{U}$ of $\mathbb{R}^{2}$ into $\mathbb{R}^{3}$. Given these conditions, we can represent the pre-image of each contour $C_{\omega \varrho}$ in surface patch via a function $u_{\omega \varrho}(t)$ specifying the relation between the two parameters $u$ and $t$. This relartion can be approximated with as well with a polynomial function. The projection constraint of a patch $\varrho$ on its set of contours then writes:

$$
\begin{equation*}
P_{\omega} S_{\varrho}\left(t, u_{\omega \rho}(t)\right)=C_{\omega \varrho}(t) \tag{2.14}
\end{equation*}
$$

As the equivalent of 2.12 for the point marker case, we can define the following error term:

$$
\begin{equation*}
E_{\omega \varrho}^{(1)}=\int_{t_{0}}^{t_{1}}\left\|P_{\omega} S_{\varrho}\left(t, u_{\omega \varrho}(t)\right)-C_{\omega \varrho}(t)\right\|^{2} d t \tag{2.15}
\end{equation*}
$$

In addition, it is possible to express more tangency constraints between the surface patches and electron trajectories from geometrical arguments. A second set of error terms is defined as:

$$
\begin{equation*}
E_{\omega \varrho}^{(2)}=\int_{t_{0}}^{t_{1}}\left\|\nabla P_{\omega 1} \times \nabla P_{\omega 2} \cdot\left(\frac{\partial S_{\varrho}}{\partial t} \times \frac{\partial S_{\varrho}}{\partial u}\right)\right\|^{2} d t \tag{2.16}
\end{equation*}
$$

where the cross product terms are evaluated at $S_{\varrho}\left(t, u_{\omega \varrho}(t)\right)$. Minimizing the sum of all the error terms [2.15 and [2.16] with respect to projection and patch parameters, one obtains the estimates for the projection maps in terms of the known contour coefficients. Counting the parameters, we can see that the system is overdetermined if there are sufficient coordinate patches, and the approximation to each curve segment in the images is of suffiently high degree compared to the approximation for the curves in the coordinate patches. Thus this problem is analogous to the bundle adjustment problem described in the previous section, with coordinate patches taking the role of point features.

The remaining issue is obtaining initial estimates for the bundle adjustment. Since the projections in an electron microscope are nearly projective, one may estimate the maps by reconstructing the surfaces of small, well-defined objects from the images. Projective duality Brand et al. [2004] or epipolar methods may be employed Liang and Wong [2007] for this. Figure 1.1 (right) shows a reconstruction obtained using contour alignment.

### 2.4 The Reconstruction Process

Subsequently to tracking and alignment, reconstruction proper entails calculation of object densities from the image data. This necessitates the inversion of
the X-ray transform; filtered backprojection, algorithms based on Fourier methods and iterative methods are the most common. TxBR is based on filtered backprojection. This method was originally selected by a process of elimination: Fourier methods are less noise tolerant than filtered backprojection and iterative methods tend to be computationally expensive. Iterative methods, although attractive in terms of reconstruction quality, must be ruled out because of the enormous volumes of data produced by wide-field electron microscopes. Further, a convenient modification of the Fourier slice theorem is not available.

Problems with Fourier Methods. The transform $R_{\Gamma}$ may be represented by a Fourier integral operator $I_{\Gamma}$ over a bounded region containing the object. For the purposes of discussion we will ignore edge effects and assume that the object density $u(X)$ is zero outside this region. We take an alternative approach where we represent and represent the Radon transform as a fanily of coordinate transforms, one for each tilt. This will illustrate the dependence of the integral in 2.7 pn the representation of the incidence relation

We consider the map $G_{\omega}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ induced by the family of trajectories $\Gamma_{\omega}=\left\{\gamma_{\mathbf{x}, \omega}\right\}:$

$$
\begin{equation*}
G_{\omega}\left(\mathbf{x}, X_{3}\right)=\gamma_{\mathbf{x}, \omega}\left(X_{3}\right) \tag{2.17}
\end{equation*}
$$

Note that the map $Q_{\omega}(\mathbf{X})=\left(P_{\omega}(\mathbf{X}), X_{3}\right)$ inverts $G_{\omega}$.
Now consider the classical Radon transform on $u$ :

$$
\begin{equation*}
R\left(u \circ G_{\omega}\right)(\mathbf{x}, 0)=\int_{t_{0}}^{t_{1}} u \circ G_{\omega}(\mathbf{x}, t) d t=\int_{t_{0}}^{t_{1}} u\left(\gamma_{\mathbf{x}, \omega}(t)\right) d t=R_{\Gamma} u(\mathbf{x}, \omega), \tag{2.18}
\end{equation*}
$$

where the LHS is the transform at zero rotation. The Fourier slice theorem may be expressed as follows.

$$
\widetilde{u \diamond G_{\omega}}\left(k_{x}, k_{y}, 0\right)=\widetilde{R_{\Gamma} u}\left(k_{x}, k_{y} ; \omega\right)
$$

By the above equation the Fourier transform of $R\left(u \circ G_{\omega}\right)(\mathbf{x}, 0)$ w.r.t. $\mathbf{x}$ is the Fourier transform of $R_{\Gamma} u(x, \omega)$ w.r.t. x. We can consider the map $G_{\omega}$ as a coordinate transform on $\mathbb{R}^{3}$. For any coordinate transform, $G$, the corresponding transform on Fourier space is a Fourier integral operator Duistermaat et al. [1994]. If $u_{\omega}=u \circ G_{\omega}$ then

$$
\begin{equation*}
\widetilde{u}_{\omega}(\boldsymbol{\eta})=\frac{1}{(2 \pi)^{3}} \iint e^{i\left(\mathbf{X} \cdot \boldsymbol{\xi}-\boldsymbol{\eta} \cdot G_{\omega}^{-1}(\mathbf{X})\right)}\left|\operatorname{det} G_{\omega}(\mathbf{X})\right|^{-1} \widetilde{u}(\boldsymbol{\xi}) d \mathbf{X} d \boldsymbol{\xi} \equiv I_{G_{\omega}} \widetilde{u}(\boldsymbol{\eta}) \tag{2.19}
\end{equation*}
$$

Note that $u$ is defined on $\mathbb{R}^{3}$ so this formula makes sense in three dimensional space. We can apply a warping transform to straighten the trajectories, and then apply the Fourier slice theorem to obtain a slice of the Fourier transform of the density function on the warped volume. The coordinate change then gives a map into the unwarped volume. The problem with this is that the Fourier integral operator may spread the image of the Fourier slice over other slices, so we are
no longer in the situation of the classical Fourier slice theorem. This gives an example of the sort of change we might expect when we change the form of the incidence function. Furthermore the computational advantages of the Fast Fourier Transform are lost when we must calculate a Fourier integral operator. An alternative way of applying the fourier methods is to use the formulation of De Knock et al. [2006]. This is an ongoing research.

### 2.5 Inversion in TxBR

As noted above, we employ for TxBR a modification of the standard filtered backprojection process Natterer and Wübbeling 2001]. The electron micrographs are filtered by means of a modified r-weighting. The transforms calculated via the bundle adjustment are then applied to points of the object space to obtain corresponding points in the electron microscope images. The density values of the points in the filtered images are pulled back in the object and averaged into the density value there. This algorithm is computationally efficient, and can be easily modified to work with curvilinear trajectories.

Problems with Filtering. For the generalized Radon transform, $R_{\Gamma}$ we can define the adjoint transform $R_{\Gamma}^{*}$ as the backprojection operator Natterer and Wübbeling [2001]:

$$
\begin{equation*}
R_{\Gamma}^{*} v(\mathbf{X})=\int_{P_{\omega}(\mathbf{X})=\mathbf{x}} v(\mathbf{x}, \omega) d \omega \tag{2.20}
\end{equation*}
$$

Given some relatively mild conditions on the family of trajectories $\Psi_{\Gamma}=R_{\Gamma}^{*} R_{\Gamma}$ is an elliptic pseudodifferential operator Guillemin 1985 as is $\Psi_{\Gamma}^{*}=R_{\Gamma} R_{\Gamma}^{*}$. Heuristically, we would like to invert $\Psi_{\Gamma}^{*}$ on the range of $R_{\Gamma}$ so that we can express the inverse to $R_{\Gamma}$ as the composition of the backprojection with a generalized filtration operator:

$$
\begin{equation*}
u=R_{\Gamma}^{*}\left(\Psi_{\Gamma}^{*}\right)^{-1} v \tag{2.21}
\end{equation*}
$$

This is presently being investigated.
On the other hand, $\Psi_{\Gamma}$ may be regarded as a convolution with a spatially dependent point spread function:

$$
\begin{equation*}
\Psi_{\Gamma} u=\int K(\mathbf{X}, \mathbf{Y}) u(\mathbf{X}) d \mathbf{X} \tag{2.22}
\end{equation*}
$$

and the RHS form may be inverted approximately. One method is to divide the object into subregions so that the operator is nearly constant over each subregion and perform a local deconvolution. In TxBR we have chosen a simpler alternative: to approximate the general filter by a simple 1-D filter. This is approximately correct due to remapping.

Remapping. TxBR employs a remap to remove lens distortions and improve performance at the filtering step. Assuming that the electron trajectories are straight-line and all parallel, rotation around a single tilt axis parallel to the image plane should produce a simple apparent motion of point-like features in the object. These particle tracks, from image to image, should present as straight lines, and the point spread functions after a simple backprojection should be twodimensional. In order to approximate the ideal case the TxBR code calculates image warpings which bring the marker trajectories as close to straight lines as possible. In particular, the code computes the reprojected positions of the markers. Once this is done a simple optimization procedure is used to calculate the image warpings that bring the particle tracks as close to parallel straight lines as possible. Since the warpings are parameterized as polynomial maps, this optimization reduces to a simple regression.

We note that geometric aberrations in the optics further along the optical axis than the object are generally two-dimensional. Image warping by sufficiently high degree polynomial coordinate changes is sufficient to compensate for these effects. Remapping, as performed by TxBR will also remove most of the distortions due to helical trajectories and object warping during the course of image acquisition.

Backprojection. Strictly speaking backprojection along the electron trajectories from the aligned image data (log transformed) gives a complicated transform of the original object density. Rather than a simple convolution with a fixed point spread function, which we can represent computationally as a spatially dependent convolution. At present, the remapping scheme described above gives results which appear to be as good as the spatially dependent deconvolution schemes we have tried. Because the error in the one dimensional filter increases as image size increases, we expect that this may change. We will include this in TxBR as an option in the future. This is especially appropriate for parallel machines and desktop units with 4 graphics processor boards.

TxBR employs a fast recursion which reduces the polynomial evaluation to relatively few additions. The form of the recursion is suited to a high degree of paralllelization, for example graphics processor units.

The backprojection is the final step of the reconstruction. During the backprojection routine, the density of an object point is evaluated from its corresponding values in the filtered images. The projection maps are calculated in the alignment step, and are represented as polynomials in three variables. Evaluating the polynomial functions on a large number of equidistant points can be computationally very expensive. To bypass this problem, we make use of a recursive scheme which allows us to compute polynomials from neighbor to neighbor voxels in a $X_{3}$-slice via simple additions. We proceed by calculating along the $X_{1}$ coordinate. This reduces the problem to a single variable. In the case of a polynomial function $q$ of order n (of a single variable) knowledge of the first $n$ finite differences is required at one node $q_{m}^{i}$ to be able to calculate their values on the next node $q_{m}^{i+1}=q_{m}^{i}+q_{m+1}^{i+1}$ Finite differences of order $n$ (and higher) are a constant (or zero) over the entire grid making the scheme possible. Evaluating
$q_{m}^{i+1}$ from $m=n-1$ to 0 ends up to the polynomial evaluation of $q=q_{0}^{i+1}$ on node $i+1$. More details of the procedure may be found in Lawrence et al. [2006].

### 2.6 Artifact Reduction for Improved Reconstruction



Fig. 2.1. This figure corresponds to a piece of Figure 1.1 The left hand picture is a tomogram obtained as a single tilt reconstruction, from one portion of the six-fold tilt reconstruction. Reconstructions were renormalized and the difference is shown on the right hand side. The range of pixel values in the difference is illustrative of the amount of noise and artifact in single tilt reconstructions.

While montaging and serial sectioning allow to extend the 3D reconstruction dimensions, the result still carry undesirable artifacts that can undermine its final resolution. Figure [2.1] illustrates the extent of the artifacts in a regular reconstruction. This is especially true when the data is acquired sparsely to protect the sample from excessive beam damage. The elimination of those reconstruction artifacts is essential in extending the range of spatial scales available to EM tomography toward the imaging of proteins and protein structures. In addition improvements in reconstruction quality facilitate the application of AI techniques associated with object recognition, segmentation and determination of large-scale structures in biological objects. Artifacts essentially emerge from two causes, (i) the discrete nature of the reconstruction algorithms and (ii) the lack of information at high angles. The first one is mainly responsible for streaks effects in the volume; the second one, often referred as the missing wedge problem, creates glass hour shape feature around electron dense area such as the gold markers which are used for alignment purpose. Several methods have been proposed to limit those effects. To remove the streaks, synthetic views can be generated between consecutive tilts in order to fill the missing information Cao et al. [2010]. It is also possible to soften the very large electro-dense variations that are responsible of the stronger artifacts, by using for instance in paintaing techniques. Cross-validation techniques can also be used efficiently to this purpose Cardone et al. 2005].

In the same order of idea, we propose a method based on adequately mixing equivalent measurements on a sample. Multiple tilt series are often used to improve reconstruction quality. They allow for a better sampling of the reciprocal space, and improvements from just a single tilt series to a dual tilt series reconstruction are quite noticeable. The common procedure with multiple tilt series consists in grossly averaging the contribution of each tilt series in a direct manner. It is possible however to apply a non-local weighting scheme when generating the final volume. This later is therefore not just taken as a simple sum of the different tilt series. Since artifact patterns between series are mostly disjoint, the idea is to weight accordingly the contribution of each tilt series, with a lesser weight when artifacts might be significant. For instance, in the case of a dual tilt series (binary fluid analogy):

$$
\begin{equation*}
u(\mathbf{r})=x u_{A}(\mathbf{r})+(1-x) u_{B}(\mathbf{r}), \quad \text { with } \quad x=\frac{\langle | \nabla u_{B}| \rangle}{\langle | \nabla u_{A}| \rangle+\langle | \nabla \rho u_{B}| \rangle} \tag{2.23}
\end{equation*}
$$

The weighting factor $x$ emphasizes contribution of the series with the lesser density variation around a given point in space. Brackets denotes here an average over the different directions and around the point of interest. Figure 2.2 displays the improvement of such a procedure on the tomographic reconstruction of a mitochondria from a drosophila cell. Improvements in the reconstruction (left and middle) as well as the corresponding weighting factor are both displayed on figure [2.2. The weight parameter $x$ which is displayed on the right side of figure [2.2] offers an approximate map of the main reonstruction artifacts.


Fig. 2.2. Artifact attenuation via a mixture-like approach for a dual tilt series reconstruction of a mitochondria. Left: With a standard summation. Middle: With a mixture-like cross-validation. Right: The weight parameter x in eq. 2.23]

## 3 The Computational Problems Associated with Structural and Systems Biology

One example of a large scale problem in systems biology is understanding the structural and functional complexity of the brain. This is intrinsically
a multiscale problem, given that each cell is a spatially organized system of nanomachines and that cells are organized into networks. Information processing in the brain is certainly going on at many spatial scales so mapping the structure and interactions must take account of organization from the molecular level up to neuroanatomy. The initial phases of this work will require the image processing of large sets of electron microscope imagery.

Although it is too early to delineate the outcome, new staining techniques Machleidt et al. [2007], Shaner et al. 2005], Gaietta et al. 2002] are being used to probe the functional organization of the brain. Information processing and memory may depend as much on the interactions along filamentous networks within cells as on the arrangements of axons, dendrites and synapses in networks of neurons. Indications coming from current research point toward tight spatial organization within cells, and correlation of domains within cells mediated by signalling along networks of molecular fibers. Putting the structural components together in a coherent picture is already an enormous challenge.

To give one specific example, one simplified model of information processing in the brain pictures neural networks as assemblies of nodes which perform thresholding operations and weighted sums Wolf and Guttmann [2007. This model reduces pattern recognition in the brain to operations in the tropical semiring. Although physiological evidence supports such models, the cellular substrates and organization in neural tissue is a mystery. These are the type of questions which may be answered with these new techniques in light and electron microscopy.

Mapping of the 3D structure of the brain down to cellular ultrastructure involves the identification and characterization of many structures. A partial list would include mitochondria, golgi apparatus, sigmoid bodies, nuclei, cell membranes, endoplasmic reticulum, lysosomes, nucleoli and primary cilia. This requires identification, measurement and characterization of geometric attributes peculiar to each ultrastructural species. To give a specific example from our laboratory, one 3D reconstruction generated in a few days using a serial block face technique Denk and Horstmann 2004] contained 40 cell nuclei. Manual tracing of the relevant nucleus structures in a single tomogram section by a trained technician typically requires about 3 hours, so manual characterization of the entire nucleus over hundreds of tomogram sections would take many thousands of hours. To be quantitative, an initial analysis of a 2 terabyte data set by a team of student volunteers yielded an output covering $22 \%$ of the volume after three months. We anticipate the same problem with analyzing large volume of data generated with a transmission electron microscope. In fact, the problem may be worse because in this case because of the finer details.

### 3.1 Serial Section and Montaging

Large field high resolution tomography for biological specimen necessary to provide the multi-scale information remains a challenging task. In practice the imaging, which mainly relies on the scattering contrast, is limited either by the inelastic scattering events, the detector size or the magnetic lens aberrations.

While the former restrict the specimen effective thickness to values (250-400nm at 300 kV ) related to its electron mean free path, the latter restrict the lateral dimensions of the area under scrutiny due to out-of focus effects at high tilt angles.

Two particular techniques allow to overcome those limits: serial sectioning and montaging. They bring however additional complications during the data processing step.

To generate thicker reconstructions, the biological sample is physically sliced into smaller adjacent parts, each of them running through a tomographic process. This technique is known as serial sectioning and is also used in light microscopy. The smaller volumes are then digitally reassembled into a larger reconstruction. This stacking process can be intricate because of the possible sample deformations as well as the curvilinear nature of the electron beam trajectories. One advantage of the TxBR tomographic package is its ability to accurately flatten the sections during the reconstruction process Phan et al. [2012]. This operation is possible as long as gold markers are available and well distributed on both side of the sections, and the specimen deformation is accurately described with polynomial maps. In this case, the gauge ambiguity is lifted by selecting mathematical solution for the intermediate reconstructions corresponding to the flattest reconstruction.

Montaging allows to effectively increase the overall field of view of the specimen, while keeping a relatively fine pixel definition in the electron micrographs. In a sense, it eliminates the need of large detectors (commonly used CCD arrays are made of $4 \mathrm{k} \times 4 \mathrm{k}$ pixels), but a longer acquisition time is needed. To achieve very large lateral reconstruction, the specimen is moved under the beam at different tile location and different orientation. Within TxBR, the reconstruction of the entire region of interest is completed in one step, the bundle adjustment being carried for all the tiles simultaneously. This optimization process can quickly become intensive with the number of tiles increasing, as entirely new markers and new tilts join the computational process. Note also that warping effects in montages can be also very pronounced as the sample is further exposed to the electron beam. An alternative to moving the stage for montaging is available, and consists in shifting the image coils of the electron microscope to build the different tiles. The accessible area is still rather limited by out-of-focus effects.

### 3.2 Processing Requirements

In order to develop a 3D atlas corresponding to the light microscope images, many tomographic reconstructions (serial sections or montages) are required. Raw data input to tomographic reconstructions comprises between 60 images for lower quality reconstructions and 360 images for higher quality reconstructions. Therefore for the larger format images ( $8 \mathrm{k} \times 8 \mathrm{k}$ CCD cameras) a typical data set for a single reconstruction may occupy as much as 50 gigabytes on disk, and a single reconstruction may approach a terabyte. Data for montages and serial sections will scale accordingly.

In order to get some estimate of the magnitude of the computational problem, we also note that the standard method, filtered backprojection, is of order $N^{3}$, where raw data images are $\mathrm{N} \times \mathrm{N}$ Natterer and Wübbeling [2001], Lawrence et al. [2006]. A second complication arises from the non-linear nature of the problem we need to solve. As discussed previously, the specimen can warp throughout the data aquisition process. This effect is compounded by the circumstance that the usual assumption in X-ray tomography that the illuminating radiation travels along straight-line rays is not true in the electron microscope (see figure [1.2). This requires the evaluation of polynomials of three variables and degree up to five or six, so a naive implementation of the backprojection could increase the computational burden by a factor of a several hundred Lawrence et al. 2006] (see section 2.5 for the backprojection case). Computations involved in those large scale ET reconstructions require both efficient algorithms and parallel processing.

### 3.3 Parallel Processing Approaches

We have developed a parallel version of our software package. TxBR is in production use and has been adapted for various parallel computers, computer clusters and processors with multiple graphical processor unit (GPU) boards. In recent months the high performance computing community has embraced GPGPUs (General Purpose Graphics Processing Units) for high performance desktop computers. With the latest GPU cards approaching a top speed of a teraflop per unit and for a relative cheap price per unit, it is possible to run computationally intensive codes that were considered to be in the realm of clusters and supercomputers on inexpensive PC hardware. Each processing unit is capable of running a thread of code making the architecture ideal for highly parallel problems.

The TxBR back-projection algorithm is by nature embarrassingly parallel. Any sub-set of the final volume can be reconstructed independently, given a data set of electron micrographs and their associated projection maps. We have parallelized the backprojection portion of the TxBR code to run either on computer clusters or on GPU cards. In both cases, the algorithm is quite similar. As we note below, the main difference between the two approaches resides in the amount of available memory (RAM) during computation, which de facto defines the granularity of the reconstruction done at every node.

During the back-projection routine, density at each voxel of the reconstruction receives a contribution from a corresponding pixel intensity of a pre-filtered micrograph. This correspondence is given by the projection maps, which are calculated during alignment. During the process, one micrograph, its associated projection map as well as the subset being reconstructed should be available in the RAM of each of the nodes. Electron micrographs can be larger than $8 \mathrm{k} \times 8 \mathrm{k}$ pixels $(256 \mathrm{Mb}$ if encoded with float numbers). In today's clusters, each node should therefore be able to reconstruct a volume containing at least several sections of the micrograph size.

Porting the TxBR back-projection code to run on a computer cluster has proven to be straightforward, the application running at each node being the
exact original single-threaded code. In practice, we used the MPI (Message Passing Interface) protocol and allows simultaneous initialization of the reconstruction threads in this parallel environment. In GPU cards, on the other hand, the available RAM per node is hundred times smaller: the atomic reconstruction subset at each individual node has to be smaller and was chosen to be one pixel line. All the computation for each particular row and its backprojection into the 3 D block are calculated in parallel with the other threads.

We have investigated the speed-ups seen by running the parallel version of the algorithm on a PGPU with different data sizes and orders of approximations. A speed-up for an algorithm is defined as the ratio of the computation time of a fast serial implementation to the computation time on a parallel architecture. Parallel computation time was observed by running several hundreds of CUDA threads on an Nvidia GTX280 graphics card. The serial times were computed by running the same jobs on a 2.8 GHz AMD Opteron processor. The trend is toward greater speedup as the order of the polynomial approximation increases. The range of the speedup was observed to be between 4 and 45 times. Generally, as the order of the polynomial increases the processor units spend relatively more time in arithmetic operations and relatively less time in accessing off-board memory. This would imply less memory conflict and thus a higher effective computation rate.

## 4 Conclusions: Toward Exascale Computing

As described above we have seen great improvements in processing speed and reconstruction quality over the past decade. Given the improvements in algorithms and introduction of cluster technology, we have been able to reduce processing time by three orders of magnitude in the past ten years. Unfortunately data collection technology has not remained static. These improvements must contend with increases in data collection. With the automation progress, we can easily produce about a terabyte of image data per day. This compares with data collection of one $2 \mathrm{k} \times 2 \mathrm{k}$ tilt series per day about ten years ago. In our lab, data collection has increased by an approximate factor of $10^{5}$, while processing speed has improved by a factor of $10^{2}$ (Moore's) law. For the data reconstruction and analysis to keep pace with data collection we have relied on improvements in parallelism and algorithms. Can this progress be maintained into the future? On the algorithms side, we are dealing with a situation where the computational burden is on the order of $N^{3}$ in the reconstruction size and linear in the order of the approximations. If we were able to attain efficiencies similar to the FFT, we might reduce this to $N^{2} \log (N)$ times a linear factor, the main computations being the forward and inverse transforms, with application of some generalization of the Fourier slice theorem. Bridging the gap between light microscopy and electron microscopy may require $10^{9}$ reconstructions per data set. This leaves a factor of about $10^{6}$ to be handled by increased parallelism.

Tomographic reconstruction is most likely not our biggest problem. As mentioned above, understanding how the cellular nanomachinery functions to
support the micromachinery of brain networks requires the identification and characterization of many types of cellular organelles and their interrelations in cellular ultrastructure. This is an enormous AI challenge. Three months effort on the analysis of actual EM data by a team of trained technicians and student volunteers at NCMIR resulted in the identification and processing of about $0.5 \%$ of the theoretical data output of one serial slice machine over the same time period.

These observations are consistent with those of the participants of an ICiS workshop held in Park City Utah during the summer of 2011 in Science [2011]. As with various fields in chemistry and physics, the biological sciences are moving towards exascale computing. Physical limitations in power dissipation and integrated circuit feature size will probably prevent the successful extrapolation of Moore's law into the future. In addition component count given the expected reliability of each component will result in unacceptable levels of reliability, according to current standards. This is a tremendous challenge to current notions of code verification and validation. (Verification is the proof that the code performs the intended algorithm, replicably, while validation is the proof that the algorithms exemplified in the code replicate physical reality to the expected degree of accuracy.)

Much of our effort at NCMIR has been directed toward understand the structure of the brain. How the brain functions at the molecular level as a processor of information, is currently beyond our understanding. On the other hand, efforts to improve our knowledge are rapidly arriving at the limits in our implementations of Turing machines. Will further progress in the Turing era end in the near future, and in so ending, limit our progress in understanding the brain? One might hope that by studying the examples afforded by biology we could find a way beyond this impasse.
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#### Abstract

In this paper, we give a constant-time approximation algorithm for the knapsack problem. Using weighted sampling, with which we can sample items with probability proportional to their profits, our algorithm runs with query complexity $O\left(\epsilon^{-4} \log \epsilon^{-1}\right)$, and it approximates the optimal profit with probability at least $2 / 3$ up to error at most an $\epsilon$-fraction of the total profit. For the subset sum problem, which is a special case of the knapsack problem, we can improve the query complexity to $O\left(\epsilon^{-1} \log \epsilon^{-1}\right)$.


## 1 Introduction

In the knapsack problem, we are given a set of items, each with a weight and a profit, and the capacity of a knapsack. The objective is to pack items into the knapsack so that their total weight does not exceed the capacity and their total profit is as large as possible. The subset sum problem is a special case of the knapsack problem, in which the weight of each item is equal to its profit.

We aim for designing constant-time approximation algorithms for the knapsack problem and the subset sum problem. To state our results, we need several definitions and assumptions. First, we assume that the total weight and the total profit of items are normalized to 1 . Since we cannot read the whole input in constant time, we assume that we can sample items through an oracle. As sampling models, we consider the weighted sampling model, in which we can sample items with probability proportional to their profits, and the uniform sampling model, in which items are sampled uniformly at random. A value $z$ is called an $\epsilon$-approximation to a value $z^{*}$ if it satisfies $z^{*}-\epsilon \leq z \leq z^{*}$. A randomized algorithm is called an $\epsilon$-approximation algorithm if, given a sampling oracle to access an input (and nothing else), it outputs an $\epsilon$-approximation to the optimal value with probability at least $2 / 3$. We measure the efficiency of an algorithm by the number accesses to the oracle, called query complexity. By constant-time algorithms, we mean algorithms whose query complexities are constant. First, we give a constant-time algorithm for the knapsack problem using weighted sampling.

Theorem 1. In the weighted sampling model, for every $\epsilon>0$, there exists an $\epsilon$-approximation algorithm for the knapsack problem with query complexity $O\left(\epsilon^{-4} \log \epsilon^{-1}\right)$.

We can improve the running time for the subset sum problem.
Theorem 2. In the weighted sampling model, for every $\epsilon>0$, there is an $\epsilon$-approximation algorithm for the subset sum problem with query complexity $O\left(\epsilon^{-1} \log \epsilon^{-1}\right)$.

One may feel that a constant additive error is too large. However, we have the following lower bounds for both problems.

Theorem 3. For the knapsack problem and the subset problem, in the weighted sampling model, for every $\epsilon>0$, any $\epsilon$-approximation algorithm requires $\Omega\left(\epsilon^{-1}\right)$ queries.

In particular, the theorem above indicates that we cannot obtain constant-time algorithms when $\epsilon$ is sub-constant, say $1 / \sqrt{n}$.

In the uniform sampling model, the following strong lower bound holds.
Theorem 4. For the knapsack problem and the subset sum problem, in the uniform sampling model, for every $\epsilon>0$, any $\epsilon$-approximation algorithm requires $\Omega(n)$ queries.

We mention how to deal with general inputs, in which the total weight and the total profit may not be 1 . In such a case, assuming that we can obtain the total weight $W$ and the total profit $P$, we can make use of our algorithms for normalized inputs. That is, for each time we sample an item with a weight $w$ and a profit $p$, we regard it as an item with a weight $w / W$ and a profit $p / P$. Also, we replace the capacity $C$ of the knapsack by $C / W$. Then, it is easy to observe that we can obtain constant-time $\epsilon P$-approximation algorithms.

One may think that allowing weighted sampling is a too strong assumption. Indeed, existing constant-time algorithms handled weights by using only uniform sampling [5, 14, 16]. However, these algorithms assume that weights are real numbers in $[1, d]$ for some constant $d$. Note that, under this assumption, we can simulate weighted sampling by using uniform sampling: take a sample uniformly at random and discard it with probability $1-w / d$ where $w$ is the weight of the sample. Then, we can get $m$ items uniformly at random with an expected query complexity $d m$. Thus, we have the following from Theorems $]_{1}$ and

Corollary 1. Suppose that the profit of every item is a real number in $[1, d]$ for some constant $d$. In the uniform sampling model, assuming that the total weight and the total profit $P$ of items are explicitly given, there are constanttime $\epsilon P$-approximation algorithms for the knapsack problem and the subset sum problem.

Related work. The knapsack problem and the subset sum problem are well-known combinatorial optimization problems. See 11] for an extensive overview. Since these problems are $\mathcal{N} \mathcal{P}$-hard [6], many approximation algorithms have been developed. Notably, fully polynomial-time approximation schemes (FPTAS) for these problems are shown by Ibarra and Kim 7] and subsequently their time complexities are improved in several works [8-10, 12, 13].

Batu et al. 4] gave an algorithm for the bin packing problem in the weighted sampling model. Its query complexity is $\widetilde{O}(\sqrt{n} \cdot \operatorname{poly}(1 / \epsilon))$, and it outputs a value $x$ such that $x^{*} \leq x \leq(1+\epsilon) x^{*}+1$ where $x^{*}$ is the optimal solution. In contrast, our algorithm runs in constant time (at the cost of additive error $\epsilon$ ).

Several constant-time approximation algorithms are known for graph problems. Let $n$ denote the number of vertices in an input graph. In the adjacency matrix model, in which we can query whether two vertices are adjacent, several cut problems such as the maximum cut problem and the minimum bisection problem can be approximated with additive error $\epsilon n^{2}$ with a constant number of queries [1, 2]. In the bounded-degree model, in which we can query neighbors of vertices, the weight of the minimum spanning tree [5] and the size of the maximum matching [14, 16] can be approximated with additive error $\epsilon n$ in poly $(d / \epsilon)$ time where $d$ is a degree bound. Extending these results, constant-time algorithms for the maximum constraint satisfaction problems with degree bounds are given [15].

Organization. We give definitions used throughout the paper in Section 2 In Section 3. we give a constant-time approximation algorithm for the knapsack problem. A proof of the main lemma is deferred to Section 4 Due to space limit, we defer the proof of Theorem 2 to the full version. We give the proof of Theorem 4 in Section [5] and we defer the proof of Theorem 3 to the full version.

## 2 Definitions

In this section, we formally define the knapsack problem and the subset sum problem, and introduce some related notions.

An input of the knapsack problem is denoted as $X=(I, C)$, where $I$ is a set of $n$ tuples $\left(w_{i}, p_{i}\right)$ and $C>0$ is a positive real number. Here, the tuple $\left(w_{i}, p_{i}\right)$ represents an item with a weight $w_{i}$, and a profit $p_{i}$. We assume that $0<w_{i} \leq C$ and $0<p_{i}$ for every $i=1, \ldots, n$. As described in the introduction, we also assume that inputs are normalized so that the total weight and the total profit are both equal to 1 . That is, we have $\sum_{i=1}^{n} w_{i}=\sum_{i=1}^{n} p_{i}=1$. Then, the knapsack problem is defined as the following integer programming:

$$
\begin{array}{ll}
\operatorname{maximize} & z=\sum_{i=1}^{n} p_{i} x_{i}, \\
\text { subject to } & \sum_{i=1}^{n} w_{i} x_{i} \leq C \\
& x_{i} \in\{0,1\} \quad(i=1,2, \ldots, n)
\end{array}
$$

The subset sum problem is a special case of the knapsack problem, in which $p_{i}=w_{i}$ holds for every $i=1, \ldots, n$.

We assume that we can distinguish two items of the same weight and profit. The efficiency of an item $(w, p)$ is defined as $p / w$, namely profit per unit weight. We define opt $(X)$ as the set of items in the optimal solution for an input $X$ and $z(X)$ as the total profit of opt $(X)$.


Fig. 1. A partition of an item set


Fig. 2. Intervals of efficiency

## 3 A Constant-Time Algorithm for the Knapsack Problem

In this section, we give a constant-time $\epsilon$-approximation algorithm for the knapsack problem.

### 3.1 Overview of the Algorithm

We describe the overview of our algorithm.

1. Take a constant number of items using weighted sampling.
2. Based on the samples, construct a new instance $\widetilde{X}=(\widetilde{I}, C)$ such that $z(\widetilde{X})$ is a good approximation to $z(X)$.
3. Compute the output by approximating $z(\tilde{X})$.

The size of $\widetilde{X}$ will be independent of $n$ so that we can approximate $z(\widetilde{X})$ in constant time. As a result our algorithm runs in constant time.

To describe the algorithm in detail, we introduce a partition of an item set. Let $Q$ be a set of pairs $(w, p)$ such that $w$ and $p$ are real numbers with $0<w, p<1$. We divide $Q$ into three parts (see Fig. [1]):

$$
\begin{array}{rrr}
L(Q) & :=\left\{(w, p) \in Q: p>\epsilon^{2}\right\}, & \text { (items of large profits) } \\
S(Q) & :=\left\{(w, p) \in Q: p \leq \epsilon^{2} \text { and } p / w \geq \epsilon^{2}\right\}, & \text { (items of small profits) } \\
G(Q) & :=\left\{(w, p) \in Q: p / w<\epsilon^{2}\right\} . & \text { (garbage items) }
\end{array}
$$

$L(I)$ corresponds to large-profit items. Since the total profit of $I$ is 1 , we have $|L(I)| \leq 1 / \epsilon^{2}$. That is, there are only a constant number of items in $L(I)$. Moreover, using weighted sampling, we can sample each item of $L(I)$ with probability at least $\epsilon^{2}$. Thus, we can get all items in $L(I)$ by sampling a constant number of items (see Lemma (2).
$S(I)$ corresponds to small-profit high-efficiency items. Since there are many items in $S(I)$, we cannot sample all items in $S(I)$ in constant time. However, by using weighted sampling, we can learn the distribution of items in $S(I)$. That is, we can compute intervals of efficiency such that the total profit of items in each interval is approximately $\epsilon$ (see Fig. (2). To explain how to compute these
intervals, let us first consider the probability that we sample one of the items in $Q:=\{(w, p) \in S(I): p / w \geq e\}$ for some $e$. From the definition of weighted sampling, this probability is equal to $\sum_{(w, p) \in Q} p$, that is, the total profit of items in $Q$. Therefore, when we take $m$ samples using weighted sampling, the expected number of samples from $Q$ is $m \sum_{(w, p) \in Q} p$. Then, if we define $e_{1}$ so that the number of sampled items from $A_{0}:=\left\{(p, w) \in I: p / w \geq e_{1}\right\}$ becomes $m \epsilon$, we can expect that the total profit of $A_{0}$ is approximately $\epsilon$. Similarly if we define $e_{2}$ so that the number of sampled items from $A_{1}:=\left\{(p, w) \in I: e_{2} \leq p / w<e_{1}\right\}$ becomes $m \epsilon$, we can expect that the total profit of $A_{1}$ is approximately $\epsilon$. In this way, we can compute the intervals and learn the distribution of items in $S(I)$.
$G(I)$ corresponds to small-profit low-efficiency items. As we will show later, these items are unimportant to approximate the optimal profit. Note that some items are in $L(I)$ or $S(I)$ since the total profit is 1 .

### 3.2 The Construction of $\widetilde{X}$

We describe the construction of $\widetilde{X}=(\widetilde{I}, C)$, which is introduced in Section 3.1, Suppose that $e_{1}, \ldots, e_{t}$ is a sequence of real numbers such that $A_{0}(I), \ldots, A_{t}(I) \subseteq$ $I$ is a partition of $S(I), A_{0}(I), \ldots, A_{t-1}(I)$ has total profit within $\left[\epsilon, \epsilon+\epsilon^{2}\right)$, and $A_{t}(I) \subseteq I$ has total profit within $\left[0, \epsilon+\epsilon^{2}\right.$ ), where

$$
\left\{\begin{array}{l}
A_{0}(I)=\left\{(w, p) \in S(I): e_{1} \leq p / w\right\} \\
A_{k}(I)=\left\{(w, p) \in S(I): e_{k+1} \leq p / w<e_{k}\right\}(1 \leq k \leq t-1) \\
A_{t}(I)=\left\{(w, p) \in S(I): p / w<e_{t}\right\}
\end{array}\right.
$$

Clearly, we can choose $e_{t} \geq \epsilon^{2}$ from the definition of $S(I)$. Note that, since the total profit of $A_{i}(I)(i=0, \ldots, t-1)$ is at least $\epsilon$ and total profit of $S(I)$ is at most $1, t$ is at most $\epsilon^{-1}$. If a sequence of real numbers satisfies the condition above, we call it equally partitioning with respect to $I$. In Lemma 3, we will give how to obtain an equally partitioning sequence.

Now, we are ready to give the construction of $\widetilde{I}$. For each $e_{k}(k=1, \ldots, t)$, we make an item $\left(\epsilon^{2} / e_{k}, \epsilon^{2}\right)$ and add $\left\lfloor\epsilon^{-1}\right\rfloor$ copies of the item into $\widetilde{I}$. Furthermore we add all items of $L(I)$ into $\widetilde{I}$. In summary, we have

$$
\begin{aligned}
& \widetilde{I}=L(\widetilde{I}) \cup A_{0}(\widetilde{I}) \cup A_{1}(\widetilde{I}) \cup \cdots \cup A_{t-1}(\widetilde{I}) \\
& \quad \text { where } L(\widetilde{I})=L(I), \quad A_{k}(\widetilde{I})=\left\{\left(\epsilon^{2} / e_{k+1}, \epsilon^{2}\right), \ldots,\left(\epsilon^{2} / e_{k+1}, \epsilon^{2}\right)\right\}
\end{aligned}
$$

Here, $A_{k}(\widetilde{I})$ consists of $\left\lfloor\epsilon^{-1}\right\rfloor$ elements. Fig. 3$\}$ shows the construction of $\widetilde{I}$.
For convenience, we will use the partition $A_{1}, \ldots, A_{t}$ for an arbitrary set $Q$ of pairs. That is, we define $A_{0}(Q), \ldots, A_{t}(Q)$ as follows.

$$
\left\{\begin{array}{l}
A_{0}(Q):=\left\{(w, p) \in S(Q): e_{1} \leq p / w\right\} \\
A_{k}(Q):=\left\{(w, p) \in S(Q): e_{k+1} \leq p / w<e_{k}\right\}(1 \leq k \leq t-1) \\
A_{t}(Q):=\left\{(w, p) \in S(Q): p / w<e_{t}\right\}
\end{array}\right.
$$



Fig. 3. Inputs $I$ (left) and $\widetilde{I}$ (right)

### 3.3 Relation between $z(X)$ and $z(\widetilde{X})$

Here we show that we can approximate $z(X)$ by $z(\tilde{X})$.
Lemma 1. Let $X=(I, C)$ be an instance of the knapsack problem, and let $\widetilde{X}$ be the instance constructed from $X$ using an equally partitioning sequence with respect to $I$. Then, $z(\widetilde{X})-\epsilon$ is a $6 \epsilon$-approximation to $z(X)$.
Proof. In order to show a lower bound on $z(\tilde{X})$, we construct $\widetilde{J} \subseteq \widetilde{I}$ based on $\operatorname{opt}(X)$. The total weight of $\widetilde{J}$ will be at most $C$ so that we can pack $\widetilde{J}$ into the knapsack. Thus the total profit of $\widetilde{J}$ will give a lower bound on $z(\widetilde{X})$.

Now we will show how to construct $\widetilde{J}$. Since $L(I)=L(\widetilde{I})$, we have $L(\operatorname{opt}(X))$ $\subseteq L(\widetilde{I})$. Thus we can add all items of $L(\operatorname{opt}(X))$ into $\widetilde{J}$. Next for $k=1, \ldots, t$, let $P_{k}$ be the total profit of $A_{k}(\operatorname{opt}(X))$. Then, we add an item $\left(\epsilon^{2} / e_{k}, \epsilon^{2}\right) \in A_{k-1}(\widetilde{I})$ into $\widetilde{J}$ exactly $\min \left\{\left\lfloor P_{k} \epsilon^{-2}\right\rfloor,\left\lfloor\epsilon^{-1}\right\rfloor\right\}$ times. In summary, $\widetilde{J}$ is defined as follows.

$$
\begin{aligned}
\widetilde{J} & =L(\widetilde{J}) \cup A_{0}(\widetilde{J}) \cup \cdots \cup A_{t-1}(\widetilde{J}) \\
& \text { where } L(\widetilde{J})=L(\operatorname{opt}(X)), \quad A_{k}(\widetilde{J})=\left\{\left(\epsilon^{2} / e_{k+1}, \epsilon^{2}\right), \ldots,\left(\epsilon^{2} / e_{k+1}, \epsilon^{2}\right)\right\} .
\end{aligned}
$$

Here, $A_{k}(\widetilde{J})$ consists of $\min \left\{\left\lfloor P_{k+1} \epsilon^{-2}\right\rfloor,\left\lfloor\epsilon^{-1}\right\rfloor\right\}$ elements.
Let us consider how much lower the total profit of $\widetilde{J}$ is than the total profit of opt $(X)$. We can think that $L(\widetilde{J})$ corresponds to $L(\operatorname{opt}(X))$ and $A_{k-1}(\widetilde{J})$ to $A_{k}(\operatorname{opt}(X))$. Since $L(\widetilde{J})$ is equals to $L(\operatorname{opt}(X))$, the difference of their total profits is 0 . The total profit of $A_{k-1}(\widetilde{J})$ is

$$
\epsilon^{2} \cdot \min \left\{\left\lfloor P_{k} \epsilon^{-2}\right\rfloor,\left\lfloor\epsilon^{-1}\right\rfloor\right\} \geq \min \left\{P_{k}, \epsilon\right\}-\epsilon^{2} \geq P_{k}-2 \epsilon^{2} \quad\left(\text { from } P_{k}<\epsilon+\epsilon^{2}\right)
$$

Thus the total profit of $A_{k-1}(\widetilde{J})$ is lower than the total profit of $A_{k}(\operatorname{opt}(X))$ by at most $2 \epsilon^{2}$. Since $t \leq \epsilon^{-1}$, this implies that the total profit of $\bigcup_{k=1}^{t} A_{k-1}(\widetilde{J})$ is lower than the total profit of $\bigcup_{k=1}^{t} A_{k}(\operatorname{opt}(X))$ by at most $2 \epsilon . A_{0}(\operatorname{opt}(X))$ and $G(\operatorname{opt}(X))$ do not have corresponding item sets in $\widetilde{J}$. Since the total profit of $A_{0}(I)$ is less than $\epsilon+\epsilon^{2}$, the total profit of $A_{0}(\operatorname{opt}(X))$ is also less than $\epsilon+\epsilon^{2}$. As for $G(\operatorname{opt}(X))$, we have

$$
\sum_{(w, p) \in G(\mathrm{opt}(X))} p<\sum_{(w, p) \in G(\operatorname{opt}(X))} \epsilon^{2} w \leq \epsilon^{2} \sum_{(w, p) \in I} w=\epsilon^{2} .
$$

Therefore we can conclude that the total profit of $\widetilde{J}$ is lower than the total profit of opt $(X)$ by at most $2 \epsilon+\epsilon+\epsilon^{2}+\epsilon^{2} \leq 5 \epsilon$.

Next, let us consider the total weight of $\widetilde{J} . L(\widetilde{J})$ has the same total weight as $L(\operatorname{opt}(X))$. The total weight of $A_{k-1}(\widetilde{J})$ is less than the total weight of $A_{k}(\operatorname{opt}(X))$ since the former has higher efficiency items and lower total profit than the latter. Therefore we can conclude that the total weight of $\widetilde{J}$ is less than that of opt $(X)$. This means that the total weight is also less than $C$ and we can pack $\widetilde{J}$ into the knapsack.

Thus we can conclude that there exists $\widetilde{J} \subseteq \widetilde{I}$ such that it can be packed into the knapsack and its total profit is at least $z(X)-5 \epsilon$. Therefore we have

$$
\begin{equation*}
z(\tilde{X}) \geq \sum_{(w, p) \in \widetilde{J}} p \geq z(X)-5 \epsilon \tag{1}
\end{equation*}
$$

Next we will show an upper bound on $z(\widetilde{X})$ by constructing $J \subseteq I$ based on $\operatorname{opt}(\widetilde{X})$. First we show how to construct $J$. As before, we have $L(\operatorname{opt}(\widetilde{X})) \subseteq L(I)$ since $L(\widetilde{I})=L(I)$. Therefore all items in $L(\operatorname{opt}(\widetilde{X}))$ can be added into $J$. Next, for $k=1, \ldots, t-1$, let $\widetilde{P}_{k}$ be the total profit of $A_{k}(\operatorname{opt}(\widetilde{X}))$. Note that we have $\widetilde{P}_{k} \leq \epsilon$ since there are at most $\left\lfloor\epsilon^{-1}\right\rfloor$ items in $A_{k}(\widetilde{I})$ and their profits are exactly $\epsilon^{2}$. Since the total profit of $A_{k}(I)$ is at least $\epsilon$ and profit of each item is at most $\epsilon^{2}$, there is a subset of $A_{k}(I)$ whose total profit is in $\left[\widetilde{P}_{k}-\epsilon^{2}, \widetilde{P}_{k}\right)$. We add this subset into $J$. In summary, $J$ is defined as follows.

$$
\begin{aligned}
& J=L(J) \cup A_{0}(J) \cup \cdots \cup A_{t-1}(J) \\
& \text { where } L(J)=L(\operatorname{opt}(\widetilde{X})), \\
& \quad A_{k}(J) \text { is a subset of } A_{k}(I) \text { whose total profit is in }\left[\widetilde{P}_{k}-\epsilon^{2}, \widetilde{P}_{k}\right) .
\end{aligned}
$$

Then, let us consider how much lower the total profit of $J$ is than the total profit of opt $(\widetilde{X})$. We can think that $L(J)$ corresponds to $L(\operatorname{opt}(\widetilde{X}))$ and $A_{k}(J)$ corresponds to $A_{k}(\operatorname{opt}(\tilde{X}))$. The difference of total profit between $L(J)$ and $L(\operatorname{opt}(\widetilde{X}))$ is 0 . The total profit of $A_{k}(J)$ is by definition lower than the total profit of $A_{k}(\operatorname{opt}(\tilde{X}))$ by at most $\epsilon^{2}$. Therefore, we can conclude that the total profit of $J$ is lower than the total profit of opt $(\widetilde{X})$ by at most $\epsilon^{2} \cdot \epsilon^{-1}=\epsilon$.

As before, it can be shown that the total weight of $J$ is less than $C$. Therefore we can conclude that there exists $J \subseteq I$ such that it can be packed into the knapsack and its total profit is at least $z(\widetilde{X})-\epsilon$. Thus we have $z(X) \geq z(\widetilde{X})-\epsilon$.

Combining with (II), we have $z(X)-6 \epsilon \leq z(\widetilde{X})-\epsilon \leq z(X)$. Thus $z(\widetilde{X})-\epsilon$ is a $6 \epsilon$-approximation to $z(X)$.

### 3.4 The Algorithm and Its Analysis

Here we present a constant-time approximation algorithm for the knapsack problem and a proof of Theorem

```
Algorithm 1. \(\operatorname{Knapsack}(X=(I, C), \epsilon)\)
    Let \(R\) be the set of \(m:=\left\lceil 1000 \epsilon^{-4} \log \epsilon^{-1}\right\rceil\) items sampled using weighted sampling.
    Remove duplicated samples from \(R\) and sort \(S(R)\) by efficiency in non-increasing
    order.
    Let \(\left(w_{1}, p_{1}\right), \ldots,\left(w_{|S(R)|}, p_{|S(R)|}\right)\) be the resulting sequence of items.
    Set \(\Delta:=\left\lfloor m\left(\epsilon+\epsilon^{2} / 2\right)\right\rfloor\) and \(\tilde{e}_{k}:=p_{k \Delta} / w_{k \Delta}\left(k=1,2, \ldots, t:=\left\lfloor\frac{|S(R)|}{\Delta}\right\rfloor\right)\).
    Construct a new instance \(\widetilde{X}=(\widetilde{I}, C)\) as defined in Section 3.2 That is, add \(\left\lfloor\epsilon^{-1}\right\rfloor\)
    copies of the item \(\left(\epsilon^{2} / \tilde{e}_{k}, \epsilon^{2}\right)\) for each \(k\) and the items in \(L(R)\) to \(\widetilde{I}\).
    Output KP-Approx \((\widetilde{I}, C, \epsilon)-\epsilon\).
```

The algorithm Knapsack is shown in Fig. 1 We use an FPTAS for the knapsack problem as a subroutine (say, $[1,10]$ ). We refer to it as KP-Approx. Given an instance $X=(I, C)$, KP-Approx outputs $z$ such that $(1-\epsilon) z(X) \leq z \leq z(X)$.

Now we prove Theorem In the proof, we use the following two lemmas.
Lemma 2. Let $B=\{(w, p) \in I: p \geq \delta\}$. By taking $\left\lceil 6 \delta^{-1}\left(\log \delta^{-1}+1\right)\right\rceil$ samples using weighted sampling, we can get all items of $B$ with probability at least $5 / 6$.

Lemma 3. Assume $\epsilon \leq 1 / 7$. Then, with probability at least $5 / 6$, the sequence $\widetilde{e}_{1}, \ldots, \widetilde{e}_{t}$ in Knapsack is a equally partitioning with respect to $I$.

Lemma 2 is a variation of the coupon collector's problem and we omit the proof in this conference version. Before giving the proof of Lemma 3] we first finish the proof of Theorem

Proof (of Theorem [1]). First, the query complexity is clearly $O\left(\epsilon^{-4} \log \epsilon^{-1}\right)$.
Now, we show the correctness of Knapsack. From Lemma 2] we have $L(I) \subseteq \widetilde{I}$ with probability at least $5 / 6$. From Lemma 3 with probability at least $5 / 6$, the sequence $\widetilde{e}_{1}, \ldots, \widetilde{e}_{t}$ is equally partitioning with respect to $I$. Thus, using union bound and Lemma with probability at least $2 / 3$, we have $z(X)-6 \epsilon \leq z(\widetilde{X})-$ $\epsilon \leq z(X)$. Let $z$ be the output by Knapsack. Then, using the fact $z(\widetilde{X}) \leq 1$, we have $z(X)-7 \epsilon \leq z-\epsilon \leq z(X)$. Thus, by calling Knapsack with $\epsilon / 7$, we get an $\epsilon$-approximation algorithm.

## 4 Proof of Lemma 3

We use a similar technique as in the proof of Lemma 1 in [4].
Proof. For any $B \subseteq S(I)$, let $e_{1}, \ldots, e_{|B|}$ be a non-increasing sequence of efficiency of items in $B$. From any set $Q$ of pairs, $B$ induces $\widehat{A}_{0}(Q, B), \ldots, \widehat{A}_{t}(Q, B)$ such that
$-\widehat{A}_{0}(Q, B):=\left\{(w, p) \in Q: p / w \geq e_{1}\right\}$.
$-\widehat{A}_{k}(Q, B):=\left\{(w, p) \in Q: e_{k+1} \leq p / w<e_{k}\right\}(1 \leq k \leq|B|-1)$.
$-\widehat{A}_{|B|}(Q, B):=\left\{(w, p) \in Q: p / w<e_{|B|}\right\}$.

We refer to $B$ as the boundary set.
$B$ is called bad if there is an $\widehat{A}_{k}(S(I), B)$ such that the total profit is not in $\left[\epsilon, \epsilon+\epsilon^{2}\right.$ ) (when $0 \leq k \leq|B|-1$ ) nor $\left[0, \epsilon+\epsilon^{2}\right.$ ) (when $k=|B|$ ). Otherwise $B$ is good.

Knapsack sorts $S(R)$ by efficiency in non-increasing order and picks $k \Delta$-th item for $k=1, \ldots, t$. Then $\widetilde{e}_{1}, \ldots, \widetilde{e}_{t}$ are defined as the efficiency of these items. Note that these items are uniquely determined by $R$. Let $B_{R}$ denote the set of these items. Then it suffices to prove that $B_{R}$ is good with probability at least $5 / 6$ provided $R$ is a set of weighted samples.

We call $B \subseteq S(I)$ destroyed by $R$ if there is an $\widehat{A}_{k}(S(I), B)$ such that the number of items of $R$ in $\widehat{A}_{k}(S(I), B)$ is not in $((1-\epsilon / 4) \Delta,(1+\epsilon / 4) \Delta)$ (when $0 \leq k \leq|B|-1)$ or not in $[0,(1+\epsilon / 4) \Delta)($ when $k=|B|)$.

From the definition of $B_{R}$, the number of items of $R$ in $\widehat{A}_{k}\left(S(I), B_{R}\right)$ is exactly $\Delta$ (when $0 \leq k \leq\left|B_{R}\right|-1$ ) or less than $\Delta$ (when $k=\left|B_{R}\right|$ ). Therefore $B_{R}$ is not destroyed by $R$. The number of items in $B_{R}$ is $t=\lfloor|S(R)| / \Delta\rfloor \leq \epsilon^{-1}$. Below we will compute the probability of an event that $R$ destroys every bad boundary set $B \subseteq S(R)$ such that $|B| \leq \epsilon^{-1}$. When this event happens, any subset of $S(R)$ is good if it is not destroyed and it has at most $\epsilon^{-1}$ items. In particular, we can conclude $B_{R}$ is good.

Let $t^{\prime}$ be the number of items in a bad boundary set $B$. First we fix $t^{\prime}$ and compute the probability that $B$ is not destroyed by $R$, conditioned on the event that $B \subseteq S(R)$.

Let us first assume that there is an $\widehat{A}_{k}(S(I), B)$ with $0 \leq k \leq|B|-1$ and the total profit less than $\epsilon$. Without loss of generality, we can assume the first $t^{\prime}$ samples of $R$ is $B$. Let $Y_{i}$ be an indicator random variable for the event that $i$-th item of the remaining $m^{\prime}:=m-t^{\prime}$ items belongs to $\widehat{A}_{k}(S(I), B)$. From the definition of weighted sampling, we have

$$
\operatorname{Pr}\left[Y_{i}=1\right]=\sum_{(w, p) \in \widehat{A_{k}(S(I), B)}} p \leq \epsilon
$$

Using linearity of expectation, we have

$$
\mathrm{E}\left[\sum_{i=1}^{m^{\prime}} Y_{i}\right]=\sum_{i=1}^{m^{\prime}} \mathrm{E}\left[Y_{i}\right]=\sum_{i=1}^{m^{\prime}} \operatorname{Pr}\left[Y_{i}=1\right] \leq m^{\prime} \epsilon
$$

When $B$ is not destroyed by $R$, there are more than $(1-\epsilon / 4) \Delta$ items of $R$ in $\widehat{A}_{k}(S(I), B)$. Note that there is exactly one item of $B$ in $\widehat{A}_{k}(S(I), B)$. Using Chernoff bounds, we have

$$
\begin{aligned}
\operatorname{Pr}\left[\sum_{i=1}^{m^{\prime}} Y_{i}+1>\left(1-\frac{\epsilon}{4}\right) \Delta\right] & \leq \operatorname{Pr}\left[\sum_{i=1}^{m^{\prime}} Y_{i} \geq\left(1-\frac{\epsilon}{4}\right)\left[m^{\prime} \epsilon\left(1+\frac{\epsilon}{2}\right)\right]\right] \\
& \leq \operatorname{Pr}\left[\sum_{i=1}^{m^{\prime}} Y_{i} \geq\left(1+\frac{\epsilon}{5}\right) \mathrm{E}\left[\sum_{i=1}^{m^{\prime}} Y_{i}\right]\right] \\
& \leq e^{-m^{\prime} \epsilon^{3} / 75}
\end{aligned}
$$

Next let us assume there is an $\widehat{A}_{k}(S(I), B)$ such that the total profit is at least $\epsilon+\epsilon^{2}$. Again let $Y_{i}$ be an indicator random variable for the event that $i$-th sample belongs to $\widehat{A}_{k}(S(I), B)$. We have

$$
\mathrm{E}\left[\sum_{i=1}^{m^{\prime}} Y_{i}\right]=\sum_{i=1}^{m^{\prime}} \operatorname{Pr}\left[Y_{i}=1\right] \geq m^{\prime}\left(\epsilon+\epsilon^{2}\right) .
$$

Using Chernoff bounds, we have

$$
\operatorname{Pr}\left[\sum_{i=1}^{m^{\prime}} Y_{i}+1<\left(1+\frac{\epsilon}{4}\right) \Delta\right] \leq \operatorname{Pr}\left[\sum_{i=1}^{m^{\prime}} Y_{i} \leq\left(1-\frac{\epsilon}{5}\right) \mathrm{E}\left[\sum_{i=1}^{m^{\prime}} Y_{i}\right]\right] \leq e^{-m^{\prime} \epsilon^{3} / 75}
$$

Let $\operatorname{Destroy}(B, R)$ be the event that $R$ destroys by $B$. From above, we can conclude that

$$
\begin{aligned}
\operatorname{Pr}[\overline{\operatorname{Destroy}(B, R)} \mid B \subseteq S(R)] & \leq 2 e^{-m^{\prime} \epsilon^{3} / 75} \leq 2 e^{-\left(m-\epsilon^{-1}\right) \epsilon^{3} / 75} \\
& \leq 2 e^{-999 \epsilon^{-1} \log \epsilon^{-1} / 75}=2\left(\epsilon^{-10}\right)^{-999 \epsilon^{-1} / 750} \\
& \leq 2 m^{-\left(\epsilon^{-1}+2\right)}
\end{aligned}
$$

In the last inequality, we use the fact $\epsilon \leq 1 / 7$ implies $\epsilon^{-6} \geq 1000 \log \epsilon^{-1}$ and $999 \epsilon^{-1} / 750 \geq \epsilon^{-1}+2$.

We call $R$ good if it destroys every bad boundary set $B \subseteq S(R)$ such that $|B| \leq \epsilon^{-1}$. Let $\operatorname{Good}(R)$ be the event that $R$ is good. Then, we have

$$
\begin{aligned}
\operatorname{Pr}[\operatorname{Good}(R)] & \geq 1-\sum_{\text {bad } B: B \subseteq S(R)} \operatorname{Pr}[\overline{\operatorname{Destroy}(B, R)}] \\
& =1-\sum_{\text {bad } B} \operatorname{Pr}[B \subseteq S(R)] \cdot \operatorname{Pr}[\overline{\operatorname{Destroy}(B, R)} \mid B \subseteq S(R)] \\
& \geq 1-\sum_{t^{\prime}=1}^{\epsilon^{-1}} \sum_{B:|B|=t^{\prime}}\binom{m}{t^{\prime}} \cdot t^{\prime}!\cdot \prod_{(w, p) \in B} p \cdot 2 m^{-\left(\epsilon^{-1}+2\right)} \\
& \geq 1-2 m^{-\left(\epsilon^{-1}+2\right)} \sum_{t^{\prime}=1}^{\epsilon^{-1}} m^{t^{\prime}} \\
& \geq 5 / 6 .
\end{aligned}
$$

Here we use the fact that, for $B \subseteq S(I)$ such that $|B|=t^{\prime}$, we have

$$
\operatorname{Pr}[B \subseteq S(R)] \leq\binom{ m}{t^{\prime}} t^{\prime}!\prod_{(w, p) \in B} p \text { and } \sum_{B:|B|=t^{\prime}} \prod_{(w, p) \in B} p \leq\left(\sum_{(w, p) \in S(I)} p\right)^{t^{\prime}} \leq 1
$$

## 5 Lower Bounds

In this section, we prove Theorem 4 by showing lower bounds for the partition problem. In the partition problem, an instance is a set of weights $I=$ $\left\{w_{1}, \ldots, w_{n}\right\}$, and the objective is to decide whether there is a subset $I^{\prime} \subseteq I$ of items whose weights add up to $1 / 2$. We call an instance $I$ partitionable if there is such a subset and $\epsilon$-far from being partitionable if, for any subset $I^{\prime} \subseteq I$, the weight is at most $1 / 2-\epsilon$ or at least $1 / 2+\epsilon$. An algorithm is called an $\epsilon$ testing algorithm for the partition problem, given an instance as an oracle access, it decides whether it is partitionable or $\epsilon$-far from it.

It is easy to see that an $\epsilon$-approximation algorithm for the subset sum problem can be used to obtain an $\epsilon$-testing algorithm for the partition problem by setting the capacity of the knapsack to be $1 / 2$. Thus, to obtain Theorem 4 it suffices to show the following.

Lemma 4. In the uniform sampling model, for every $\epsilon>0$, any $\epsilon$-testing algorithm for the partition problem requires $\Omega(n)$ queries.
To prove the lower bound, we introduce two instances $I$ and $J$ such that $I$ is partitionable while $J$ is $\epsilon$-far from being partitionable. Note that we can derive a distribution $P_{I}$ over the domain $\left\{w_{1}, \ldots, w_{n}\right\}$ from $I$ by setting $P_{I}\left(w_{n}\right)=\frac{1}{n}$, and $P_{J}$ similarly from $J$. Then, we show that we need $\Omega(1 / \epsilon)$ queries to distinguish $P_{I}$ from $P_{J}$. To this end, we use a lemma from [3]. For two probability distributions $P$ and $Q$ over a domain $D$, the Hellinger distance between $P$ and $Q$ is

$$
h(P, Q):=\left(1-\sum_{a \in D} \sqrt{P(a) Q(a)}\right)^{\frac{1}{2}}=\left(\frac{1}{2} \sum_{a \in D}(\sqrt{P(a)}-\sqrt{Q(a)})^{2}\right)^{\frac{1}{2}}
$$

Then, the following lemma holds.
Lemma 5 ([3]). Let $P$ and $Q$ be two distributions over a domain $D$ with $h^{2}(P, Q) \leq 1 / 2$, then to distinguish $P$ from $Q$ with probability at least $2 / 3$ by sampling, we need at least $\Omega\left(\frac{1}{4 h^{2}(P, Q)}\right)$ queries.

Proof (of Theorem 4). We assume $n$ is even. The case when $n$ is odd can be treated similarly. Consider the following two instances $I$ and $J$.

$$
I=\{\underbrace{\frac{2 \epsilon}{n-2}, \ldots, \frac{2 \epsilon}{n-2}}_{n-2}, \frac{1}{2}-\epsilon, \frac{1}{2}-\epsilon\} \quad J=\{\underbrace{\frac{2 \epsilon}{n-2}, \ldots, \frac{2 \epsilon}{n-2}}_{n-2}, \frac{1}{2}+\epsilon, \frac{1}{2}-3 \epsilon\}
$$

Clearly, $z(X)=1 / 2$ and $z(Y)=1 / 2-\epsilon$. Thus, $\epsilon$-approximation algorithms must distinguish these two instances with high probability. However, the Hellinger distance between $P_{I}$ and $P_{J}$ is $h^{2}\left(P_{I}, P_{J}\right)=\frac{1}{2}\left(4 \cdot \frac{1}{n}\right)=\frac{2}{n}$. From Lemma [5] we need at least $\Omega\left(\frac{1}{4 h^{2}\left(P_{I}, P_{J}\right)}\right)=\Omega(n)$ queries.
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#### Abstract

Finding the shortest vector of a lattice is one of the most important problems in computational lattice theory. For a random lattice, one can estimate the length of the shortest vector using the Gaussian heuristic. However, no rigorous proof can be provided for some classes of lattices, as the Gaussian heuristic may not hold for them. In this paper, we propose a general method to estimate lower bounds of the shortest vector lengths for random integral lattices in certain classes, which is based on the incompressibility method from the theory of Kolmogorov complexity. As an application, we can prove that for a random NTRU lattice, with an overwhelming probability, the ratio between the length of the shortest vector and the length of the target vector, which corresponds to the secret key, is at least a constant, independent of the rank of the lattice.
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## 1 Introduction

A lattice is a set of points in a Euclidean space with periodic structure. Given $n$ linearly independent vectors $\mathbf{b}_{\mathbf{1}}, \ldots, \mathbf{b}_{\mathbf{n}} \in \mathbb{R}^{m}(n \leq m)$, the lattice generated by them is the set of vectors

$$
L\left(\mathbf{b}_{\mathbf{1}}, \ldots, \mathbf{b}_{\mathbf{n}}\right)=\left\{\sum_{i=1}^{n} x_{i} \mathbf{b}_{\mathbf{i}}: x_{i} \in \mathbb{Z}\right\}
$$

The vectors $\mathbf{b}_{\mathbf{1}}, \ldots, \mathbf{b}_{\mathbf{n}}$ form a basis of the lattice.

[^16]The most famous computational problem on lattices is the shortest vector problem (SVP): Given a basis of a lattice $L$, find a non-zero vector $\mathbf{u} \in L$, such that $\|\mathbf{v}\| \geq\|\mathbf{u}\|$ for any vector $\mathbf{v} \in L \backslash \mathbf{0}$. For the hardness of SVP, Ajtai first proved that SVP is NP-hard under a randomized reduction [1] and his result was strengthened in [15] [1] [8]. An upper bound for the length of the shortest vector is given in the famous Minkowski Convex Body Theorem. Nevertheless, there is no known efficient algorithm which can always find a vector within the Minkowski bound.

The study of random lattices has a long history, dated back from [18]. It turns out that one can define a measure on the set of all $n$-dimensional lattices of a fixed determinant, and have a precise estimation of the expected length of the shortest vector [2], which can be summarized by the so-called Gaussian heuristic. Given an $n$-dimensional lattice $L$ with determinant $\operatorname{det}(L)$, the Gaussian heuristic predicts that there are about $\operatorname{vol}(C) / \operatorname{det}(L)$ many lattice points in a measurable subset $C$ of $\mathbb{R}^{n}$ of volume $\operatorname{vol}(C)$. It can be made precise, for example, when $C$ is convex and symmetric around the original point $O$, and $\operatorname{vol}(C)$ is much bigger than $\operatorname{det}(L)$. If we take $C$ to be an $n$-sphere centered at $O$, for $C$ to contain a point other than $O \operatorname{vol}(C)$ should be about $\operatorname{det}(L)$ according to the Gaussian heuristic. In other words, the length of the shortest vector can be approximated by the radius of a sphere whose volume is $\operatorname{det}(L)$, which is about $\sqrt{n / 2 e \pi} \operatorname{det}(L)^{1 / n}$. As an interesting comparison, the Minkowski Convex Body Theorem asserts that if the volume of sphere $C$ is greater than $2^{n} \operatorname{det}(L)$, then it must contain a nonzero lattice point. This gives an upper bound of the shortest vector length at about $\sqrt{2 n / e \pi} \operatorname{det}(L)^{1 / n}$, which is only twice as large as the prediction made from the Gaussian heuristic.

Most of lattices appearing in cryptanalysis are random in some sense, but many of them have integral bases and hence are not random according to the above measure. See [17] for further discussions. The length of the shortest vector may be much shorter than the prediction made from the Gaussian heuristic. In this paper, we investigate the idea of using the theory of Kolmogorov complexity to estimate the expected length of short vectors of a given random integral lattice. Kolmogorov complexity has many applications in computational complexity and combinatorics. It is an ideal tool to obtain lower bounds [14. While all the methods based on Kolmogorov complexity can be replaced by elementary counting arguments, and our result is no exception, we believe that the Kolmogorov complexity method is conceptually simpler, more intuitive and more systematic than a direct counting argument.

As a crucial application, we consider random NTRU lattices which are used to analyze NTRU cryptosystems. The NTRU cryptosystem was first introduced at the rump section of Crypto 96 by [7]. It operates in the ring of truncated polynomials given by $\mathbb{Z}[X] /\left(X^{N}-1\right)$. Let $S_{f}$ and $S_{g}$ be some sets of polynomials in $\mathbb{Z}[x]$ of degree at most $N-1$ and of very small coefficients. Let $q$ be a positive integer. Select polynomials $f(x) \in S_{f}$ and $g(x) \in S_{g}$. Let $h(x)=\sum_{i=0}^{N-1} h_{i} x^{i}$ be the polynomial such that

$$
h(x) f(x)=g(x) \quad\left(\bmod q, x^{N}-1\right)
$$

Define the cyclic matrix

$$
H=\left(\begin{array}{cccc}
h_{0} & h_{1} & \cdots & h_{N-1} \\
h_{N-1} & h_{0} & \cdots & h_{N-2} \\
& \vdots & \ddots & \vdots \\
h_{1} & h_{2} & \cdots & h_{0}
\end{array}\right)
$$

The security of the NTRU cryptosystem is related to the difficulty of finding short vectors in an NTRU lattice 67]:

$$
L^{N T R U}=\left(\begin{array}{cc}
I & H  \tag{1}\\
\mathbf{0} & q I
\end{array}\right)
$$

We call an NTRU lattice ( $S_{f}, S_{g}$ )-random if $f(x)$ is selected uniformly at random from the invertible elements ( in the ring $(\mathbb{Z} / q \mathbb{Z})[x] /\left(x^{N}-1\right)$ ) in $S_{f}$, and $g(x)$ is selected uniformly in random from $S_{g}$.

Remark 1. A random NTRU lattice can not be obtained by selecting ( $h_{0}, h_{1}, h_{2}$, $\cdots, h_{N-1}$ ) uniformly at random from $(\mathbb{Z} / q \mathbb{Z})^{N}$. In fact, a lattice obtained in that manner is most likely not an NTRU lattice.

Interestingly Gaussian heuristic clearly does not hold for random NTRU lattices. According to the Gaussian heuristic, the shortest vector length is $\Omega(\sqrt{N q})$. However, the vector of the coefficients of $f$ and $g$, which will be called the target vector, is in the lattice and has length $O(\sqrt{N})$, since $f$ and $g$ have very small coefficients. Many researchers conjecture that the target vector is indeed the shortest vector in the lattice in most of cases. However, no formal proof has been provided.

Remark 2. It is important to bound the length of the shortest vector from below in an NTRU lattice, since if the shortest vector is significantly shorter than the target vector, say that it has length $o(\sqrt{N})$, then it can be recovered by an exhaustive search in time $2^{o(N)}$, and can be used in breaking NTRU cryptosystems [6].

In this paper, we prove that with an overwhelming probability, the ratio between the length of the shortest vector and length of the target vector is at least a constant. In other words, we prove that most likely, the target vector is as long as the shortest vector up to a constant factor. As far as we know, this is the first lower bound result on the lengths of the shortest vectors in random NTRU lattices.

Remark 3. Since it is known that approximating the shortest vector by any constant factor is NP-hard [1] for general lattices, this result provides a some evidence for the security of the NTRU cryptosystem against the lattice reduction attack. However, our results do not rule out other types of attacks that may not be based on lattice reductions.

The rest of the paper is organized as follows. In Section 2, we will review some backgrounds about lattices and Kolmogorov complexity. In section 3, we prove the main theorem that allows us to compute lower bounds of the shortest vector lengths in random lattices. In Section 4, we present and prove the lower bound of the shortest vector lengths of random NTRU lattices. We conclude this paper in Section 5. In this paper, we use log to denote the logarithm base 2 and use $\ln$ to denote the natural logarithm.

## 2 Preliminaries

### 2.1 Lattices

Let $\mathbb{R}^{m}$ be the $m$-dimensional Euclidean space. A lattice in $\mathbb{R}^{m}$ is the set

$$
L\left(\mathbf{b}_{\mathbf{1}}, \ldots, \mathbf{b}_{\mathbf{n}}\right)=\left\{\sum_{i=1}^{n} x_{i} \mathbf{b}_{\mathbf{i}}: x_{i} \in \mathbb{Z}\right\}
$$

of all integral combinations of $n$ linearly independent vectors $\mathbf{b}_{\mathbf{1}}, \ldots, \mathbf{b}_{\mathbf{n}} \in \mathbb{R}^{m}$. The integers $n$ and $m$ are called the rank and dimension of the lattice. A lattice can be conveniently represented by a matrix $\mathbf{B}$, where $\mathbf{b}_{\mathbf{1}}, \ldots, \mathbf{b}_{\mathbf{n}}$ are the row vectors. The determinant of the lattice $L$ is defined as

$$
\begin{equation*}
\operatorname{det}(L(\mathbf{B}))=\sqrt{\operatorname{det}\left(\mathbf{B B}^{T}\right)} \tag{2}
\end{equation*}
$$

The most famous computational problem on lattices is the shortest vector problem (SVP): Given a basis of a lattice $L$, find a non-zero vector $\mathbf{u} \in L$, such that $\|\mathbf{v}\| \geq\|\mathbf{u}\|$ for any vector $\mathbf{v} \in L \backslash \mathbf{0}$. The following is a well-known theorem on the upper bound of the shortest vector length in lattice $L$.

Theorem 1. (Minkowski) Any lattice $L$ of rank $n$ contains a non-zero vector $\mathbf{v}$ with

$$
\|\mathbf{v}\| \leq(1+o(1)) \sqrt{2 n / e \pi} \operatorname{det}(L)^{\frac{1}{n}}
$$

In many literatures, the theorem is presented with the upper bound $\sqrt{n} \operatorname{det}(L)^{\frac{1}{n}}$, which is a little weaker but free of an additive error term.

### 2.2 Number of Integral Points in a Sphere

To obtain our results, it is important to have an accurate estimation of the number of integral points inside of the $n$-sphere centered at the origin of radius $R$. Denote the number by $W(n, R)$. In general, one can approximate $W(n, R)$ by the volume of the sphere, denoted by $V(n, R)$. This is an application of the Gaussian Heuristic. However, if the radius of the sphere is small, compared to the square root of the dimension, then the volume estimate is not very accurate. More precisely, if the radius of the sphere $R \geq n^{1 / 2+\epsilon}$, the number of integral points in the sphere is equal to the volume

$$
V(n, R)=(\sqrt{\pi n}+O(1))^{-1}\left(\sqrt{\frac{2 \pi e}{n}} R\right)^{n}
$$

with a small additive error. If $R$ is $\sqrt{\alpha n}$ for some small constant $\alpha$, then the estimation using volume is not so precise. To see this, note that when $\alpha<\frac{1}{2 \pi e}$, the volume of the sphere is less than 1 , yet it still contains many integral points. We should use the result found in [16] to estimate $W(n, R)$ for $R=O(\sqrt{n})$ :

Proposition 1. Let $\alpha$ be a constant. Then there exists a constant $\delta$, depending only on $\alpha$, such that $W(n, \sqrt{\alpha n}) \geq e^{\delta n}$ for $n$ large enough. Moreover, as $\alpha$ gets larger, $\delta$ is approaching $\ln (\sqrt{2 \pi e \alpha})$.

To find $\delta$ from $\alpha$, one defines $\theta(z)=1+2 \sum_{i=1}^{\infty} z^{i^{2}}$. Set $\delta(\alpha, x)=\alpha x+\ln \theta\left(e^{-x}\right)$. We can compute $\delta=\min _{x \geq 0} \delta(\alpha, x)$. As a comparison between the number of integral points in a ball and its volume, we have

$$
\begin{aligned}
W(n, \sqrt{0.1 n}) & \approx e^{0.394415 n}, V(n, \sqrt{0.1 n}) \approx e^{0.267645 n} \\
W(n, \sqrt{0.5 n}) & \approx e^{1.07246 n}, V(n, \sqrt{0.5 n}) \approx e^{1.07236 n}
\end{aligned}
$$

For $\alpha>0.5$, the difference between $\log V(n, \sqrt{\alpha n}) / n$ and $\log W(n, \sqrt{\alpha n}) / n$ is less than 0.0001 . See Table 1 in [16]. We also have

Proposition 2. Let $\delta$ be a constant. Then there exists a constant $\alpha$ such that if an n-sphere centered at the origin contains more than $e^{\delta n}$ many integral points, the radius of the sphere must be greater than $\sqrt{\alpha n}$ for $n$ large enough. As $\delta$ gets larger, $\alpha$ is approaching $e^{2 \delta} / 2 \pi e$.

### 2.3 Kolmogorov Complexity

The Kolmogorov complexity of a binary string $x$, conditional to $y$, is defined to be the length of the shortest program that given the input $y$, prints the string $x$, and is denoted by $K(x \mid y)$. We define $K(x)$ to be $K(x \mid \epsilon)$, where $\epsilon$ is the empty string. It turns out that if one switches from one programming language to another, the Kolmogorov complexity is invariant, up to an additive constant, as long as both of the programming languages are Turing Universal. The book [14] gave an excellent introduction to the theory of Kolmogorov complexity.

It can be shown that for any positive integer $s, K(s) \leq \log s+O(1)$. If $s=1^{n}$, the binary string of length $n$ consisting of only 1 , then $K(s) \leq \log n+O(1)$. Similarly if $s$ is the first $n$ binary digits of the number $\pi$ after the decimal point, then $K(s) \leq \log n+O(1)$. From the examples, one can see that the Kolmogorov complexity is a good measure of randomness in a string.

For each constant $c$, a positive integer $x$ is $c$-incompressible if $K(x) \geq \log (x)-$ c. By a counting argument, one can show

Proposition 3. For any $y$, a finite set $A$ of cardinality $m$ has at least $m(1-$ $\left.2^{-c}\right)+1$ elements $x$ with $K(x \mid y) \geq \log m-c$.

This observation yields a simple yet powerful proof technique - the incompressibility method.

## 3 The Main Theorem

Theorem 2. Given a random integral lattice $\mathbf{L} \in \mathbb{R}^{m}$ represented by a matrix $\mathbf{B} \in \mathbb{Z}^{n \times m}$, let the vector $\mathbf{v}$ be the shortest vector of lattice $\mathbf{L}$. Let $\mathbf{S}$ denote some entries in $\mathbf{B}$ and $\mathbf{B} \backslash \mathbf{S}$ denote the rest of entries in the matrix. Assume that $K(\mathbf{S} \mid \mathbf{v}, \mathbf{B} \backslash \mathbf{S})=O(\log m)$. Let $R$ be a positive real number such that

$$
\log W(m, R) \leq K(\mathbf{S} \mid \mathbf{B} \backslash \mathbf{S})-\log ^{2}(m)
$$

then the shortest vector is longer than $R$.
Proof. Suppose that the length of the short vectors is less than $R$. Then

$$
K(\mathbf{v} \mid m) \leq \log W(m, R)+O(1)
$$

On the other hand, to describe $\mathbf{S}$ from $\mathbf{B} \backslash \mathbf{S}$, we only need to describe $\mathbf{v}$ in addition to the program which computes $\mathbf{S}$ from $\mathbf{B} \backslash \mathbf{S}$ and $\mathbf{v}$, so we have

$$
\begin{aligned}
K(\mathbf{S} \mid \mathbf{B} \backslash \mathbf{S}) & \leq K(\mathbf{S} \mid \mathbf{v}, \mathbf{B} \backslash \mathbf{S})+K(\mathbf{v} \mid m)+2 \log K(\mathbf{S} \mid \mathbf{v}, \mathbf{B} \backslash \mathbf{S}) \\
& \leq K(\mathbf{v} \mid m)+O(\log m)
\end{aligned}
$$

so $K(\mathbf{v} \mid m) \geq K(\mathbf{S} \mid \mathbf{B} \backslash \mathbf{S})-O(\log m)$, which is a contradiction.
To use the theorem, we select a part $\mathbf{S}$ of $\mathbf{B}$ such that $K(\mathbf{S} \mid \mathbf{B} \backslash \mathbf{S})$ is large but $K(\mathbf{S} \mid \mathbf{v}, \mathbf{B} \backslash \mathbf{S})$ is small, then according to the theorem, we have a good lower bound on the length of the shortest vectors. In other words, if some part of the matrix has high Kolmogorov complexity, yet it can be determined (almost) uniquely by a short vector and the rest of the matrix, then the lattice has long shortest vectors. The main technical part is to show that $K(\mathbf{S} \mid \mathbf{v}, \mathbf{B} \backslash \mathbf{S})$ is small. In some case, it is easy, as in the following remark, but in the case of NTRU lattices, it is highly non-trivial.

Remark 4. As a simple application of this theorem, we can compute the lower bound of the shortest vector lengths for the random knapsack lattice introduced by [133]. A knapsack lattice is spanned by $\mathbf{b}_{\mathbf{1}}, \ldots, \mathbf{b}_{\mathbf{n}}$ below:

$$
\begin{gathered}
\mathbf{b}_{\mathbf{1}}=\left(a_{1}, 1,0, \ldots, 0\right) \\
\mathbf{b}_{\mathbf{2}}=\left(a_{2}, 0,1, \ldots, 0\right) \\
\vdots \\
\mathbf{b}_{\mathbf{n}}=\left(a_{n}, 0,0, \ldots, 1\right)
\end{gathered}
$$

where $a_{1}, a_{2}, \cdots, a_{n}$ are integers. We call the lattice random, if $a_{1}, a_{2}, \cdots, a_{n}$ are selected uniformly and independently from $r$-bit integers. Random knapsack lattices were used by Nguyen and Stehle [17] to assess the performance of LLL algorithm. Note that if $\left(v_{0}, v_{1}, \cdots, v_{n}\right)$ is the shortest vector, and assume w.l.o.g. that $v_{1} \neq 0$. Then we use $a_{1}$ as $\mathbf{S}$ and apply the main theorem. Through a routine calculation, we obtain that with probability at least $1-\frac{1}{n r}$, the length of the shortest vector in the knapsack lattice $L_{a_{1}, a_{2}, \cdots, a_{n}}$ is greater than $\sqrt{\frac{n+1}{2 \pi e}}$. $2^{\frac{r}{n+1}}\left(1+O\left(\frac{\log (n r)}{n}\right)\right)$, which is not far away from the Gaussian heuristic.

## 4 The Lower Bounds of Shortest Vectors Lengths of NTRU Lattices

In this section, we first describe the NTRU cryptosystems in section 4.1. We prove a technical lemma in section 4.2 and prove the lower bounds of shortest vector lengths of NTRU lattices in section 4.3.

### 4.1 Description of the NTRU Cryptosystem

The NTRU algorithm was first introduced by [7] at the rump section of Crypto 96. It operates in the ring of truncated polynomials given by $\mathbb{Z}[X] /\left(X^{N}-1\right)$. To describe the parameters of the NTRU cryptosystem, we begin by choosing a prime $N$ and two moduli $p, q$ such that $\operatorname{gcd}(N, p)=\operatorname{gcd}(p, q)=1$. Let $R, R_{p}$, and $R_{q}$ be the convolution polynomial rings

$$
R=\mathbb{Z}[x] /\left(x^{N}-1\right), R_{p}=(\mathbb{Z} / p \mathbb{Z})[x] /\left(x^{N}-1\right), R_{q}=(\mathbb{Z} / q \mathbb{Z})[x] /\left(x^{N}-1\right)
$$

For any positive integers $d_{1}$ and $d_{2}$, define the set

$$
T\left(d_{1}, d_{2}\right)=\left\{\begin{array}{l}
a(x) \text { has } d_{1} \text { coefficients equal to } 1 ; \\
a(x) \in R: d_{2} \text { coefficients equal to }-1 ; \\
\text { has all other coefficients equal to } 0
\end{array}\right\}
$$

and the set

$$
B(d)=\left\{a(x) \in R: \begin{array}{l}
a(x) \text { has } d \text { coefficients equal to } 1 ; \\
\text { has all other coefficients equal to } 0
\end{array}\right\}
$$

Let $S_{f}$ and $S_{g}$ be some sets of polynomials of degree at most $N-1$ and of very small coefficients. Usually they are set to be $T\left(d_{1}, d_{2}\right)$ or $B\left(d_{3}\right)$ for $d_{1}, d_{2}$ and $d_{3}$ proportional to $N$. To prevent an exhaustive search attack, $\left|S_{f}\right|$ and $\left|S_{g}\right|$ have to be large. In fact, there exists a constant $\gamma$ such that for all the NTRU implementations, $\left|S_{g}\right|>2^{\gamma N}$. It implies that for a randomly chosen polynomial $g$, its Kolmogorov complexity is larger than $\gamma N$. The public parameters are ( $N, p, q, S_{f}, S_{g}$ ). The private key consists of two randomly chosen polynomials

$$
f(x)=\sum_{i=0}^{N-1} f_{i} x^{i} \in S_{f} \text { and } g(x)=\sum_{i=0}^{N-1} g_{i} x^{i} \in S_{g}
$$

compute

$$
F_{q}(x)=f(x)^{-1} \text { in } R_{q} \text { and } F_{p}(x)=f(x)^{-1} \text { in } R_{p}
$$

then compute

$$
\begin{equation*}
h(x)=F_{q}(x) * g(x) \text { in } R_{q} \tag{3}
\end{equation*}
$$

The public key is the polynomial $h(x)=\sum_{i=0}^{N-1} h_{i} x^{i}$. From Equation (3) we can obtain the relationship

$$
\begin{equation*}
f(x) * h(x) \equiv g(x) \text { in } R_{q} \tag{4}
\end{equation*}
$$

Recall the definition of an NTRU lattice (II). The vector

$$
\left(f_{0}, f_{1}, \cdots, f_{N-1}, g_{0}, g_{1}, \cdots, g_{N-1}\right)
$$

is a very short vector in the lattice. Since usually $g(1)=0$ for any $g \in S_{g}$, so $h(1)=0(\bmod q)$, thus this lattice has a trivial short vector $\left(1^{N}, 0^{N}\right)$, which can be shorter than the private key. If we adopt Coppersmith and Shamir's approach [6], and use a slightly different lattice of rank $2 N-2$ :

$$
\left(\begin{array}{cccccccc}
1-1 / N & -1 / N & \cdots & -1 / N & h_{0} & h_{1} & \cdots & h_{N-1} \\
-1 / N & 1-1 / N & \cdots & -1 / N & h_{N-1} & h_{0} & \cdots & h_{N-2} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
-1 / N & -1 / N & \cdots & 1-1 / N & h_{1} & h_{2} & \cdots & h_{0} \\
0 & 0 & \cdots & 0 & q-q / N & -q / N & \cdots & -q / N \\
0 & 0 & \cdots & 0 & -q / N & q-q / N & \cdots & -q / N \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & -q / N & -q / N & \cdots & q-q / N
\end{array}\right)
$$

then the short vector $\left(1^{N}, 0^{N}\right)$ is eliminated from the lattice. Coppersmith and Shamir proved if one can find a sufficiently short vector in the NTRU lattice, then the short vector gives us an equivalent private key.

### 4.2 A Technical Lemma

Let $N$ be a prime and let $q>N$ be a prime power $r^{l}$. Given a short vector

$$
\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{2 N}\right) \in \mathbb{Z}^{2 N}
$$

in this section, we prove a lemma concerning the number of solutions in $(\mathbb{Z} / q \mathbb{Z})^{N}$ of the following linear system

$$
\begin{array}{rlr}
h_{0} v_{1}+h_{N-1} v_{2}+\ldots+h_{1} v_{N} & \equiv v_{N+1} & (\bmod q) \\
h_{1} v_{1}+h_{0} v_{2}+\ldots+h_{2} v_{N} & \equiv v_{N+2} \quad(\bmod q) \\
\vdots &  \tag{5}\\
h_{N-1} v_{1}+h_{N-2} v_{2}+\ldots+h_{0} v_{N} & \equiv v_{2 N} \quad(\bmod q)
\end{array}
$$

Note that if $l>1, \mathbb{Z} / q \mathbb{Z}$ is not a field.
Lemma 1. Let $N$ be a prime and let $q>N$ be a prime power $r^{l}$. Suppose that $r$ is a primitive root in $\mathbb{Z} / N \mathbb{Z}$, and

$$
\left(v_{1}, v_{2}, \cdots, v_{N}\right) \in \mathbb{Z}^{N}
$$

is a non-zero vector whose $\ell_{2}$ norm is less than $\sqrt{N}$. Assume that $r$ does not divide $\operatorname{gcd}\left(v_{1}, v_{2}, \cdots, v_{N}\right)$. Then there are at most $q$ solutions in $(\mathbb{Z} / q \mathbb{Z})^{N}$ for the linear system (5).

The proof of lemma $\square$ is given in appendix because of the limit of space.

### 4.3 The Lower Bounds of Lengths of Shortest Vectors of NTRU Lattices

In most implementations of NTRU cryptosystems (See IEEE P1363.1/D12 Draft Standard for details), $q$ is set to be a power of two, and $N$ is a prime such that 2 has order $N-1$ or $(N-1) / 2$ in $(\mathbb{Z} / N \mathbb{Z})^{*}$. In this case, the modulo $q$ operation can be implemented as a bit-wise Boolean operation, thus it is more efficient than operations of mod primes. In the following theorem, we will assume that $q$ is a prime power $r^{l}$ and $r$ has order $N-1$ in $\mathbb{Z} / N \mathbb{Z}$. It covers many NTRU implementations including that $q$ is a prime and that $q$ is a power of 2 .

Theorem 3. Let $N$ be an odd prime. Let $q<N^{2}$ be a prime power $r^{l}$. Assume that $r$ has order $N-1$ in $(\mathbb{Z} / N \mathbb{Z})^{*}$. Suppose

$$
K(h \mid N, q) \geq \gamma N
$$

for some constant $\gamma$. The length of the shortest vector in $L^{N T R U}$ is greater than $\sqrt{\alpha N}$ for some constant $\alpha$ depending only on $\gamma$.
Proof. Suppose the vector $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{2 N}\right) \in \mathbb{Z}^{2 N}$ is the shortest vector of $L^{N T R U}$. Hence it satisfies

$$
\operatorname{gcd}\left(v_{1}, v_{2}, \ldots, v_{2 N}\right)=1
$$

If it is $\left(1^{N}, 0^{N}\right)$, then its length is $\sqrt{N}$. Otherwise there exists integers $k_{1}, \ldots, k_{N}$ such that

$$
\begin{equation*}
\mathbf{v}=\sum_{i=1}^{N} v_{i} \mathbf{b}_{\mathbf{i}}+\sum_{j=1}^{N} k_{j} \mathbf{b}_{\mathbf{N}+\mathbf{j}} \tag{6}
\end{equation*}
$$

From equation (6), we can obtain the linear system (51). We see that in fact $r$ does not divide $\operatorname{gcd}\left(v_{1}, v_{2}, \ldots, v_{N}\right)$. We may assume that $\left(v_{1}, v_{2}, \cdots, v_{N}\right)$ is a nonzero vector whose $\ell_{2}$ norm is less than $\sqrt{N}$. We want to solve the linear system for $\left(h_{0}, h_{1}, \cdots, h_{N-1}\right) \in(\mathbb{Z} / q \mathbb{Z})^{N}$. It follows from Lemma $\mathbb{1}$ that there are at most $q$ solutions, hence

$$
K\left(H \mid \mathbf{v}, L^{N T R U} \backslash H\right) \leq \log q+O(1)=O(\log (2 N))
$$

We also have

$$
K\left(H \mid L^{N T R U} \backslash H\right)=K(h \mid N, q)+O(1) \geq \gamma N
$$

and for some constant $\alpha$

$$
W(2 N, \sqrt{\alpha N})=2^{(\gamma-\epsilon) N}
$$

by Proposition [2, So by our main theorem $R \geq \sqrt{\alpha N}$.
In many implementations of the NTRU cryptosystem, $S_{f}$ is set to be $T(d+1, d)$, $S_{g}$ is set to be $T(d, d)$, where $d$ is an integer close to $\lfloor N / 3\rfloor$. In this case, we calculate $\alpha$. We first compute a lower bound of the Kolmogorov complexity of $h$ if $g$ is selected randomly in $T(d, d)$.

Lemma 2. Assume that $d=\lfloor\beta N\rfloor$ for some constant $1 / 10<\beta \leq 1 / 2$. For an invertible polynomial $f$, if we randomly select a polynomial $g$ in $T(d, d)$, then with probability at least $1-2^{-0.1 N}$, we have

$$
K(h \mid N, q) \geq \gamma N
$$

for some constant $\gamma$, when $N$ is large enough.
Proof. First observe that since $f$ is invertible, we have

$$
|K(g \mid N, q, f)-K(h \mid N, q, f)|=O(1)
$$

and

$$
K(h \mid N, q) \geq K(h \mid N, q, f)
$$

The cardinality of the set $T(d, d)$ is

$$
\binom{N}{d}\binom{N-d}{d} \geq \frac{2^{(-2 \beta \log \beta-(1-2 \beta) \log (1-2 \beta)) N}}{N^{O(1)}}
$$

So the lemma follows from Proposition [3] we take $\gamma=-2 \beta \log \beta-(1-$ $2 \beta) \log (1-2 \beta)-0.1$.

Corollary 1. If $S_{g}=T(\lfloor N / 3\rfloor,\lfloor N / 3\rfloor)$, then with probability greater than $1-$ $2^{-0.1 N}$, the shortest vector in a random NTRU lattice has length greater than $\sqrt{0.28 N}$.

Proof. By Lemma 2] we can take $\gamma$ to be 1.48. Then

$$
W(2 N, \sqrt{0.14 * 2 N}) \approx 2^{1.48 N}=e^{0.51 * 2 N}
$$

Hence $R \geq \sqrt{0.28 N}$.
The above corollary shows that with an overwhelming probability, the shortest vector in a random NTRU lattice is as long as the target vector, up to a constant factor. Note that if the target vector is the shortest vector, then $R=\sqrt{4 d+1} \approx$ $\sqrt{4 N / 3}$. It is an interesting open problem to close the gap.

For some instantiations of NTRU variants [59], the polynomial $g$ is chosen from binary polynomials, and $f$ is in a special form. Note that one can get a lower bound of the Kolmogorov complexity of $g$ for whatever $f$ is chosen by counting $S_{g}$. Hence if the specific chosen values of $q$ and $N$ meet the conditions in Lemma then we can also get the lower bounds of the shortest vector lengths of the corresponding NTRU lattices by the same method. We express the observation in the following corollary:

Corollary 2. If there exists a positive constant $\gamma$ such that $\left|S_{g}\right|>2^{\gamma N}$, then for any constant $0<\epsilon<\gamma$, with probability greater than $1-2^{-\epsilon N}$, the shortest vector in a random NTRU lattice has length greater than $\sqrt{\alpha N}$, for a positive constant $\alpha$ depending only on $\gamma$ and $\epsilon$.

## 5 Conclusion

In this paper, we propose a general method to bound the lengths of the shortest vectors in random integral lattices. We obtain that with an overwhelming probability, the shortest vector length of a random NTRU lattice has length $\Omega(\sqrt{N})$, which is the same as the length of the target vector, up to a constant factor. The main problem left open by this work is to prove that with a high probability, the target vector is shortest in a random NTRU lattice.
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## A Appendix

## Proof of Lemma

Proof. Since $r$ is a primitive root modulo $N$, we have that

$$
\left(x^{N}-1\right) /(x-1)=x^{N-1}+x^{N-2}+\cdots+1
$$

is an irreducible polynomial over $\mathbb{F}_{r}$ [12]. To determine the size of the solutions of (51), We need to study the circulant matrix

$$
V=\left(\begin{array}{cccc}
v_{1} & v_{N} & \cdots & v_{2}  \tag{7}\\
v_{2} & v_{1} & \cdots & v_{3} \\
\vdots & \vdots & \ddots & \vdots \\
v_{N} & v_{N-1} & \cdots & v_{1}
\end{array}\right)
$$

Let $\omega$ be the $N$-th primitive root of unit in the algebraic closure of $\mathbb{F}_{r}$. One can verify that

$$
V\left(\begin{array}{c}
1 \\
\omega^{i} \\
\omega^{2 i} \\
\vdots \\
\omega^{(N-1) i}
\end{array}\right)=\left(v_{1}+v_{N} \omega^{i}+\cdots+v_{2} \omega^{(N-1) i}\right)\left(\begin{array}{c}
1 \\
\omega^{i} \\
\omega^{2 i} \\
\vdots \\
\omega^{(N-1) i}
\end{array}\right)
$$

for $0 \leq i \leq N-1$. Thus for some $i$, if $v_{1}+v_{N} \omega^{i}+\cdots+v_{2} \omega^{(N-1) i}$ is not zero, then it is an eigenvalue of $V$ with the eigenvector $\left(1, \omega^{i}, \omega^{2 i}, \cdots, \omega^{(N-1) i}\right)$. Hence if $d$ elements in $\left\{1, \omega, \omega^{2}, \cdots, \omega^{N-1}\right\}$ are zeros of the polynomial $v_{N}+v_{N-1} x+\cdots+$ $v_{1} x^{N-1}$, then the rank of $V$ is $N-d$ over $\mathbb{F}_{r}$ [10]. Since $v_{1}, \cdots, v_{N}$ can not be all 1 , we have

$$
\prod_{1 \leq i \leq N-1}\left(v_{1}+v_{N} \omega^{i}+\cdots+v_{2} \omega^{(N-1) i}\right)
$$

is a nonzero element in $\mathbb{F}_{r}$. To solve (5), we first compute the Hermite Normal Form $H$ of $V$ through a sequence of elementary row transformations. Now we do a case analysis based on the value of $v_{1}+v_{2}+\cdots+v_{N}$.

Case 1: If

$$
v_{1}+v_{2}+\cdots+v_{N} \neq 0 \quad(\bmod r)
$$

then $V$ is non-singular over $\mathbb{F}_{r}$, thus there is no multiple of $r$ in the diagonal line of $H$, we can recover $\left(h_{0}, h_{1}, \ldots, h_{N-1}\right)$ from $\mathbf{v}$, and there is one unique solution.

Case 2: If

$$
v_{1}+v_{2}+\cdots+v_{N}=0 \quad(\bmod r)
$$

but

$$
v_{1}+v_{2}+\cdots+v_{N} \neq 0
$$

then $V$ is non-singular over $\mathbb{Q}$ but is singular over $\mathbb{F}_{r}$. Let $r^{t}$ be the largest power of $r$ which divides $v_{1}+v_{2}+\cdots+v_{N}$. We have $r^{t} \leq N<q$, and $r^{t}$ is the largest power of $r$ which divides the product of all the diagonal elements in $H$. The solution space of (15) has size at most $r^{t}<q$.

Case 3: In the last case,

$$
v_{1}+v_{2}+\cdots+v_{N}=0
$$

the rank of $V$ over $\mathbb{F}_{r}$ is $N-1$, and the first $N-1$ rows of $V$ are independent over $\mathbb{F}_{r}$. Thus the solution space of (5) has size at most $q$.
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#### Abstract

We adapt Goffin's Algorithm for construction of the LöwnerJohn ellipsoid for a full-dimensional zonotope given by the generator description.


## 1 Introduction

The aim of this paper is twofold.
First, we describe the following algorithm. Let $\varepsilon>0$ be fixed. Given a fulldimensional zonotope $\mathcal{Z} \subseteq \mathbb{R}^{n}$, represented as a set of rational generators, the algorithm constructs an ellipsoidal approximation of $\mathcal{Z}$ satisfying

$$
\begin{equation*}
\mathcal{E}\left(n^{-2} \cdot E, s\right) \subseteq \mathcal{Z} \subseteq \mathcal{E}((1+\varepsilon) \cdot E, s) \tag{1}
\end{equation*}
$$

in time polynomial in the bit-size of the generator description. Here $\mathcal{E}(E, s)$ is the ellipsoid $\left\{x:(x-s)^{\mathrm{T}} E^{-1}(x-s) \leq 1\right\}$, where $E$ is positive definite.

The approximation (II) is called $\varepsilon$-approximate Löwner-John ellipsoid for $\mathcal{Z}$. (The name comes from the well-known Löwner-John Theorem: for every fulldimensional bounded convex set $A \subseteq \mathbb{R}^{n}$, there exists an ellipsoid $\mathcal{E}(E, s)$ satisfying $\mathcal{E}\left(n^{-2} \cdot E, s\right) \subseteq A \subseteq \mathcal{E}(E, s)$.)

Second, we show how possible improvements of the factor $n^{-2}$ in (II) are related to the following problem:

> given a zonotope represented as a set of rational generators and a rational number $\gamma>0$, does $B_{\gamma} \subseteq \mathcal{Z}$ hold?

Here, $B_{\gamma}=\mathcal{E}\left(\gamma^{2} \cdot I, 0\right)$ is the euclidian ball centered at zero with radius $\gamma$. The problem (21) is in co-NP, but we do not have a conjecture whether or not it is co-NP-complete.

We also construct several polynomial-time algorithms for testing geometric properties of zonotopes given by rational generators.

Remark. Well-known Goffin's Algorithm [5], [6] constructs an $\varepsilon$-approximate Löwner-John ellipsoid for a general full-dimensional bounded polyhedron $\mathcal{F}$
given by the facet description $(A, b)$. (The facet description of $\mathcal{F}$ consists of a ma$\operatorname{trix} A$ and a vector $b$ such that $\mathcal{F}=\{x: A x \leq b\}$.) Of course, Goffin's method can be applied to the zonotope $\mathcal{Z}$ as well. The problem is that the conversion of the generator description to the facet description can take superpolynomial time. The reason is that there exist zonotopes with a superpolynomial number of facets compared to the number of generators (2], 10; see also [11]). Hence, if we want to preserve polynomial time in the size of input, which is the bit-size of the generator description, we cannot use Goffin's method directly. We will take the advantage of the fact that a zonotope given by the generator description is a kind of an implicitly defined polyhedron in the sense of 6].

Remark. Zonotopes are centrally symmetric polyhedra. By Jordan's Theorem, every centrally symmetric, full-dimensional bounded convex set $A \subseteq \mathbb{R}^{n}$ can be approximated with a better factor than $n^{-2}$ : we can even achieve $\mathcal{E}\left(n^{-1} \cdot E, s\right)$ $\subseteq A \subseteq \mathcal{E}(E, s)$. But Jordan's Theorem is nonconstructive and does not suggest an algorithmic method. We show that the algorithmic improvement of (II) to the form $\mathcal{E}\left(n^{-1} \cdot E, s\right) \subseteq \mathcal{Z} \subseteq \mathcal{E}((1+\varepsilon) \cdot E, s)$ is related to the complexity of the problem (21).

Remark. The ellipsoidal approximation (11) also gives us polynomial-time computable upper and lower bounds on the volume of $\mathcal{Z}$. Recall that we cannot expect that it would be easy to compute the volume exactly: by [4], exact computation of volume of a zonotope is a $\# \boldsymbol{P}$-hard problem.

Remark. Some applications of zonotopes and their approximations can be found in [3], 7], 8].

## 2 Basic Definitions and the Main Theorem

Let $A \subseteq \mathbb{R}^{n}$ be a set and $x \in \mathbb{R}^{n}$. We define $A \oplus x:=$ convexhull $\{A \cup(A+x)\}$, where $A+x=\{a+x: a \in A\}$. The operation $\oplus$ can be seen as a special case of the Minkowski sum. A zonotope $\mathcal{Z}:=\mathcal{Z}\left(s ; g_{1}, \ldots, g_{m}\right)$ is the set $\{s\} \oplus g_{1} \oplus \cdots \oplus g_{m}$. The vectors $g_{1}, \ldots, g_{m}$ are called generators and the vector $s$ is called shift. The $(m+1)$-tuple $\left(s, g_{1}, \ldots, g_{m}\right)$ is called generator description of $\mathcal{Z}$. If the vectors $s, g_{1}, \ldots, g_{m}$ are rational, we define the bit-size of (the generator description of) the zonotope $\mathcal{Z}$ as $\operatorname{size}(\mathcal{Z}):=\operatorname{size}(s)+\sum_{i=1}^{m} \operatorname{size}\left(g_{i}\right)$, where $\operatorname{size}(\cdot)$ denotes the bit-size of a rational number/vector/matrix.

Our aim is to prove:
Theorem 1. For each $\varepsilon>0$ there is a polynomial-time algorithm that computes the ع-approximate Löwner-John ellipsoid (1)) for a given full-dimensional zonotope represented by a rational generator description.

## 3 Some Properties of Zonotopes

Let a full-dimensional zonotope $\mathcal{Z}=\mathcal{Z}\left(s ; g_{1}, \ldots, g_{m}\right)$ be given. Let $\partial \mathcal{Z}$ denote the boundary of $\mathcal{Z}$.

The zonotope $\mathcal{Z}$ is a centrally symmetric set; its center is $\mathcal{Z}^{c}:=s+\frac{1}{2} \sum_{i=1}^{m} g_{i}$. Without loss of generality we can assume that (a) $\mathcal{Z}^{c}=0$, and (b) if $g$ is a generator, then also $-g$ is a generator. Using (b), the sequence $g_{1}, \ldots, g_{m}$ can be ordered into the form $g_{1}, \ldots, g_{m / 2},-g_{1}, \ldots,-g_{m / 2}$. Then we can state the following lemma.

Lemma 1. The matrix $G:=\left(g_{1}, \ldots, g_{m / 2}\right)$ satisfies $\mathcal{Z}=\{G \alpha:-1 \leq \alpha \leq 1$, $\left.\alpha \in \mathbb{R}^{m / 2}\right\}$.

Let $F$ be a $k$-dimensional face of $\mathcal{Z}$ and let $A$ be its affine hull. A set of linearly independent generators $g_{1}^{\prime}, \ldots, g_{k}^{\prime}$ which form a basis of $A$ is called basis of the facet $F$. We define $\operatorname{bas}(F):=\left\{g_{1}^{\prime}, \ldots, g_{k}^{\prime}\right\}$.
Remark. The basis need not be unique. Whenever we talk about bas $(F)$, we mean that $\operatorname{bas}(F)$ is some basis from set of all bases. It will be apparent that it is not important which particular basis is chosen if more bases exist.

Given a point $x \in \mathcal{Z}$, we define the degree of $x$ as $\operatorname{deg}(x):=\min \{\operatorname{dim}(F)$ : $F$ is a face of $\mathcal{Z}$ containing $x\}$. The face $F$, for which the minimum is attained, is denoted as $\mathcal{F}(x)$.

Theorem 2. Let $\mathcal{Z}$ denote a zonotope given by a rational generator description and let $x$ denote a rational vector.
(a) The relation $x \in \mathcal{Z}$ is polynomial-time decidable.
(b) The relation $x \in \partial \mathcal{Z}$ is polynomial-time decidable.
(c) The number $\operatorname{deg}(x)$ is polynomial-time computable.
(d) The set $\operatorname{bas}(\mathcal{F}(x))$ is polynomial-time computable.

Corollary 1. Let $x \in \mathcal{Z}$ be a point of degree $\leq n-1$. Then, a point $x^{*}$ with the following property can be found in polynomial time: there is a facet $F$ such that $\left\{x, x^{*}\right\} \subseteq F$ and $x^{*}$ is in the interior of $F$.

## 4 Sketch of Goffin's Method

First we sketch the important ingredients of traditional Goffin's method applicable for a bounded full-dimensional polyhedron $\mathcal{P}$ given by the facet description $A x \leq b$. Then, in Section we restate the algorithm for zonotopes. All the propositions stated here can be found in [6], 9].

Goffin's Algorithm is a form of the Ellipsoid Method with shallow cuts. It constructs a finite sequence of ellipsoids $\mathcal{E}\left(E_{0}, s_{0}\right), \mathcal{E}\left(E_{1}, s_{1}\right), \ldots$ of shrinking volume satisfying $\mathcal{P} \subseteq \mathcal{E}\left(E_{i}, s_{i}\right)$ for all $i$.

The work in one iteration is as follows. Let the ellipsoid $\mathcal{E}\left(E_{i}, s_{i}\right) \supseteq \mathcal{P}$ be available; we either terminate or construct $\mathcal{E}\left(E_{i+1}, s_{i+1}\right)$. Instead of $E_{i}, s_{i}$ we write $E, s$ only.

By shift we can assume that $s=0$. We apply the transformation $\Phi: \xi \mapsto$ $E^{-1 / 2} \xi$; under this transformation, the ellipsoid $\mathcal{E}(E, s=0)$ is mapped to the unit ball $B=\mathcal{E}(I, 0)$ and the polyhedron $\mathcal{P}=\{x: A x \leq b\}$ is mapped to the
polyhedron $\mathcal{P}^{\prime}=\left\{x: A^{\prime} x \leq b\right\}$ with $A^{\prime}=A E^{1 / 2}$. We shrink the unit ball $B$ slightly more than by a factor $n$, say by a factor $n \cdot \sqrt{1+\varepsilon}$, where $\varepsilon>0$ is a small number: we set $B^{\prime}:=\mathcal{E}\left(\frac{1}{n^{2}(1+\varepsilon)} I, 0\right)$. We test whether

$$
\begin{equation*}
B^{\prime} \subseteq \mathcal{P}^{\prime} \tag{3}
\end{equation*}
$$

If the answer is positive, then we terminate - we have found an approximate Löwner-John ellipsoid.

The test (33) can be performed easily. We know the facet description $\left(A^{\prime}, b\right)$; say that $a_{1}^{\mathrm{T}} x \leq b_{1}, \ldots, a_{k}^{\mathrm{T}} x \leq b_{k}$ are the inequalities of the system $A^{\prime} x \leq b$. Assume further that they are normalized in the way that $\left\|a_{1}\right\|=\cdots=\left\|a_{k}\right\|=1$. We test whether the following condition holds:

$$
\begin{equation*}
b_{j} \geq \frac{1}{n \cdot \sqrt{1+\varepsilon}} \text { for all } j=1, \ldots, k \tag{4}
\end{equation*}
$$

If (4I) holds, then the test (31) is successful. If (4) does not hold, there is an index $j_{0}$ such that $b_{j_{0}}<\frac{1}{n \cdot \sqrt{1+\varepsilon}}$. Then we have found a violated inequality $a_{j_{0}}^{\mathrm{T}} x \leq b_{j_{0}}$ of $\mathcal{P}^{\prime}$ which proves that the test (3) fails.

If the test (3) fails, we use the vector $a_{j_{0}}$ for a cut, called $a_{j_{0}}-c u t$ : we construct the smallest-volume ellipsoid $\mathcal{E}^{\prime}=\mathcal{E}\left(E^{\prime}, s^{\prime}\right)$ containing the set $B \cap$ $\left\{x: a_{j_{0}}^{\mathrm{T}} x \leq \frac{1}{n \cdot \sqrt{1+\varepsilon}}\right\}$ and start a new iteration with $\mathcal{E}^{\prime}$.

## 5 The Version for Zonotopes Given by Generator Descriptions

Now we restate Goffin's method for zonotopes given by generator descriptions. Given a zonotope $\mathcal{Z}$, we use the symbol $L$ for the bit-size of its generator description.

### 5.1 An Initial Ellipsoid

We need an initial ellipsoid $\mathcal{E}\left(E_{0}, 0\right) \supseteq \mathcal{Z}$. Using Lemma we can set $\mathcal{E}\left(E_{0}, 0\right):=$ $\mathcal{E}\left(\frac{m}{2} \cdot G G^{\mathrm{T}}, 0\right)$. The expression also shows that the matrix $E_{0}$ can be computed in time polynomial in $L$. And moreover:
Lemma 2. There exists a polynomial $p_{1}$ such that $\operatorname{vol}\left(E_{0}\right) \leq 2^{p_{1}(L)}$.

### 5.2 A Lower Bound on Volume

For a proof of polynomial-time convergence of the algorithm we will need a lower bound on volume of the zonotope $\mathcal{Z}$. As the zonotope $\mathcal{Z}$ is full-dimensional, we can choose $j_{1}, \ldots, j_{n}$ such that the generators $g_{j_{1}}, \ldots, g_{j_{n}}$ are linearly independent. Setting $G:=\left(g_{j_{1}}, \ldots, g_{j_{n}}\right)$ we have $\operatorname{vol}(\mathcal{Z}) \geq|\operatorname{det} G|>0$. As the positive number $|\operatorname{det} G|$ can be computed by a polynomial time algorithm, we have $\operatorname{size}(|\operatorname{det} G|) \leq p_{2}(L)$ with some polynomial $p_{2}$. Hence we have $\operatorname{vol}(\mathcal{Z}) \geq$ $|\operatorname{det} G| \geq 2^{-p_{2}(L)}$.
Lemma 3. There exists a polynomial $p_{2}$ such that $\operatorname{vol}(\mathcal{Z}) \geq 2^{-p_{2}(L)}$.

### 5.3 Parallel Cuts

We take the advantage of the fact that a zonotope is a centrally symmetric body centered at zero. Central symmetry implies that whenever we know that $\mathcal{Z} \subseteq\left\{x: c^{\mathrm{T}} x \leq \gamma\right\}$, then also $\mathcal{Z} \subseteq\left\{x: c^{\mathrm{T}} x \geq-\gamma\right\}$. It follows that we can use parallel cuts. The following lemma on parallel cuts comes from [1]; see also [6], where it has been used for a more general class of centrally symmetric polyhedra.

Lemma 4. Let $c$ be a vector satisfying $\|c\|=1$, let $B=\mathcal{E}(I, 0)$ be the $n$ dimensional unit ball and let $\gamma \in\left(0, \frac{1}{\sqrt{n}}\right)$. The smallest-volume $n$-dimensional ellipsoid containing the set $B \cap\left\{x:-\gamma \leq c^{\mathrm{T}} x \leq \gamma\right\}$ is the ellipsoid $\mathcal{E}(E, 0)$ with $E=\frac{n\left(1-\gamma^{2}\right)}{n-1}\left(I-\frac{1-n \gamma^{2}}{1-\gamma^{2}} \cdot c c^{\mathrm{T}}\right)$. We say that $E$ results from $B$ with a cut $(c, \gamma)$.

Lemma 5. Let $\varepsilon>0$. Then there exists a constant $\kappa_{\varepsilon} \in(0,1)$, depending only on $\varepsilon$, such that the following holds: whenever a vector c satisfying $\|c\|=1$ is given and the ellipsoid $\mathcal{E}(E, 0)$ results from the unit ball $B$ with a cut $\left(c, \gamma:=\frac{1}{\sqrt{n(1+\varepsilon)}}\right)$, then $\operatorname{vol}(E) \leq \kappa_{\varepsilon} \cdot \operatorname{vol}(B)$.

### 5.4 Testing Whether $\mathcal{Z}$ Contains a Ball

The next crucial step is the test (31). In Section 4 we could perform the test (3) in the form (4) using the fact that the facet description of the polyhedron under consideration was available. However, now we cannot lean on that description.

At the moment we cannot design a polynomial-time algorithm for testing whether a given zonotope $\mathcal{Z}$, centered at zero, satisfies $B_{\gamma} \subseteq \mathcal{Z}$, where $B_{\gamma}=$ $\mathcal{E}\left(\gamma^{2} \cdot I, 0\right)$ is a ball with radius $\gamma$.

Problem. Let $T$ be the problem "given a rational generator description of a fulldimensional zonotope $\mathcal{Z}$ centered at zero and a rational number $\gamma>0$, does $B_{\gamma} \subseteq \mathcal{Z}$ hold?". The problem $T$ is in co-NP but we do not have a conjecture whether or not it is co- $\mathbf{N P}$-complete.

If the problem $T$ is computationally hard, it seems to be a serious obstacle. We overcome it for a certain price: we construct a smaller inscribed ellipsoid. With Theorem [2(a) we can use essentially the same trick as in [6]: instead of testing $B_{\gamma} \subseteq \mathcal{Z}$ we test whether

$$
\begin{equation*}
\gamma e_{i} \in \mathcal{Z} \quad \text { for all } i=1, \ldots, n \tag{5}
\end{equation*}
$$

(Here $e_{i}$ is the $i$-th column of the unit matrix.) If the test is successful, by central symmetry we know that all the points $\pm \gamma e_{1}, \ldots, \pm \gamma e_{n}$ are in $\mathcal{Z}$; then also

$$
\begin{equation*}
\mathcal{Z} \supseteq \operatorname{convexhull}\left\{ \pm \gamma e_{i}: i=1, \ldots, n\right\} \supseteq \mathcal{E}\left(\frac{\gamma^{2}}{n}, 0\right) \tag{6}
\end{equation*}
$$

We will perform the test with

$$
\begin{equation*}
\gamma=\frac{1}{\sqrt{n(1+\varepsilon)}} \tag{7}
\end{equation*}
$$

Then: if the test (5) is successful, we have $\mathcal{E}\left(\frac{1}{n^{2}(1+\varepsilon)} I, 0\right) \subseteq \mathcal{Z}$; if the test (51) is unsuccessful, we know an index $j_{0}$ such that $\frac{1}{\sqrt{n(1+\varepsilon)}} \cdot e_{j_{0}} \notin \mathcal{Z}$.

### 5.5 The Separation Procedure

If the test (51) is unsuccessful, we know a point $x_{0}=\frac{1}{\sqrt{n(1+\varepsilon)}} \cdot e_{j_{0}}$ satisfying $x_{0} \notin \mathcal{Z}$. Then we would like to use Lemma ball $B=\mathcal{E}(I, 0)$ with some suitable $a$ and with $\gamma$ defined by (7). In Section $\square^{4}$ we selected $a$ as the normal vector of the found violated inequality - but this is not possible here because the facet description of $\mathcal{Z}$ is not available.

We will construct a separator $a$ of $x_{0}$ from $\mathcal{Z}$, which will be used the for the ( $a, \gamma$ )-cut.

Let $G$ be the matrix from Lemma Recall that we assume that the zonotope $\mathcal{Z}$ is centered at zero.

Step 1. We set $\beta^{*}:=\max \left\{\beta \in \mathbb{R}: \beta x_{0}=G \alpha,-1 \leq \alpha \leq 1\right\}$ (using linear programming). It follows that $x^{*}:=\beta^{*} x_{0} \in \partial \mathcal{Z}$; hence, $\operatorname{deg}\left(x^{*}\right) \leq n-1$.
Step 2. If $\operatorname{deg}\left(x^{*}\right)<n-1$, we replace $x^{*}$ by a point of degree $n-1$ using Corollary [1,
Step 3. We know that $\operatorname{deg}\left(x^{*}\right)=n-1$. Hence we have $\left|\operatorname{bas}\left(\mathcal{F}\left(x^{*}\right)\right)\right|=n-1$. We compute $\left\{h_{1}, \ldots, h_{n-1}\right\}=\operatorname{bas}\left(\mathcal{F}\left(x^{*}\right)\right)$. Observe that $\left\{x^{*}+\sum_{i=1}^{n-1} \lambda_{i} h_{i}\right.$ : $\left.\lambda_{1}, \ldots, \lambda_{n-1} \in \mathbb{R}\right\}$ is a hyperplane separating $x_{0}$ from $\mathcal{Z}$.
Step 4. We find a vector orthogonal to $h_{1}, \ldots, h_{n-1}$ : we set $H:=\left(h_{1}, \ldots, h_{n-1}\right)$ and define $a_{0}:=\left(I-H\left(H^{\mathrm{T}} H\right)^{-1} H^{\mathrm{T}}\right) x_{0}$. The vector $a:=\frac{a_{0}}{\left\|a_{0}\right\|}$ is the output of the procedure.

By the theory of Section 31 all tests and operations can be performed in polynomial time.

### 5.6 The Algorithm

Let $\varepsilon>0$ be fixed. Let a generator description of a full-dimensional zonotope $\mathcal{Z}$ be given. (Observe that an incorrect input - a zonotope which is not fulldimensional - can be easily detected. It suffices to test that the generators span $\mathbb{R}^{n}$.)

At the beginning, we choose the initial ellipsoid $\mathcal{E}\left(E_{0}, 0\right) \supseteq \mathcal{Z}$ as described in Section 5.1$]$

Let us describe the work in one iteration. We have $\mathcal{E}\left(E_{i}, 0\right) \supseteq \mathcal{Z}$ from the previous iteration; we will construct $E_{i+1}$. We apply the mapping $\Phi: \xi \mapsto E_{i}^{-1 / 2}$ under which the ellipsoid $\mathcal{E}\left(E_{i}, 0\right)$ is projected to the unit ball $\mathcal{E}(I, 0)$ and the zonotope $\mathcal{Z}$ generated by $g_{1}, \ldots, g_{m}$ is projected to a zonotope $\mathcal{Z}^{\prime}$ generated by $\Phi\left(g_{1}\right), \ldots, \Phi\left(g_{m}\right)$.

We set $\gamma:=\frac{1}{\sqrt{n(1+\varepsilon)}}$ and we perform the test (515) with $\gamma$ and $\mathcal{Z}^{\prime}$. If the test passes, we can finish - by (6) we know that $\mathcal{E}\left(\frac{1}{n^{2}(1+\varepsilon)} I, 0\right) \subseteq \mathcal{Z}^{\prime} \subseteq \mathcal{E}(I, 0)$, and hence $\mathcal{E}\left(\frac{1}{n^{2}(1+\varepsilon)} E_{i}, 0\right) \subseteq \mathcal{Z} \subseteq \mathcal{E}\left(E_{i}, 0\right)$. It follows that $\mathcal{E}\left(\frac{1}{1+\varepsilon} E_{i}, 0\right)$ is the $\varepsilon$-approximate Löwner-John ellipsoid for $\mathcal{Z}$.

If the test (51) with $\gamma$ and $\mathcal{Z}^{\prime}$ fails, we determine the vector $a$ using the separation algorithm of Section 5.5 and perform a cut $(a, \gamma)$ using Lemma We get a matrix $E$ from the lemma. We set $E_{i+1}:=\Phi^{-1}(E)$ and the iteration is finished.
Convergence. Recall that $L=\operatorname{size}(\mathcal{Z})$. It is easy to show that the algorithm terminates after no more than $N:=-\frac{1}{\log _{2} \kappa_{\varepsilon}} \cdot\left[1+p_{1}(L)+p_{2}(L)\right]=\operatorname{poly}(L)$ iterations, where $p_{1}$ is the polynomial of Lemma 2] $p_{2}$ is the polynomial of Lemma 3 and $\kappa_{\varepsilon}$ is the constant of Lemma (By Lemma 5 we know that the volumes of the ellipsoids $\mathcal{E}\left(E_{i}, 0\right)$ are decreasing exponentially fast, and if the algorithm does not terminate in $N$ iterations, we get an ellipsoid $\mathcal{E}\left(E_{N}, 0\right) \supseteq \mathcal{Z}$ with volume $<2^{-p_{2}(L)}$, which contradicts Lemma 3])

## 6 Conclusion

The basic question is whether the statement of Theorem can be improved. In (6) we have lost the factor $n^{-1}$ (or, in terms of lengths of semiaxes, a factor $n^{-1 / 2}$ ) not being able to test whether a zonotope contains a ball. If that test could be implemented, then we could strengthen the theorem and find an ellipsoid satisfying $\mathcal{E}\left(n^{-1} \cdot E, 0\right) \subseteq \mathcal{Z} \subseteq \mathcal{E}((1+\varepsilon) \cdot E, 0)$. Even if the test could not be implemented, it would be challenging to try to adapt the algorithm for finding an approximation $\mathcal{E}\left(n^{-\lambda} \cdot E, 0\right) \subseteq \mathcal{Z} \subseteq \mathcal{E}((1+\varepsilon) \cdot E, 0)$ with some $\lambda \in(1,2)$.
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#### Abstract

We study a combinatorial problem arising from the microarrays synthesis. The objective of the BMP is to place a set of sequences in the array and to find an embedding of these sequences into a common supersequence such that the sum of the "border length" is minimized. A variant of the problem, called P-BMP, is that the placement is given and the concern is simply to find the embedding.

Approximation algorithms have been proposed for the problem [21] but it is unknown whether the problem is NP-hard or not. In this paper, we give a comprehensive study of different variations of BMP by presenting NP-hardness proofs and improved approximation algorithms. We show that P-BMP, 1D-BMP, and BMP are all NP-hard. In contrast with the result in [21] that 1D-P-BMP is polynomial time solvable, the interesting implications include (i) the array dimension (1D or 2D) differentiates the complexity of P-BMP; (ii) for 1D array, whether placement is given differentiates the complexity of BMP; (iii) BMP is NP-hard regardless of the dimension of the array. Another contribution of the paper is improving the approximation for BMP from $O\left(n^{1 / 2} \log ^{2} n\right)$ to $O\left(n^{1 / 4} \log ^{2} n\right)$, where $n$ is the total number of sequences.


## 1 Introduction

In this paper, we study an optimization problem called (asynchronous) border minimization problem (BMP), arising from a biological problem of microarray synthesis. We first describe the BMP (formal definition is given in Section (2) and then explain its relation with the biological problem. The input is a set of sequences $\mathcal{S}=\left\{s_{1}, s_{2}, \cdots, s_{n}\right\}$. We want to find a common supersequence $D$ of $\mathcal{S}$ and an embedding $\varepsilon_{i}$ for each sequence $s_{i}$ into $D$, where $\varepsilon_{i}$ is obtained by inserting spaces into $s_{i}$ up to length $|D|$ with a constraint that the $j$-th position of $\varepsilon_{i}$ is either the character at the $j$-th position of $D$ or a space. The border length of $s_{i}$ with respect to $s_{j}$ is the number of non-space positions of $\varepsilon_{i}$ that are different from $\varepsilon_{j}$. We then have to "place" the sequences into a $\sqrt{n} \times \sqrt{n}$ array such that the total border length is minimized (the total border length is the
sum of the border length between every two sequences that are neighbors in the array). We study the complexity of BMP and give an approximation algorithm.

Motivation. DNA and peptide microarrays [7, 12] are important research tools used in gene discovery, multi-virus discovery, disease and cancer diagnosis. Apart from measuring the amount of gene expression [27], microarrays are an efficient tool for making a qualitative statement about the presence or absence of biological target sequences in a sample, e.g., peptide microarrays are used for detecting tumor biomarkers [6, 23, 29]. Microarray design raises a number of challenging combinatorial problems, such as probe selection [15, 22, 28, deposition sequence design [18, 24] and probe placement and synthesis [3-5, 14, 16, 17.

A microarray is a plastic or glass slide consisting of thousands of sequences called probes. The synthesis process [11] consists of two components: probe placement and probe embedding. In the probe placement the goal is to place each probe to a unique array cell. In the probe embedding we want to find a common supersequence of all sequences, called the deposition sequence, and a sequence of 2D arrays, called masks. The cells of a mask can be either opaque or transparent allowing the deposition of the character associated with the mask. For any cell, concatenating the characters for which the cell is transparent has to be the same as the probe in that cell of the microarray. See Figure 1(a) for an example. The embedding of a probe placed in a cell $c$ is a sequence in which the $i$ th character is "-" if cell $c$ is opaque in the $i$ th mask, or the $i$ th character of the deposition sequence if transparent (Figure 1(b).

Due to diffraction, the cells on the border between the masked and the unmasked regions are often subject to unintended illumination [11], and can compromise experimental results. As the microarray chip is expensive to synthesize, unintended illumination should be minimized. The magnitude of unintended illumination can be measured by the border length of the masks used, which is the number of borders shared between masked and unmasked regions, e.g., in Figure 1(a), the border length of $\mathcal{M}_{1}, \mathcal{M}_{3}, \mathcal{M}_{4}$ is 2 and $\mathcal{M}_{2}$ is 4 .

A synchronous variant of the problem was first studied [14] in which each deposition character can only be deposited to the $i$-th position of the probe sequences. Once the placement is fixed, the border length is unique and is proportional to the Hamming distance of neighboring probes. Thus the only problem is the placement of the probes. The synchronous version is NP-hard [19], $O(\sqrt{n})$-approximable [20] and there are also some experimental results 44 16, 17].

Previous Work on Asynchronous BMP. The Asynchronous Border Minimization Problem (BMP) was introduced by Kahng et al. [16]. The problem appears to be difficult as they studied a special case in which the deposition sequence is given and the embeddings of all but one probes are known. A polynomial time dynamic programming algorithm was proposed to compute the optimal embedding of this single probe. This algorithm is used as the basis for several heuristics [3-5, 16, 17] that are shown experimentally to reduce unintended illumination. The dynamic programming [16] computes the optimal embedding of a single probe in time $O(\ell|D|)$, where $\ell$ is the length of a probe and $D$ is


Fig. 1. (a) Asynchronous synthesis of a $2 \times 2$ microarray. The deposition sequence $D=$ CTAC corresponds to four masks $\mathcal{M}_{1}, \mathcal{M}_{2}, \mathcal{M}_{3}$, and $\mathcal{M}_{4}$. The corresponding embeddings are $--\mathrm{AC},-\mathrm{TA}-$, $\mathrm{CT}--$, and $\mathrm{C}-\mathrm{A}-$. The masked regions are shaded. The borders between the masked and unmasked regions are represented by bold lines. (b) Different embeddings of probe $p=\mathrm{CT}$ into deposition sequence $D=(\mathrm{ACGT})^{2}$.
the deposition sequence. The algorithm can be extended to an exponential time algorithm to find the optimal embedding of all $n$ probes in $O\left(2^{n} \ell^{n}|D|\right)$ time.

To find both the placement and the embedding, Li et al. [21] proposed the first randomized approximation algorithm with approximation ratio $O\left(\sqrt{n} \log ^{2} n\right)$, based on their $O\left(\log ^{2} n\right)$-approximation when placement is given. On a one-dimensional array, they improved the approximation ratio to $3 / 2$. If the placement is given, the one-dimensional problem can be solved optimally in polynomial time. It is however unknown whether the general problem is NPHard or not. This leaves several open questions. Let us denote by P-BMP the problem with placement already given.

- So far, only approximation algorithms for BMP have been proposed. An open question is whether BMP is NP-Hard.
- P-BMP problem on 1D array can be solved optimally in polynomial time [21] while approximation algorithms and exponential time optimal algorithms have been proposed on 2D array. Two related questions are: Is 1D-BMP NP-Hard? Is P-BMP on 2D array NP-Hard?
- Is it possible to improve the approximation algorithms for BMP or P-BMP?

Our Contributions. We give a comprehensive study of different variations of the asynchronous border minimization problem. We answer the above questions affirmatively by giving several NP-Hardness proofs and better approximation algorithms. Our contributions are listed below (see Table 1 also):

1. For P-BMP, we show that the Shortest Common Supersequence problem [25] can be reduced to P-BMP, implying that P-BMP is NP-Hard.
This means that the dimension differentiates the complexity of P-BMP as we have seen in [21] that 1D-P-BMP is polynomial time solvable.
2. For 1D-BMP (placement not given), we give a reduction from the Hamming Traveling Salesman Problem [8], implying the NP-Hardness of 1D-BMP. This result implies that when the array is one dimensional, whether placement is given differentiates the complexity of BMP (as 1D-P-BMP is polynomial time solvable [21]).

Table 1. Results on BMP and P-BMP. Results in this paper are marked with an *.

| Setting | 2D | 1D |
| :---: | :---: | :---: |
| BMP | NP-Hard | NP-Hard $^{*}$ |
|  | $O\left(n^{1 / 4} \log n\right)$-approximate | $\frac{3}{2}$-approximate [21] |
| P-BMP | NP-Hard | polynomial time solvable [21] |
|  | $O(\log n)$-approximate ${ }^{*}$ |  |

3. We then show that 1D-BMP can be reduced to BMP, i.e. BMP is NP-Hard. This means that BMP is NP-Hard regardless of the dimension of the array.
4. We observe that the randomized approximation ratio for P-BMP can be improved from $O\left(\log ^{2} n\right)$ to $O(\log n)$. More interestingly, we improve the ratio for BMP from $O\left(n^{\frac{1}{2}} \log ^{2} n\right)$ to $O\left(n^{\frac{1}{4}} \log ^{2} n\right)$.
We note that the reductions for (II) and (21) work for constant alphabet size. An interesting implication of (II) is that with placement already given, the synchronous problem [14] is trivial as the border length equals the Hamming distance. Nevertheless, the asynchronous problem is NP-hard. This indicates that the difficulty of the asynchronous problem is due to both the asynchronicity and the need to find a placement. Furthermore, our approximation algorithm also gives a $O\left(n^{\frac{1}{4}}\right)$ approximation for the synchronous problem.

Technically speaking, the results for (11) and (4) are more challenging. The reduction for the NP-hardness proof of P-BMP proves that the Shortest Common Supersequence problem on binary alphabets can be solved with polynomially many calls to P-BMP. As for the approximation algorithm for BMP, we continue to use the observation in [21] that if we can find a good placement, then we can find a good embedding. Our improvement stems from a better placement, by defining a metric and using the randomized algorithm in 9 for "embedding" the metric into a tree distribution. This is a crucial step, since in this way we can control both the border length on the rows and the border length on the columns. An idea is to use an embedding in other metrics (e.g. Euclidean), but it is not at all clear how this can yield a better approximation algorithm.

Organization of the Paper. Section 2 gives definitions and preliminaries. Sections 3 and 4 give the hardness results for P-BMP and BMP, respectively. Section [5 discusses approximation for BMP. We conclude in Section 6]

## 2 Preliminaries

We give the definition of the abstracted problem. We are given a set of $n$ sequences $\mathcal{S}=\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$ to be placed on a $\sqrt{n} \times \sqrt{n}$ array, where $\sqrt{n}$ is an integer. We denote the $t$-th character of a sequence $s_{i}$ by $s_{i}[t]$. Two cells in the array $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ are said to be neighbors if $\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right|=1$, i.e., they are on the left/right/top/bottom of each other (diagonal cells are not neighbors). For each cell $v$, we denote the set of neighbors of $v$ by $\mathcal{N}(v)$.

Deposition Sequence, Placement and Embedding. A placement of $\mathcal{S}$ is a bijective function $\phi$ that maps each sequence to a unique cell in the array. A deposition sequence $D$ is a common supersequence of the sequences in $\mathcal{S}$. An embedding of $\mathcal{S}$ into $D$ is denoted by $\varepsilon=\left\{\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{n}\right\}$, where $\varepsilon_{i}$ is a length$|D|$ sequence such that (1) $\varepsilon_{i}[t]$ is either $D[t]$ or a space " - "; and (2) removing all spaces from $\varepsilon_{i}$ gives $s_{i}$. For example, there are four possible embeddings of the sequence ACT into the deposition sequence ACGTACGT: AC-T---- , $\mathrm{AC}-----\mathrm{T}, \mathrm{A}----\mathrm{C}-\mathrm{T}$, and $----\mathrm{AC}-\mathrm{T}$.

The border length of $s_{i}$ with respect to $s_{j}$, denoted by $\operatorname{border}_{\varepsilon}\left(s_{i}, s_{j}\right)$, is the number of non-space positions $p$ 's of $\varepsilon_{i}$ that are different from $\varepsilon_{j}$, i.e., (i) $\varepsilon_{i}[p] \neq{ }^{\prime}-^{\prime}$, and (ii) $\varepsilon_{i}[p] \neq \varepsilon_{j}[p]$. Condition (ii) means that $\varepsilon_{j}[p]={ }^{\prime}-$ '. Note that $\operatorname{border}_{\varepsilon}\left(s_{i}, s_{j}\right) \neq \operatorname{border}_{\varepsilon}\left(s_{j}, s_{i}\right)$.

Border Length and BMP. The border length of a placement $\phi$ and an embedding $\varepsilon$ is defined as the sum of borders over all pairs of probe sequences

$$
\begin{equation*}
\operatorname{BL}(\phi, \varepsilon)=\sum_{\substack{s_{i}, s_{j}: \\ \phi\left(s_{j}\right) \in \mathcal{N}\left(\phi\left(s_{i}\right)\right)}} \operatorname{border}_{\varepsilon}\left(s_{i}, s_{j}\right) \tag{1}
\end{equation*}
$$

The BMP is to find a placement $\phi$ and an embedding $\varepsilon$ that minimizes $\mathrm{BL}(\phi, \varepsilon)$. When the placement is given, we call the problem P-BMP. We also consider the BMP when the array is one dimensional, named 1D-BMP.

WMSA and MRCT. As shown in [21], P-BMP can be reduced to the weighted multiple sequence alignment problem (WMSA), which in turn can be reduced to the minimum routing cost tree problem (MRCT). In WMSA [2, 10, 13, 26], we are given $k$ sequences $\mathcal{S}=\left\{s_{1}, s_{2}, \cdots, s_{k}\right\}$. An alignment is $\mathcal{S}^{\prime}=\left\{s_{1}^{\prime}, s_{2}^{\prime}, \cdots, s_{k}^{\prime}\right\}$ such that all $s_{i}^{\prime}$ have the same length and $s_{i}^{\prime}$ is formed by inserting spaces into $s_{i}$. The problem is to minimize the weighted sum-of-pair score. In MRCT [1], we are given a graph with weighted edges. In a spanning tree, the routing cost between two vertices is the sum of weights of the edges on the unique path between the two vertices in the spanning tree. The MRCT problem is to find a spanning tree with minimum routing cost, which is defined as the sum of routing cost between every pair of two vertices. The reduction results in [21] imply the following lemma.

Lemma 1 ([21]). A c-approximation for MRCT implies a c-approximation for P-BMP.

It is stated in [21] that Bartal's algorithm [1] finds a routing spanning tree by embedding a metric space into a distribution of trees with expected distortion $O\left(\log ^{2} n\right)$, implying MRCT is $O\left(\log ^{2} n\right)$-approximable [1]. Meanwhile, the ratio is improved to $O(\log n)$ by Fakcharoenphol, Rao and Talwar 9. With Lemma we have the following corollary. (Notice that we use the term embedding in two contexts, probe embedding refers to finding the deposition sequence while embedding a metric to trees is to obtain an approximation. This should be clear from the context and should not cause confusion.)

Corollary 1. There is a randomized algorithm that is $O(\log n)$-approximate for the P-BMP.

## 3 P-BMP: Finding Embedding When Placement Is Given

We give a reduction from the Shortest Common Supersequence (SCS) to the P-BMP.

Shortest Common Supersequence Problem. Given $n$ sequences of characters, a common supersequence is a sequence containing all $n$ sequences as subsequences. The Shortest Common Supersequence problem is to find a minimum-length common supersequence.

The reduction is from the SCS problem over binary alphabets, which is known to be NP-Hard [25]. Suppose that the binary alphabet is $\{0,1\}$. Consider an instance of the SCS problem with a set $\mathcal{S}$ of $k$ binary strings $s_{1}, \cdots, s_{k}$. Let $\ell_{i}$ be the length of $s_{i}, \ell=\max _{1 \leq i \leq k} \ell_{i}$ and $L=\sum_{1 \leq i \leq k} \ell_{i}$. For any $1 \leq p, q \leq \ell$, we define an instance of P-BMP, denoted by $I(p, q)$. Às we show later, a shortest common supersequence can be found by computing the optimal solutions for a polynomial number of instances $I(p, q)$.

The Input $\boldsymbol{I}(\boldsymbol{p}, \boldsymbol{q})$. We construct a $(2 k+1) \times(2 k+1)$ array. The probe sequences are over the alphabet $\{0,1, \$\}$, where $\$$ is a character different from 0 or 1 . (Tables (a) and (b) show examples of $I(3,3)$ and $I(1,1)$, respectively.)

- Except for row $2-4$, each cell of rows $1,5,6,7,8, \cdots,(2 k+1)$ of the array contains the string " $\$$ ". We call these rows dummy-rows.
- All the cells of row 2 contain the same string " $0^{p "}$. We call this row all-0-row.
- All the cells of row 4 contain the same string " 1 ". We call this row all-1-row.
- Row 3 contains $s_{1}, s_{2}, \cdots, s_{k}$ in alternate cells, and the rest of the cells contain the string " $\$$ ", precisely, row 3 contains " $\$$ ", $s_{1}$, " $\$$ ", $s_{2}$, " ", $\cdots$, " $\$$ ", $s_{k}$, " $\$$ ". We call this row seq-row.

Table 2. $s_{1}=" 010 ", s_{2}=" 100 ", s_{3}=" 00 "$. (a) The supersequence $D=" 010011 "$ is an optimal deposition sequence for $I(3,3)$. Ignoring the mask for the dummy strings " $\$$ ", the optimal border length equals $2\left(p^{*}+q^{*}\right)(2 k+1)+2 L=100$, where $p^{*}=$ $q^{*}=k=3$ and $L=8$. (b) The shortest common supersequence $D=" 0100 "$ is an optimal deposition for $I(1,1)$. The optimal border length equals to $(2 \times 7+2 \times 7+$ $2 \times 3+2 \times 2$ ) $+2 \times 8=54$ (the first four terms refer to border length with top and bottom boundaries and the last term with left and right). On the other hand, $2\left(p^{*}+q^{*}\right)(2 k+1)+2 L=44<54$, where $p^{*}=q^{*}=1, k=3$ and $L=8$.
(a)

| $\$$ | $\$$ | $\$$ | $\$$ | $\$$ | $\$$ | $\$$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 000 | 000 | 000 | 000 | 000 | 000 | 000 |
| $\$$ | 010 | $\$$ | 100 | $\$$ | 00 | $\$$ |
| 111 | 111 | 111 | 111 | 111 | 111 | 111 |
| $\$$ | $\$$ | $\$$ | $\$$ | $\$$ | $\$$ | $\$$ |
| $\$$ | $\$$ | $\$$ | $\$$ | $\$$ | $\$$ | $\$$ |
| $\$$ | $\$$ | $\$$ | $\$$ | $\$$ | $\$$ | $\$$ |


| $\$$ | $\$$ | $\$$ | $\$$ | $\$$ | $\$$ | $\$$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\$$ | 010 | $\$$ | 100 | $\$$ | 00 | $\$$ |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $\$$ | $\$$ | $\$$ | $\$$ | $\$$ | $\$$ | $\$$ |
| $\$$ | $\$$ | $\$$ | $\$$ | $\$$ | $\$$ | $\$$ |
| $\$$ | $\$$ | $\$$ | $\$$ | $\$$ | $\$$ | $\$$ |

Common Supersequence and Deposition Sequence. Given an instance $I(p, q)$, we need at least one mask for the dummy strings " $\$$ ", and the best is to use precisely one mask, say $\mathcal{M}_{\$}$ for all these strings. We compute the border length induced by $\mathcal{M}_{\S}$. Row 1 (dummy-row) incurs a border length of $2 k+1$ on the bottom boundary with all-0-row, and row 5 (dummy-row) incurs $2 k+1$ on the top boundary with all-1-row. For seq-row, the border length on top boundary with all-0-row is $k+1$, on bottom boundary with all-1-row is also $k+1$, and within the seq-row on the left and right boundaries is $2 k$. Therefore, the border length of $\mathcal{M}_{\$}$ is $4(2 k+1)$. The total border length for $I(p, q)$ equals to the border length of $\mathcal{M}_{\$}$ plus that of the remaining deposition sequence, which in turn is related to a common supersequence of the sequences in $\mathcal{S}$. Since the border length of $\mathcal{M}_{\$}$ is present in all embeddings, we ignore this quantity when we discuss the border length for $I(p, q)$. Lemma 2 states a relationship between a common supersequence and an embedding of the probe sequences. Table [2(a) gives an example.

Lemma 2. If $D$ is a common supersequence of the sequences in $\mathcal{S}$ and the number of 0 's and 1 's in $D$ is $p^{*}$ and $q^{*}$, respectively, then $D$ is an optimal deposition sequence for $I\left(p^{*}, q^{*}\right)$ and the resulting optimal embedding has a border length of $2\left(p^{*}+q^{*}\right)(2 k+1)+2 L$.

Proof (Sketch). First of all, it is not difficult to observe that $D$ is a deposition sequence for $I\left(p^{*}, q^{*}\right)$ since it is a common supersequence and has the same number of 0's and 1's in the all-0-row and all-1-row of the array in $I\left(p^{*}, q^{*}\right)$, respectively. Notice that $p^{*}$ is at least the number of 0 's in each of $s_{i}$ and similarly $q^{*}$ is at least the number of 1 's. By examining each row, one can show that the total border length equals $2\left(p^{*}+q^{*}\right)(2 k+1)+2 L$.

We then argue that this is the minimum border length for $I\left(p^{*}, q^{*}\right)$. In any deposition sequence, the number of 0 's and 1 's is at least $p^{*}$ and $q^{*}$, respectively. Therefore, the all-0-row and the cells with ' 0 ' on the seq-row together incur a border length of at least $2 p^{*}(2 k+1)$, and similarly, the all-1-row and the cells with ' 1 ' on the seq-row incur at least $2 q^{*}(2 k+1)$. The cell on the seq-row incurs $2 L$ with the left and right boundaries. Therefore, no matter how we deposit characters, the total border length is at least $2\left(p^{*}+q^{*}\right)(2 k+1)+2 L$.

Lemma 2 implies that if $p+q$ is large enough, we have a formula for the optimal border length of the instance $I(p, q)$ in terms of $p, q$, and $L$. The following lemma considers the situation when $p+q$ is small. Table 2(b) gives an example. Due to space limit, we leave the proof in the full paper.

Lemma 3. If $D$ is a shortest common supersequence of the sequences in $\mathcal{S}$ and the number of 0 's and 1's in $D$ is $p^{*}$ and $q^{*}$, respectively, then for any $p_{1}, q_{1}$ such that $p_{1}+q_{1}<p^{*}+q^{*}$, the optimal embedding for $I\left(p_{1}, q_{1}\right)$ has a border length greater than $2\left(p_{1}+q_{1}\right)(2 k+1)+2 L$.

Using Lemmas 2 and 3, we can find the optimal solution for SCS from optimal solutions for P-BMP as follows. For all pairs of $1 \leq p \leq \ell$ and $1 \leq q \leq \ell$, we find
the optimal solution to $I(p, q)$. If the border length of the optimal solution equals to $2(p+q)(2 k+1)+2 L$, then there is a common supersequence of length $p+q$. Among all such pairs of $p$ and $q$, those with the minimum $p+q$ correspond to shortest common supersequences. Notice that there polynomially many, precisely $\ell^{2}$, pairs of $p$ and $q$ to be checked. We then have the following theorem.

Theorem 1. The P-BMP is NP-Hard.

## 4 BMP: Finding Placement and Embedding

### 4.1 1D-BMP: BMP on a 1D Array

The Hamming TSP. The input consists of a set of strings $s_{1}, s_{2}, \ldots s_{n}$ over the alphabet $\{0,1\}$. We denote by $\operatorname{ham}\left(s_{1}, s_{2}\right)$ the Hamming distance between $s_{1}$ and $s_{2}$ (i.e. the number of positions on which $s_{1}$ and $s_{2}$ differ). The goal is to find a permutation (we also call this permutation a tour) $\pi:\{1,2, \ldots, n\} \rightarrow$ $\{1,2, \ldots, n\}$ such that the sum $\sum_{i=1}^{n-1} \operatorname{ham}\left(s_{\pi(i)}, s_{\pi(i+1)}\right)$ is minimized. Ernvall et al. prove that the Hamming TSP problem is NP-Hard [8].
Reduction. Consider a Hamming TSP instance with $n$ binary strings $s_{1}, \ldots s_{n}$. We construct an instance of 1D-BMP with $n$ sequences to be placed on an array of size $1 \times n$. We now define the alphabet $\Sigma$ and the probe sequences $S$.

1. Alphabet: $\Sigma=\{0,1, \$\}$, where $\$$ is a special character serving as a delimiter.
2. Probe sequences: for each string $s=x_{1} x_{2} \ldots x_{k}$ in the Hamming TSP instance, where $x_{i} \in\{0,1\}$, we construct the probe sequence $s^{\prime}=x_{1} \$^{2 n \ell} x_{2} \$^{2 n \ell}$ $\ldots \$^{2 n \ell} x_{k}$, where $\ell$ is the length of the longest string $s_{i}$.

Theorem 2. The 1D-BMP is NP-Hard if the size of the alphabet is at least 3 .

### 4.2 BMP on 2D Array

In this section, we reduce the BMP on an $1 \times n$ array to BMP on an $n \times n$ array. This implies that the BMP is NP-Hard. Consider an instance $I_{1}$ for the 1D-BMP where there are $n$ sequences $s_{1}, s_{2}, \cdots, s_{n}$ over an alphabet $\Sigma$, and the length of $s_{i}$ is $\ell_{i}$. Let $\ell=\max _{1 \leq i \leq n} \ell_{i}$ and let $k>\ell$ be a large integer to be determined later. We construct an instance $I_{2}$ for BMP which contains two types of sequences on the alphabet $\Sigma^{\prime}=\Sigma \cup\left\{x_{1}, x_{2}, \cdots, x_{n}\right\} \cup\{\$\}$, namely, the given sequence and the dummy sequence.

- Dummy sequences: we create $n^{2}-n$ dummy sequences each containing one character $\$$.
- Given sequences: for each $s_{i}$, we create a length $k$ sequence $x_{i}^{k-\ell_{i}} \cdot s_{i}$.

We claim that the best way is to put the given sequences on the top row. The optimal solution for $I_{1}$ would give an optimal solution for $I_{2}$ and vice versa. Due to space limit, we leave the proof to the full paper.

Theorem 3. The (two-dimensional) BMP is NP-Hard.

## 5 A $O\left(n^{\frac{1}{4}} \log ^{2} n\right)$ Approximation Algorithm for the BMP

In this section we present a $O\left(n^{\frac{1}{4}} \log ^{2} n\right)$ randomized approximation algorithm for the BMP, improving the previous $O\left(n^{\frac{1}{2}} \log ^{2} n\right)$ approximation. As mentioned in Corollary (Section [2), there is a $O(\log n)$ approximation for the P-BMP in which the placement of the sequences is given. Therefore, to obtain an approximation for the BMP, it suffices to find a "good" placement of the sequences.

The intuitive ideas of our approximation algorithm are as follows. We first define a distance function $d\left(s_{i}, s_{j}\right)$ for any pair of sequences $s_{i}$ and $s_{j}$, and this gives a lower bound on $\operatorname{border}\left(s_{i}, s_{j}\right)+\operatorname{border}\left(s_{j}, s_{i}\right)$ (this is similar to [21]). A placement can be viewed as a permutation $\pi$. We define a function $p(\pi)$ based on $d\left(s_{i}, s_{j}\right)$ and show that $p(\pi)$ is a lower bound on the border length of any embedding (including the optimal one) for the permutation $\pi$. Therefore, if we can find an embedding such that the border length is at most a certain factor of $p(\pi)$, then we have an approximation for BMP. We then observe that it is difficult to find in polynomial time a permutation optimizing the value $p(\pi)$ on the general metric and turn to embedding the metric into a tree (distribution) such that (in expectation) the distance on the tree $d_{T}\left(s_{i}, s_{j}\right)$ satisfies the property $d\left(s_{i}, s_{j}\right) \leq d_{T}\left(s_{i}, s_{j}\right) \leq O(\log n) d\left(s_{i}, s_{j}\right)$. Finally, we show that using an Euler tour on the embedded tree as a permutation to place the sequences on the array gives us a $O\left(n^{\frac{1}{4}}\right)$ approximation on $p_{T}(\pi)$, which is the counter part of $p(\pi)$ with $d(\cdot)$ replaced by $d_{T}(\cdot)$. Combining all the arguments above, we obtain a $O\left(n^{\frac{1}{4}} \log ^{2} n\right)$ approximation for BMP. Details are as follows.
The Function $\boldsymbol{p}(\boldsymbol{\pi})$. We first derive a lower bound on the border length between two sequences $s_{i}$ and $s_{j}$ of length $\ell_{i}$ and $\ell_{j}$, respectively. Let $L C S\left(s_{i}, s_{j}\right)$ denote the longest common subsequence between $s_{i}$ and $s_{j}$ and $\left|L C S\left(s_{i}, s_{j}\right)\right|$ denote its length. For any embedding $\varepsilon$, the maximum number of common deposition nucleotides between $s_{i}$ and $s_{j}$ is $\left|L C S\left(s_{i}, s_{j}\right)\right|$. Then, the border length is at least $\ell_{i}+\ell_{j}-2\left|L C S\left(s_{i}, s_{j}\right)\right|$ and we denote this quantity as $d\left(s_{i}, s_{j}\right)$. Therefore, the sum of distances $d\left(s_{i}, s_{j}\right)$ is a lower bound on the optimal border length of a given placement. We observe that this distance $d(\cdot)$ is a metric.

We further derive a lower bound on the overall border length of a placement. A placement can be viewed as a permutation $\pi:\{1, \ldots, n\} \rightarrow\{1, \ldots, n\}$ such that the sequences $\pi(1), \ldots, \pi(\sqrt{n})$ are placed on the first row of the array in this order, $\pi(\sqrt{n}+1), \ldots, \pi(2 \sqrt{n})$ on the second row and so on. Then any embedding for a placement $\pi$ has a border length at least $p(\pi)$, which is defined as:

$$
\begin{aligned}
p(\pi)= & \sum_{i=1}^{n-1} d(\pi(i), \pi(i+1))-\sum_{i=1}^{\sqrt{n}-1} d(\pi(i \sqrt{n}), \pi(i \sqrt{n}+1)) \\
& +\sum_{i=1}^{\sqrt{n}} \sum_{j=1}^{\sqrt{n}-1} d(\pi(i+(j-1) \sqrt{n}), \pi(i+j \sqrt{n}))
\end{aligned}
$$

We name the problem to minimize this "proxy" value $p(\pi)$ the Proxy problem. Note that the border length for a placement $\pi$ can be much larger than $p(\pi)$
as the embeddings needed to achieve $d\left(s_{i}, s_{j}\right)$ for all $s_{i}$ and $s_{j}$ may not be compatible with each other. Yet, using a similar argument as in [21], one can show that given a placement $\pi$, the P-BMP approximation algorithm returns an embedding with the border length less than $O(\log n) p(\pi)$ (c.f. Corollary (I). Therefore, if we can place the sequences into the array such that the sum of the distances between any neighbors is within a factor $c$ of $p(\pi)$, then we can apply the $O(\log n)$ approximation algorithm for the P-BMP and obtain a $O(c \log n)$ approximation for the BMP. We summarize this in the following proposition.

Proposition 1. A c-approximation algorithm for the Proxy problem implies a $O(c \log n)$ approximation algorithm for the BMP.

Tree Embedding and Euler Tour to Approximate $\boldsymbol{p}(\boldsymbol{\pi})$. We optimize the value $p(\pi)$ by embedding the metric into a distribution of trees, with $O(\log n)$ distortion using the algorithm of Fakcharoenphol, Rao and Talwar [9]. This randomized embedding algorithm takes the input sequences as tree vertices and returns a tree with a metric $d_{T}(\cdot)$ defined by a tree such that in expectation $d\left(s_{i}, s_{j}\right) \leq d_{T}\left(s_{i}, s_{j}\right) \leq O(\log n) d\left(s_{i}, s_{j}\right)$. The distance $d_{T}\left(s_{i}, s_{j}\right)$ on the tree is the sum of distances along the unique path between $s_{i}$ and $s_{j}$. Notice that the resulting tree may have vertices in addition to the $n$ input sequences. Using the metric $d_{T}\left(s_{i}, s_{j}\right)$, we define a counter part of $p_{T}(\pi)$ by replacing $d\left(s_{i}, s_{j}\right)$ with $d_{T}\left(s_{i}, s_{j}\right)$. Then a $c$-approximation to $p_{T}$ leads to a $O(c \log n)$ approximation to $p$. Together with Proposition we have the following proposition.

Proposition 2. If we can approximate the Proxy problem on a tree (i.e., approximate $p_{T}$ ) within a factor of $c$, then we have a $O\left(c \log ^{2} n\right)$ approximation to the BMP.

We now present how to approximate $p_{T}$. Our approximation algorithm for the Proxy problem on trees is very simple: we consider the ordering of the vertices given by an Euler tour of the tree (we ignore the additional vertices which do not correspond to input sequences). We then prove that this is a $O\left(n^{\frac{1}{4}}\right)$ approximation algorithm for $p_{T}$. Then, by Proposition 2 we are guaranteed to have a $O\left(n^{\frac{1}{4}} \log ^{2} n\right)$ approximation algorithm for the BMP problem (see Algorithm (1).

```
Algorithm 1. The \(O\left(n^{\frac{1}{4}} \log ^{2} n\right)\) approximation algorithm for the BMP
    Input: The strings \(s_{1}, s_{2}, \ldots, s_{n}\).
    2: Define \(d\left(s_{i}, s_{j}\right)=\ell_{i}+\ell_{j}-2\left|L C S\left(s_{i}, s_{j}\right)\right|\)
    3: Embed the metric given by this distance and the set of input vertices into a tree
    \(T\) using the algorithm from (9).
    4: Let \(\pi:\{1,2, \ldots, n\} \rightarrow\{1,2, \ldots, n\}\) be the ordering of the sequences according to
    an Euler tour of the tree \(T\) from which the additional vertices have been removed.
5: Place the sequences in the array according to \(\pi: \pi(1), \ldots, \pi(\sqrt{n})\) are placed on the first row in this order, \(\pi(\sqrt{n}+1), \ldots, \pi(2 \sqrt{n})\) on the second row and so on. (See Figure [2]
6: Apply the P-BMP approximation algorithm in 21].
7: Output: The placement of the sequences on the array based on the Euler tour and the embeddings given by the P-BMP approximation algorithm.
```


(a)

| $s_{1}$ | $s_{2}$ | $s_{8}$ |
| :--- | :--- | :--- |
| $s_{3}$ | $s_{4}$ | $s_{5}$ |
| $s_{9}$ | $s_{6}$ | $s_{7}$ |

(b)

Fig. 2. (a) Suppose the embedding in [9] returns such a tree for 9 sequences. The vertices that are mapped to input strings are labeled with numbers and the additional vertices introduced by the embedding algorithm are labeled with letters. (b) The placement of these sequences on the array according to an Euler tour of the tree, e.g., $1, a, 2,8,3,4, b, 5,9,6,7$. After removing the additional vertices $a$ and $b$ the ordering of $n$ the vertices corresponding to input sequences is: $1,2,8,3,4,5,9,6,7$.

Theorem 4. The placement of the sequences in the $\sqrt{n} \times \sqrt{n}$ array in the order given by the Euler tour gives a $O\left(n^{\frac{1}{4}} \log ^{2} n\right)$ approximation to the BMP problem.

## 6 Concluding Remarks

We give a comprehensive study of different variations of the Border Minimization Problem and present NP-hardness proofs and approximation algorithms. Contrasting with the previous result in [21] that the 1D-P-BMP is polynomial time solvable, our hardness results show that (i) the dimension differentiates the complexity of the P-BMP; (ii) for 1D array, whether placement is given differentiates the complexity of the BMP; (iii) the BMP is NP-Hard regardless of the dimension of the array.

Moreover, our techniques can be used to improve the approximation ratio for the synchronous case from $O\left(n^{1 / 2}\right)$ to $O\left(n^{1 / 4}\right)$ using the placement method given by Algorithm (where the metric is defined by the Hamming distance between the probes). Once a placement is found, the synchronous embedding can be computed exactly in polynomial time.

Note that the NP-hardness reduction for the P-BMP works for alphabets of size 3. In contrast, the hardness result for the BMP uses non-constant alphabets. An open problem is to prove that the BMP is hard also on constant alphabets (intuitively the BMP is harder than the P-BMP) but this does not seem to be easy.

Another natural open question is to further improve approximation algorithms for the BMP and the P-BMP and/or to derive inapproximability results.
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#### Abstract

We study the asymptotic behavior of a new type of maximization recurrence, defined as follows. Let $k$ be a positive integer and $p_{k}(x)$ a polynomial of degree $k$ satisfying $p_{k}(0)=0$. Define $A_{0}=0$ and for $n \geq 1$, let $A_{n}=\max _{0 \leq i<n}\left\{A_{i}+n^{k} p_{k}\left(\frac{i}{n}\right)\right\}$. We prove that $\lim _{n \rightarrow \infty} \frac{A_{n}}{n^{k}}=$ $\sup \left\{\frac{p_{k}(x)}{1-x^{k}}: 0 \leq x<1\right\}$. We also consider two closely related maximization recurrences $S_{n}$ and $S_{n}^{\prime}$, defined as $S_{0}=S_{0}^{\prime}=0$, and for $n \geq 1$, $S_{n}=\max _{0 \leq i<n}\left\{S_{i}+\frac{i(n-i)(n-i-1)}{2}\right\}$ and $S_{n}^{\prime}=\max _{0 \leq i<n}\left\{S_{i}^{\prime}+\binom{n-i}{3}+\right.$ $\left.2 i\binom{n-i}{2}+(n-i)\binom{i}{2}\right\}$. We prove that $\lim _{n \rightarrow \infty} \frac{S_{n}}{n^{3}}=\frac{2 \sqrt{3}-3}{6} \approx 0.077350 \ldots$ and $\lim _{n \rightarrow \infty} \frac{S_{n}^{\prime}}{3\binom{n}{3}}=\frac{2(\sqrt{3}-1)}{3} \approx 0.488033 \ldots$, resolving an open problem from Bioinformatics about rooted triplets consistency in phylogenetic networks.


## 1 Introduction

A recurrence relation (or recurrence, for short) is an equation of the form $T_{n}=$ $f\left(T_{n-1}, T_{n-2}, \ldots, T_{0}, n\right)$, where $f$ is a specified function and $n$ is an unspecified positive integer, along with the values $T_{0}, T_{1}, \ldots, T_{m}$ for some finite, non-negative integer $m$. Intuitively, a recurrence describes how the value of $T_{n}$ for any $n$ depends on $n$ and the values of the elements in the sequence $T_{0}, T_{1}, \ldots, T_{n-1}$.

Recurrences are central to the analysis of algorithms [3]. In particular, when recursion is involved, the worst-case running time $T_{n}$ of an algorithm for an input of size $n$ can often be expressed in terms of $T_{n_{1}}, T_{n_{2}}, \ldots, T_{n_{k}}$, where $n_{1}, n_{2}, \ldots, n_{k}<n$, which naturally yields a recurrence. It can be argued that recurrences are as important to Theoretical Computer Science as differential equations are to Physics. Over the years, elegant techniques for solving various types
of linear recurrences (i.e., recurrences for which the function $f$ mentioned above is a linear function) have been developed, and are now part of most standard undergraduate and graduate algorithm theory courses [3. However, much less is known about how to solve nonlinear recurrences, and no general technique that works for all types of nonlinear recurrences exists. Instead, people have focused on asymptotically bounding the values of $T_{n}$ as $n \rightarrow \infty$ for various special cases such as minimization recurrences of the form $T_{n}=\min _{1 \leq i<n}\left\{T_{i}+T_{n-i}\right\}+g(n)$, where $g$ is some auxiliary function, and maximization recurrences that use the max-function 59121315 . Interestingly, such recurrences have shown up in many different problems concerning random trees, Huffman coding, binomial group testing, dynamic programming, dichotomous search problems, the design of electrical circuits, binary search trees, quicksort, parallel divide-and-conquer algorithms, computational geometry, and tree-drawing.

In this paper, we contribute to the existing repertoire of tools for analyzing nonlinear recurrences. To be precise, we develop a technique for bounding the asymptotic behavior of a new type of maximization recurrence, defined as follows. Let $k$ be a positive integer and $p_{k}(x)$ a polynomial of degree $k$ satisfying $p_{k}(0)=$ 0 . Define $A_{0}=0$ and for $n \geq 1$, let

$$
A_{n}=\max _{0 \leq i<n}\left\{A_{i}+n^{k} p_{k}\left(\frac{i}{n}\right)\right\}
$$

We also consider two closely related maximization recurrences $S_{n}$ and $S_{n}^{\prime}$, defined as $S_{0}=S_{0}^{\prime}=0$, and for $n \geq 1$,

$$
S_{n}=\max _{0 \leq i<n}\left\{S_{i}+\frac{i(n-i)(n-i-1)}{2}\right\}
$$

and

$$
S_{n}^{\prime}=\max _{0 \leq i<n}\left\{S_{i}^{\prime}+\binom{n-i}{3}+2 i\binom{n-i}{2}+(n-i)\binom{i}{2}\right\}
$$

where $\binom{x}{y}=0$ if $x<y$. (At this point, the reader may like to verify that some consecutive values of $S_{n}^{\prime}$ are: $S_{0}^{\prime}=0, S_{1}^{\prime}=0, S_{2}^{\prime}=0, S_{3}^{\prime}=2, S_{4}^{\prime}=7, S_{5}^{\prime}=16$, $S_{6}^{\prime}=32, S_{7}^{\prime}=55, S_{8}^{\prime}=87, S_{9}^{\prime}=130, S_{10}^{\prime}=184, \ldots$, and this sequence does not appear to follow any regular pattern.)

Below, we derive non-trivial, constant values of the expressions $\lim _{n \rightarrow \infty} A_{n} / n^{k}$, $\lim _{n \rightarrow \infty} S_{n} / n^{3}$, and $\lim _{n \rightarrow \infty} S_{n}^{\prime} / 3\binom{n}{3}$.

### 1.1 Motivation

Our motivation for studying the maximization recurrences in this paper originates from a combinatorial problem in Bioinformatics related to phylogenetic networks and rooted triplets consistency. This subsection describes the background; for further technical details, see [2] and [11].

One of the many objectives of Bioinformatics is to develop new concepts and tools that can help researchers visualize the evolutionary history of a set
of species. Traditionally, phylogenetic trees (rooted, unordered, distinctly leaflabeled trees in which every internal node has at least two children) have been used for this purpose [4]. As might be expected, it is computationally prohibitive in general to infer a reliable phylogenetic tree for a large set of species directly. A promising alternative is the supertree approach [18] which first infers highly accurate phylogenetic trees for many small, overlapping subsets of the species and then applies a combinatorial algorithm to merge them into a single phylogenetic tree. One variant of the supertree approach takes as input a set $\mathcal{R}$ of rooted triplets (binary phylogenetic trees with exactly three leaves each) whose leaf label sets overlap, and tries to construct a phylogenetic tree that is consistent with the maximum possible number of rooted triplets from $\mathcal{R}$, where a rooted triplet $t$ is said to be consistent with a phylogenetic tree $T$ if $t$ is an embedded subtree of $T$. Ga̧sieniec et al. 6] presented a polynomial-time algorithm that outputs a phylogenetic tree which is consistent with at least $1 / 3$ of the rooted triplets in any input set $\mathcal{R}$, and also showed that for a particular set $\mathcal{R}$ of rooted triplets, no phylogenetic tree can be consistent with more than $1 / 3$ of its elements (to see this, just take the set $\mathcal{R}_{n}$ of all $3\binom{n}{3}$ rooted triplets over a fixed leaf label set of cardinality $n$, for any $n \geq 3$ ). In this sense, the algorithm of Gąsieniec et al. 6] is worst-case optimal for phylogenetic trees.

Due to certain evolutionary events such as hybridization that sometimes occur in nature, not all evolution is treelike. Therefore, the phylogenetic tree model was recently extended to phylogenetic networks that permit nodes to have more than one parent (see, e.g., the surveys in [1014]). One important special type of phylogenetic network, introduced by Wang et al. [16] and later termed "galledtree" by Gusfield et al. [7, requires all cycles in the underlying undirected graph to be node-disjoint. (Galled-trees are also known in the literature as "level-1 networks" 101114 .) Obviously, galled-trees can express more complicated evolutionary relationships than phylogenetic trees. To measure how much more powerful galled-trees really are, we can compare the optimal $1 / 3$ bound stated above for phylogenetic trees to the corresponding bound for galled-trees, and this leads to the recurrence $S_{n}^{\prime}$ studied in the present paper. More precisely, Jansson et al. 11] proved that for any $n \geq 3$, no galled-tree can be consistent with more than a fraction of $S_{n}^{\prime} / 3\binom{n}{3}$ of the elements in the set $\mathcal{R}_{n}$ of all rooted triplets over a fixed leaf label set of cardinality $n$. Later, Byrka et al. [2] gave a polynomial-time algorithm that constructs a galled-tree consistent with at least $S_{n}^{\prime} / 3\binom{n}{3}$ of the rooted triplets in any input set $\mathcal{R}$.

Jansson et al. [11] showed that for large enough values of $n$, it holds that $S_{n}^{\prime} / 3\binom{n}{3}<0.4883$. On the other hand, Byrka et al. [2] proved that $S_{n}^{\prime} / 3\binom{n}{3}>$ 0.4800 for all $n$. However, both groups of authors were unable to derive tight asymptotic bounds on $S_{n}^{\prime} / 3\binom{n}{3}$, and this has been one of the remaining open problems for galled-trees. Computations have suggested that $S_{n}^{\prime} / 3\binom{n}{3}$ is closer to the upper bound 0.4883 than the lower bound 0.4800 , and indeed, we settle the issue in Section 3 by proving that $\lim _{n \rightarrow \infty} \frac{S_{n}^{\prime}}{3\binom{n}{3}}=\frac{2(\sqrt{3}-1)}{3} \approx 0.488033 \ldots$ Observe that this improves the 5/12-ratio mentioned on p. 311 of [10] and the $48 \%$-ratio mentioned on p. 135 of [14].

The other two recurrences introduced in this paper, $S_{n}$ and $A_{n}$, were studied because of their connections to $S_{n}^{\prime}$. As shown in Lemma 2 in Section 2 below, the bound for $S_{n}^{\prime} / 3\binom{n}{3}$ follows immediately from the bound for $S_{n} / n^{3}$, which is slightly easier to compute. $A_{n}$ is a special case of a generalization of $S_{n}$.

### 1.2 Related Work

The appearance of nonlinear recurrence relations eluding exact solutions in diverse fields of study has motivated many previous papers, including [50 912 13 15], to investigate their asymptotic properties on a case-by-case basis. For example, Fredman and Knuth [5] considered minimization recurrences of the form $T_{n}=\min _{1 \leq i<n}\left\{a \cdot T_{i}+b \cdot T_{n-i}\right\}+g(n)$, and Kapoor and Reingold [12] extended their results and also studied analogous maximization recurrences. In [13, Li and Reingold considered exact solutions and upper bounds for a special type of recurrence of the form $T_{n}=\max _{1 \leq i<n}\left\{T_{i}+T_{n-i}+\min \{g(i), g(n-i)\}\right\}$ involving minimization and maximization simultaneously, and in [9], Hwang and Tsai derived asymptotic approximations of this recurrence for more general auxiliary functions $g$. Saha and Wagh [15] studied a recurrence of the form $T_{n}=\min _{1 \leq i<n}\left\{\max \left\{T_{i}+a \cdot i, T_{n-i}\right\}+b\right\}$. Nevertheless, due to the irregular and often unpredictable behavior of nonlinear recurrences, general techniques for analyzing them still seem far from reach.

### 1.3 Main Results and Organization of the Paper

We establish the relationships among the three recurrences $A_{n}, S_{n}$, and $S_{n}^{\prime}$ in Section [2] Then, in Section 3] we prove that $\lim _{n \rightarrow \infty} \frac{S_{n}}{n^{3}}=\frac{2 \sqrt{3}-3}{6} \approx 0.077350 \ldots$ and that $\lim _{n \rightarrow \infty} \frac{S_{n}^{\prime}}{3\binom{n}{3}}=\frac{2(\sqrt{3}-1)}{3} \approx 0.488033 \ldots$ Next, in Section 4 , we consider the ratio $A_{n} / n^{k}$. We show that $\lim _{n \rightarrow \infty} \frac{A_{n}}{n^{k}}=\sup \left\{\frac{p_{k}(x)}{1-x^{k}}: 0 \leq x<1\right\}$. Finally, Section 5 discusses generalizations of our techniques and an open problem.

## 2 Preliminaries

The two recurrences $S_{n}$ and $S_{n}^{\prime}$ are related as follows.
Lemma 1. For all $n \geq 0$, it holds that $S_{n}=S_{n}^{\prime}-\binom{n}{3}$.
Proof. By induction on $n$. For $n=0$, we have $S_{0}=S_{0}^{\prime}=0$.
Next, suppose that $S_{k}=S_{k}^{\prime}-\binom{k}{3}$ for all $k<n$. Then, since $\binom{n}{3}=\binom{n-i}{3}+$ $i\binom{n-i}{2}+(n-i)\binom{i}{2}+\binom{i}{3}$ for every $0 \leq i<n$, we can rewrite $S_{n}^{\prime}$ as $S_{n}^{\prime}=\binom{n}{3}+$ $\max _{0 \leq i<n}\left\{i\binom{n-i}{2}+S_{i}^{\prime}-\binom{i}{3}\right\}$. By the induction hypothesis: $S_{n}^{\prime}-\binom{n}{3}=\max _{0 \leq i<n}\left\{i\binom{n-i}{2}+\right.$ $\left.S_{i}^{\prime}-\binom{i}{3}\right\}=\max _{0 \leq i<n}\left\{i\binom{n-i}{2}+S_{i}\right\}=S_{n}$.

Lemma 2. $\lim _{n \rightarrow \infty} \frac{S_{n}^{\prime}}{3\binom{n}{3}}=\lim _{n \rightarrow \infty} \frac{2 S_{n}}{n^{3}}+\frac{1}{3}$.

Proof. From Lemma we have $\lim _{n \rightarrow \infty} \frac{S_{n}^{\prime}}{3\binom{n}{3}}=\lim _{n \rightarrow \infty} \frac{S_{n}}{3\binom{n}{3}}+\frac{1}{3}=\lim _{n \rightarrow \infty} \frac{2 S_{n}}{n^{3}}+\frac{1}{3}$.
Next, we consider the relationship between the recurrences $S_{n}$ and $A_{n}$. Another (equivalent) way to write $S_{n}$ is:

$$
S_{n}=\max _{0 \leq i<n}\left\{S_{i}+n^{3} \cdot p_{3}\left(\frac{i}{n}\right)+n^{2} \cdot p_{2}\left(\frac{i}{n}\right)\right\}
$$

where $p_{3}(x)=\frac{x(1-x)^{2}}{2}$ and $p_{2}(x)=\frac{-x(1-x)}{2}$. Looking at $S_{n}$ defined in this way, we are tempted to extend it to a more general type of recurrence as follows. Let $k$ be a positive integer and let $p_{0}(x), p_{1}(x), \ldots, p_{k}(x)$ be polynomials such that $p_{d}(x)$ is a polynomial of degree $d$ for every $d \in\{0,1, \ldots, k\}$. Set $G_{0}=p_{0}(0)$, and for $n \geq 1$, define:

$$
G_{n}=\max _{0 \leq i<n}\left\{G_{i}+\sum_{d=0}^{k} n^{d} p_{d}\left(\frac{i}{n}\right)\right\}
$$

Now, if we restrict the recurrence $G_{n}$ to the special case where $p_{d}(x)=0$ for all $d \in\{0,1, \ldots, k-1\}$ and $p_{k}(0)=0$, we obtain precisely the recurrence $A_{n}$.

## 3 The Asymptotic Behavior of $S_{n}$ and $S_{n}^{\prime}$

In order to analyze the asymptotic behavior of $S_{n} / n^{3}$, we define $s_{n}=S_{n} / n^{3}$ and rewrite $S_{n}$ in terms of $s_{n}$. This gives $s_{0}=0$, and for $n \geq 1$ :

$$
s_{n}=\max _{0 \leq i<n}\left\{s_{n, i}\right\}, \text { where } s_{n, i}=p_{3}\left(\frac{i}{n}\right)+\frac{1}{n} \cdot p_{2}\left(\frac{i}{n}\right)+s_{i} \cdot\left(\frac{i}{n}\right)^{3} .
$$

Here, $p_{3}$ and $p_{2}$ are the polynomials $p_{3}(x)=\frac{x(1-x)^{2}}{2}$ and $p_{2}(x)=\frac{-x(1-x)}{2}$, introduced in Section [2, Consider the function $\frac{p_{3}(x)}{1-x^{3}}$. It has a unique maximum value on the interval $[0,1)$. Call this value $\alpha$ and let $\beta$ be the point where $\alpha$ is obtained, i.e., $\frac{p_{3}(\beta)}{1-\beta^{3}}=\alpha$. By straightforward calculations, we have $\alpha=\frac{2 \sqrt{3}-3}{6}$, $\beta=\frac{\sqrt{3}-1}{2}$. In this section, we shall prove that $\lim _{n \rightarrow \infty} s_{n}=\alpha$.

First, we introduce two sequences $l_{n}, u_{n}(n \geq 0)$ and show that they provide a lower bound and an upper bound, respectively, on each term in the sequence $s_{n}$. Let $l_{0}=u_{0}=0$ and, for $n \geq 1$, define:

$$
\left\{\begin{array}{l}
l_{n}=\max _{0 \leq i<n}\left\{l_{n, i}\right\}, \text { where } l_{n, i}=p_{3}\left(\frac{i}{n}\right)+\frac{1}{n} p_{2}\left(\frac{i}{n}\right)+\alpha\left(\frac{i}{n}-\frac{1}{n}\right)^{3}, \\
u_{n}=\max _{0 \leq i<n}\left\{u_{n, i}\right\}, \text { where } u_{n, i}=p_{3}\left(\frac{i}{n}\right)+\frac{1}{n} p_{2}\left(\frac{i}{n}\right)+\alpha\left(\frac{i}{n}\right)^{3}
\end{array}\right.
$$

In the next four lemmas, we show that the following chain of inequalities holds for every integer $n \geq 1$ :

$$
\alpha\left(1-\frac{1}{n}\right)^{3} \leq l_{n} \leq s_{n} \leq u_{n} \leq \alpha
$$

Lemma 3. For all $n \geq 0, u_{n} \leq \alpha$.
Proof. By the definition of $\alpha$, we have $\frac{p_{3}(x)}{1-x^{3}} \leq \alpha$, for $0 \leq x<1$. This yields $p_{3}(x)+\alpha x^{3} \leq \alpha$, for $0 \leq x<1$. Since $u_{n}$ is defined as $\max _{0 \leq i<n}\left\{p_{3}\left(\frac{i}{n}\right)+\frac{1}{n} p_{2}\left(\frac{i}{n}\right)+\right.$ $\left.\alpha\left(\frac{i}{n}\right)^{3}\right\}$ and $p_{2}(x) \leq 0$ for all $0 \leq x<1$, we have $u_{n} \leq \alpha$.
Lemma 4. For all $n \geq 0, s_{n} \leq u_{n}$.
Proof. By induction on $n$. For $n=0, u_{0}=s_{0}=0$. Next, suppose $s_{m} \leq u_{m}$ for all $m<n$. For each integer $0 \leq i<n$, by Lemma 3] we have $s_{n, i}-u_{n, i}=s_{i}\left(\frac{i}{n}\right)^{3}-$ $\alpha\left(\frac{i}{n}\right)^{3} \leq s_{i}\left(\frac{i}{n}\right)^{3}-u_{i}\left(\frac{i}{n}\right)^{3}=\left(s_{i}-u_{i}\right)\left(\frac{i}{n}\right)^{3} \leq 0$. Therefore, $s_{n}=\max _{1 \leq i<n}\left\{s_{n, i}\right\}=$ $\max _{1 \leq i<n}\left\{u_{n, i}+\left(s_{n, i}-u_{n, i}\right)\right\} \leq \max _{1 \leq i<n}\left\{u_{n, i}\right\}=u_{n}$.
Lemma 5. For all $n \geq 1, l_{n} \geq \alpha\left(1-\frac{1}{n}\right)^{3}$.
Proof. For $n \leq 15$, the inequality can be verified by computation. For $n \geq 16$, we show that $l_{n} \geq \alpha\left(1-\frac{1}{n}\right)^{3}$. First note that:
(*) Since $\beta-\frac{1}{n} \leq \frac{\lfloor\beta n\rfloor}{n} \leq \beta=\frac{\sqrt{3}-1}{2}<\frac{1}{2}$ and $p_{2}(x)$ is decreasing on $\left[0, \frac{1}{2}\right]$, we have $p_{2}\left(\frac{\lfloor\beta n\rfloor}{n}\right) \geq p_{2}(\beta)$.
(*2) We have $p_{3}(x) \geq p_{3}(\beta)$ for $x \in[0.302, \beta]$. For $n \geq 16, \frac{\lfloor\beta n\rfloor}{n}>\beta-\frac{1}{n} \geq$ $\beta-\frac{1}{16}>0.302$, therefore we have $p_{3}\left(\frac{\lfloor\beta n\rfloor}{n}\right)>p_{3}(\beta)$.

Then, it follows that:

$$
\begin{aligned}
& l_{n}-\alpha\left(1-\frac{1}{n}\right)^{3} \geq l_{n,\lfloor\beta n\rfloor}-\alpha\left(1-\frac{1}{n}\right)^{3} \\
= & p_{3}\left(\frac{\lfloor\beta n\rfloor}{n}\right) \underbrace{-p_{3}(\beta)+\alpha\left(1-\beta^{3}\right)}_{=0}+\frac{1}{n} p_{2}\left(\frac{\lfloor\beta n\rfloor}{n}\right)+\alpha\left(\left(\frac{\lfloor\beta n\rfloor}{n}-\frac{1}{n}\right)^{3}-\left(1-\frac{1}{n}\right)^{3}\right) \\
= & \underbrace{\geq 0, \text { by }(* 2)}_{p_{3}\left(\frac{\lfloor\beta n\rfloor}{n}\right)-p_{3}(\beta)}+\alpha\left(\left(\frac{\lfloor\beta n\rfloor}{n}-\frac{1}{n}\right)^{3}-\beta^{3}+1-\left(1-\frac{1}{n}\right)^{3}\right)+\frac{1}{n} p_{2}\left(\frac{\lfloor\beta n\rfloor}{n}\right) \\
\geq & \alpha\left(\left(\frac{\lfloor\beta n\rfloor}{n}-\frac{1}{n}\right)^{3}-\left(\beta-\frac{2}{n}\right)^{3}+\frac{3-6 \beta^{2}}{n}+\frac{12 \beta-3}{n^{2}}-\frac{7}{n^{3}}\right)+\frac{1}{n} \cdot \underbrace{p_{2}\left(\frac{\lfloor\beta n\rfloor}{n}\right)}_{\geq 2} \\
\geq & \alpha(\underbrace{\left.\left(\frac{\lfloor\beta n\rfloor}{n}-\frac{1}{n}\right)^{3}-\left(\beta-\frac{2}{n}\right)^{3}\right)}_{\geq 0, \text { for }}+\underbrace{\frac{\alpha}{n}\left(3-6 \beta^{2}+\frac{p_{2}(\beta)}{\alpha}+\frac{12 \beta-3}{n}+\frac{-7}{n^{2}}\right.}_{\geq 0}) \geq 0 .
\end{aligned}
$$

Lemma 6. For all $n \geq 1, s_{n} \geq l_{n}$.
Proof. By induction on $n$. For $n=0, s_{0}=l_{0}=0$. Next, suppose $s_{m} \geq l_{m}$, for all $m<n$. For each integer $0 \leq i<n$, by Lemma we have $s_{n, i}-l_{n, i}=$ $s_{i}\left(\frac{i}{n}\right)^{3}-\alpha\left(\frac{i}{n}-\frac{1}{n}\right)^{3}=s_{i}\left(\frac{i}{n}\right)^{3}-\alpha\left(1-\frac{1}{i}\right)^{3}\left(\frac{i}{n}\right)^{3} \geq\left(s_{i}-l_{i}\right)\left(\frac{i}{n}\right)^{3} \geq 0$. Therefore, $\max _{0 \leq i<n}\left\{s_{n, i}\right\} \geq \max _{0 \leq i<n}\left\{l_{n, i}\right\}$, which gives $s_{n} \geq l_{n}$.

We now obtain the main result of this section:
Theorem 1. $\lim _{n \rightarrow \infty} \frac{S_{n}}{n^{3}}=\lim _{n \rightarrow \infty} s_{n}=\alpha=\frac{2 \sqrt{3}-3}{6} \approx 0.077350 \ldots$
Proof. By Lemmas 36, we have $\alpha\left(1-\frac{1}{n}\right)^{3} \leq s_{n} \leq \alpha$. Therefore, $\alpha=\lim _{n \rightarrow \infty} \alpha(1-$ $\left.\frac{1}{n}\right)^{3} \leq \lim _{n \rightarrow \infty} s_{n} \leq \alpha$, i.e., $\lim _{n \rightarrow \infty} s_{n}=\alpha$.

Finally, using Theorem together with Lemma 12 gives:
Corollary 1. $\lim _{n \rightarrow \infty} \frac{S_{n}^{\prime}}{3\binom{n}{3}}=\frac{2(\sqrt{3}-1)}{3} \approx 0.488033 \ldots$.
Remark. Corollary $\prod$ gives a strengthening of the inapproximability bound in Theorem 8 in [11; just change the " 0.4883 " to any real number strictly larger than $\frac{2(\sqrt{3}-1)}{3}$, for example " 0.488034 ". Moreover, we can strengthen Lemma 5 in [2] (which says that $S_{n}^{\prime} / 3\binom{n}{3}>0.4800$ ) and the resulting approximation ratio in Theorem 2 in [2] by observing that $S_{n}^{\prime} / 3\binom{n}{3}=2 \cdot \frac{S_{n}}{n^{3}} \frac{n^{2}}{(n-1)(n-2)}+\frac{1}{3} \geq 2 \alpha \cdot\left(\frac{n-1}{n}\right)^{3}$. $\frac{n^{2}}{(n-1)(n-2)}+\frac{1}{3}$ by Lemmas 5 and 6, and then rewriting it as $2 \alpha \cdot \frac{(n-1)^{2}}{(n-2) n}+\frac{1}{3}>$ $2 \alpha+\frac{1}{3}=\frac{2(\sqrt{3}-1)}{3}$. In other words, $S_{n}^{\prime} / 3\binom{n}{3}>\frac{2(\sqrt{3}-1)}{3} \approx 0.488033 \ldots$.

## 4 The Asymptotic Behavior of $\boldsymbol{A}_{\boldsymbol{n}}$

The asymptotic behavior of $A_{n}$ depends on the properties of $p_{k}(x) /\left(1-x^{k}\right)$. We define $\alpha_{p}=\sup \left\{p_{k}(x) /\left(1-x^{k}\right): 0 \leq x<1\right\}$, when $\sup \left\{p_{k}(x) /\left(1-x^{k}\right): 0 \leq\right.$ $x<1\}<\infty$ There are four possible cases:
(C1) $\sup \left\{p_{k}(x) /\left(1-x^{k}\right): 0 \leq x<1\right\}=\infty$.
(C2) $\sup \left\{p_{k}(x) /\left(1-x^{k}\right): 0 \leq x<1\right\}=\alpha_{p}<\infty$, and $\lim _{x \rightarrow 1^{-}} \frac{p_{k}(x)}{1-x^{k}}=\alpha_{p}$.
(C3) $\sup \left\{p_{k}(x) /\left(1-x^{k}\right): 0 \leq x<1\right\}=\alpha_{p}=0$, and $\frac{p_{k}(0)}{1-0^{k}}=\alpha_{p}=0$.
(C4) $\sup \left\{p_{k}(x) /\left(1-x^{k}\right): 0 \leq x<1\right\}=\alpha_{p}<\infty$, and there exists a $\beta_{p}$, where $0<\beta_{p}<1$, such that $\frac{p_{k}\left(\beta_{p}\right)}{1-\beta_{p}^{k}}=\alpha_{p}$.

The definition of $A_{n}$ is $\max _{0 \leq i<n}\left\{n^{k} p_{k}\left(\frac{i}{n}\right)+A_{i}\right\}$, for $n>0$. If we substitute $A_{n}$ ( $m-1$ ) times recursively, we get

$$
\begin{aligned}
A_{n} & =\max _{0 \leq i_{2}<i_{1}<n}\left\{n^{k} p_{k}\left(\frac{i_{1}}{n}\right)+i_{1}^{k} p_{k}\left(\frac{i_{2}}{i_{1}}\right)+A_{i_{2}}\right\}=\cdots \\
& =\max _{0 \leq i_{m}<\cdots<i_{1}<i_{0}}\left\{\sum_{t=0}^{m-1} i_{t}^{k} p_{k}\left(\frac{i_{t+1}}{i_{t}}\right)+A_{i_{m}}\right\} .
\end{aligned}
$$

[^17]By choosing $i_{t}=n-t$, we define $L_{n}$ with $L_{0}=0$, and for $n \geq 1$,

$$
L_{n}=n^{k} p_{k}\left(\frac{n-1}{n}\right)+L_{n-1}
$$

We substitute $L_{n}(m-1)$ times, which gives: $L_{n}=\sum_{t=0}^{n-1}(n-t)^{k} p_{k}\left(\frac{n-t-1}{n-t}\right)$.
Since $A_{n}$ is taking the maximum value among all parameters $\left\{i_{t}\right\}$, we have $A_{n} \geq L_{n}$. For case (C1), we show that $\lim _{n \rightarrow \infty} \frac{L_{n}}{n^{k}}=\infty$ in Lemma [7] It follows that $\lim _{n \rightarrow \infty} \frac{A_{n}}{n^{k}}=\infty$. For case (C2), we show that $\lim _{n \rightarrow \infty} \frac{L_{n}}{n^{k}}=\alpha_{p}$ and $A_{n}$ also has an upper bound $\alpha_{p}$. Therefore, $\lim _{n \rightarrow \infty} \frac{A_{n}}{n^{k}}=\alpha_{p}$.

Lemma 7. If $\sup \left\{\frac{p_{k}(x)}{1-x^{k}}: 0 \leq x<1\right\}=\infty$, then $\lim _{n \rightarrow \infty} \frac{A_{n}}{n^{k}}=\infty$.
Proof. Assume that $p_{k}(x)=\sum_{i=1}^{k} c_{i} x^{i}$. We observe that $(n-t)^{k} p_{k}\left(\frac{n-t-1}{n-t}\right)$ is a polynomial of $(n-t)$ with degree at most $k$. Furthermore, the coefficient of $(n-t)^{k}$ in $(n-t)^{k} p_{k}\left(\frac{n-t-1}{n-t}\right)=\sum_{i=1}^{k} c_{i}(n-t-1)^{i}(n-t)^{k-i}$ equals $\sum_{i=1}^{k} c_{i}=p_{k}(1)$. For the reason that $\lim _{x \rightarrow 1^{-}} \frac{p_{k}(x)}{1-x^{k}}=\infty$, we have $p_{k}(1)>0$.

Since $L_{n}=\sum_{t=0}^{n-1}(n-t)^{k} p_{k}\left(\frac{n-t-1}{n-t}\right), L_{n}$ is a polynomial of $n$ with degree $k+1$. Therefore, $\lim _{n \rightarrow \infty} \frac{A_{n}}{n^{k}} \geq \lim _{n \rightarrow \infty} \frac{L_{n}}{n^{k}}=\infty$.
Lemma 8. If $\sup \left\{\frac{p_{k}(x)}{1-x^{k}}: 0 \leq x<1\right\}=\alpha_{p}<\infty$ and $\lim _{x \rightarrow 1^{-}} \frac{p_{k}(x)}{1-x^{k}}=\alpha_{p}$, then $\lim _{n \rightarrow \infty} \frac{A_{n}}{n^{k}}=\alpha_{p}$.
Proof. The proof of the upper bound of $A_{n}$ is at most $\alpha_{p}$ is similar to that of Lemma 4

Assume that $p_{k}(x)=\sum_{i=1}^{k} c_{i} x^{i}$. The coefficient of $(n-t)$ in $(n-t)^{k} p_{k}\left(\frac{n-t-1}{n-t}\right)$ equals $p_{k}(1)$. However, for the reason that $\lim _{x \rightarrow 1^{-}} \frac{p_{k}(x)}{1-x^{k}}=\alpha_{p}$, we have $p_{k}(1)=0$. Hence, $L_{n}$ is a polynomial with degree at most $k$.

Furthermore, the coefficient of $(n-t)^{k-1}$ in $(n-t)^{k} p_{k}\left(\frac{n-t-1}{n-t}\right)=\sum_{i=1}^{k} c_{i}(n-$ $t-1)^{i}(n-t)^{k-i}$ is $\sum_{i=1}^{k}-i c_{i}=-p_{k}^{\prime}(1)$. We have the coefficient of $n^{k}$ in $L_{n}$ equals that in $\sum_{t=0}^{n-1}-p_{k}^{\prime}(1) \cdot(n-t)^{k-1}$. Then the coefficient of $n^{k}$ in $L_{n}$ equals $\frac{-p_{k}^{\prime}(1)}{k}$.

Since $(x-1)$ is a factor of $p_{k}(x)$, let $q_{k}(x)=\frac{p_{k}(x)}{x-1}$. Then $\frac{d}{d x} p_{k}(x)=\frac{d}{d x}\left(q_{k}(x)\right.$ $(x-1))=q_{k}(x)+(x-1) \frac{d}{d x}\left(q_{k}(x)\right)$. Hence, $p_{k}^{\prime}(1)=q_{k}(1)$. Moreover,

$$
\alpha_{p}=\lim _{x \rightarrow 1^{-}} \frac{p_{k}(x)}{1-x^{k}}=\lim _{x \rightarrow 1^{-}} \frac{(x-1) q_{k}(x)}{1-x^{k}}=\lim _{x \rightarrow 1^{-}} \frac{-q_{k}(x)}{1+x+\cdots+x^{k-1}}=\frac{-q_{k}(1)}{k}
$$

Finally, we have $\lim _{n \rightarrow \infty} \frac{L(n)}{n^{k}}=\frac{-p_{k}^{\prime}(1)}{k}=\frac{-q_{k}(1)}{k}=\alpha_{p}$. Then, $\lim _{n \rightarrow \infty} \frac{A_{n}}{n^{k}}=\alpha_{p}$.
Lemma 9. If $\sup \left\{\frac{p_{k}(x)}{1-x^{k}}: 0 \leq x<1\right\}=0$, then $A_{n}=0$.
Proof. By induction on $n$. For $n=0$, it holds that $A_{0}=0$. Next, suppose that $A_{m}=0$ for all $m<n$. Then, since $\alpha_{p}=0$, we have $p_{k}(x) \leq 0$, for $0 \leq x \leq 1$, therefore

$$
A_{n}=\max _{0 \leq i<n}\left\{n^{k} p_{k}\left(\frac{i}{n}\right)+A_{i}\right\} \leq \max _{0 \leq i<n}\left\{A_{i}\right\}=0 .
$$

To study the asymptotic value of $A_{n} / n^{k}$ in case (C4), we define $a_{n}=A_{n} / n^{k}$, and rewrite the recurrence for $A_{n}$ in terms of $a_{n}$ as follows. Let $a_{0}=0$ and, for $n \geq 1$,

$$
a_{n}=\max _{0 \leq i<n}\left\{a_{n, i}\right\}, \text { where } a_{n, i}=p_{k}\left(\frac{i}{n}\right)+a_{i}\left(\frac{i}{n}\right)^{k} .
$$

To find a lower bound of $a_{n}$, we rewrite $a_{n}$ by recursively substituting it ( $m-1$ ) times, for some value of $m$ to be specified later.

$$
\begin{aligned}
a_{n} & =\max _{0 \leq i_{1}<n}\left\{p_{k}\left(\frac{i_{1}}{n}\right)+\left(\frac{i_{1}}{n}\right)^{k} a_{i_{1}}\right\}=\max _{0 \leq i_{2}<i_{1}<n}\left\{p_{k}\left(\frac{i_{1}}{n}\right)+\left(\frac{i_{1}}{n}\right)^{k}\left(p_{k}\left(\frac{i_{2}}{i_{1}}\right)+\left(\frac{i_{2}}{i_{1}}\right)^{k} a_{i_{2}}\right)\right\} \\
& =\cdots=\max _{0 \leq i_{m}<\cdots<i_{1}<i_{0}=n}\left\{\left(\sum_{t=0}^{m-1}\left(\frac{i_{t}}{n}\right)^{k} p_{k}\left(\frac{i_{t+1}}{i_{t}}\right)\right)+\left(\frac{i_{m}}{n}\right)^{k} a_{i_{m}}\right\} .
\end{aligned}
$$

By choosing $i_{t}=\left\lfloor\beta_{p}^{t} n\right\rfloor$ for $a_{n}$, we define $l_{n, m}=\left(\sum_{t=0}^{m-1}\left(\frac{\left\lfloor\beta_{p}^{t} n\right\rfloor}{n}\right)^{k} p_{k}\left(\frac{\left\lfloor\beta_{p}^{t+1} n\right\rfloor}{\left\lfloor\beta_{p}^{t} n\right\rfloor}\right)\right)+$ $\left(\frac{\left\lfloor\beta_{p}^{m} n\right\rfloor}{n}\right)^{k} a_{i_{m}}$. For the condition that $\left\lfloor\beta_{p}^{t-1} n\right\rfloor>\left\lfloor\beta_{p}^{t} n\right\rfloor$ with $t<m$ to hold, we need $m$ to satisfy $\beta_{p}^{m-1} n \geq \beta_{p}^{m} n+1$, i.e., $n>\frac{1}{\beta_{p}^{m-1}\left(1-\beta_{p}\right)}$. Since $a_{n}$ is taking the maximum value among all parameters $\left\{i_{t}\right\}$, we have $a_{n} \geq l_{n, m}$.

To show that $l_{n, m}$ converges to $\alpha_{p}$, we replace $\alpha_{p}$ by $p_{k}\left(\beta_{p}\right)+\alpha_{p} \beta_{p}^{k}(m-1)$ times and find an expression for $\alpha_{p}$ which looks similar to the formula for $l_{n, m}$.

$$
\begin{aligned}
\alpha_{p} & =p_{k}\left(\beta_{p}\right)+\alpha_{p} \beta^{k}=p_{k}\left(\beta_{p}\right)+\beta_{p}^{k}\left(p_{k}\left(\beta_{p}\right)+\alpha_{p} \beta_{p}^{k}\right)=\cdots \\
& =\left(\sum_{t=0}^{m-1} \beta_{p}^{t k} p_{k}\left(\beta_{p}\right)\right)+\beta_{p}^{m k} \alpha_{p} .
\end{aligned}
$$

In the next lemma, we show that $l_{n, m}$ is close to $\alpha_{p}$ based on two observations: (1) $\beta_{p}^{m k} \alpha_{p}$ is very small for sufficiently large $m$; and (2) when $\left\lfloor\beta_{p}^{t} n\right\rfloor$ is large, $\frac{\left\lfloor\beta_{p}^{t+1} n\right\rfloor}{\left\lfloor\beta_{p}^{t} n\right\rfloor}$ is close to $\beta_{p}$ and then we have $\beta_{p}^{t k} p_{k}\left(\beta_{p}\right)$ is close to $\left(\frac{\left\lfloor\beta_{p}^{t} n\right\rfloor}{n}\right)^{k} p_{k}\left(\frac{\left\lfloor\beta_{p}^{t+1} n\right\rfloor}{\left\lfloor\beta_{p}^{t} n\right\rfloor}\right)$.

Lemma 10. If $\sup \left\{\frac{p_{k}(x)}{1-x^{k}}: 0 \leq x<1\right\}=\alpha_{p}<\infty$ and there exists a $\beta_{p}$, where $0<\beta_{p}<1$, such that $\frac{p_{k}\left(\beta_{p}\right)}{1-\beta_{p}^{k}}=\alpha_{p}$, then $\lim _{n \rightarrow \infty} \frac{A_{n}}{n^{k}}=\alpha_{p}$.

Proof. The proof of $\alpha_{p}$ being the upper bound of $a_{n}$ is similar to that of Lemma 4 To pave the way for the lower bound of $a_{n}$, we introduce two notations $M_{1}$ and $M_{2}$.

Consider the Taylor series expansion for $p_{k}(x)$ in $\beta_{p}: p_{k}(x)=p_{k}\left(\beta_{p}\right)+$ $\sum_{i=1}^{k} \frac{f^{(i)}\left(\beta_{p}\right)}{i!}\left(x-\beta_{p}\right)^{i}$. For $0 \leq x<1$, we have

$$
\begin{align*}
\left|p_{k}(x)-p_{k}\left(\beta_{p}\right)\right| & \leq\left(x-\beta_{p}\right) \sum_{i=1}^{k}\left|\frac{p_{k}^{(i)}\left(\beta_{p}\right)}{i!}\left(x-\beta_{p}\right)^{i-1}\right| \\
& \left.\leq\left(x-\beta_{p}\right) \sum_{i=1}^{k}\left|\frac{p_{k}^{(i)}\left(\beta_{p}\right)}{i!}\right| \quad \text { (because } 0<x, \beta_{p}<1\right) \\
& \leq\left(x-\beta_{p}\right) M_{1}, \quad \text { where } M_{1}=\sum_{i=1}^{k}\left|\frac{p_{k}^{(i)}\left(\beta_{p}\right)}{i!}\right| \tag{1}
\end{align*}
$$

Since $p_{k}(x)$ is a polynomial, there exists a maximum value of $p_{k}(x)$ on the interval [0,1]. Let

$$
\begin{equation*}
M_{2}=\max _{0 \leq x \leq 1}\left\{p_{k}(x)\right\} \tag{2}
\end{equation*}
$$

Furthermore, for the reason that $0<\beta<1$, we have:

$$
\begin{gather*}
\beta_{p}^{t k}\left(\beta_{p}-\frac{\left\lfloor\beta_{p}^{t+1} n\right\rfloor}{\left\lfloor\beta_{p}^{t} n\right\rfloor}\right) \leq \frac{\beta_{p}^{t k}}{\left\lfloor\beta_{p}^{t} n\right\rfloor} \leq \frac{2 \beta_{p}^{t k}}{\beta_{p}^{t} n} \leq \frac{2 \beta_{p}^{t(k-1)}}{n} \leq \frac{2}{n}, \text { and }  \tag{3}\\
\beta_{p}^{t k}-\left(\frac{\left\lfloor\beta_{p}^{t} n\right\rfloor}{n}\right)^{k}=\left(\beta_{p}^{t}-\frac{\left\lfloor\beta_{p}^{t} n\right\rfloor}{n}\right) \sum_{i=0}^{k-1}\left(\left(\beta_{p}^{t}\right)^{i}\left(\frac{\left\lfloor\beta_{p}^{t} n\right\rfloor}{n}\right)^{k-1-i}\right) \leq \frac{k}{n} . \tag{4}
\end{gather*}
$$

Since $M_{1}, M_{2}, \alpha_{p}$ and $\beta_{p}$ are fixed values, for all $\epsilon>0$, there exists a positive integer $m$ such that:

$$
\begin{equation*}
\beta_{p}^{m k}\left(2 m M_{1}+k m M_{2}+\alpha_{p}\right)<\epsilon . \tag{5}
\end{equation*}
$$

For $n \geq \max \left\{\left\lceil\frac{1}{\beta_{p}^{m k}}\right\rceil,\left\lceil\frac{1}{\beta_{p}^{m-1}\left(1-\beta_{p}\right)}\right\rceil\right\}$, we have

$$
\begin{aligned}
& \quad\left|\alpha_{p}-a_{n}\right| \\
& \leq\left|\alpha_{p}-l_{n, m}\right| \quad\left(\text { because } l_{n, m} \leq a_{n} \leq \alpha\right) \\
& \leq \\
& \leq \sum_{t=0}^{m-1}\left(\beta_{p}^{t k} f\left(\beta_{p}\right)-\left(\frac{\left\lfloor\beta_{p}^{t} n\right\rfloor}{n}\right)^{k} p_{k}\left(\frac{\left\lfloor\beta_{p}^{t+1} n\right\rfloor}{\left[\beta_{p}^{t} n\right]}\right)\right)\left|+\left|\beta_{p}^{m k} \alpha_{p}-\left(\frac{\left\lfloor\beta_{p}^{m} n\right\rfloor}{n}\right)^{k} a_{m}\right|\right. \\
& \leq \\
& \left.\leq \sum_{t=0}^{m-1}(\beta_{p}^{t k} p_{k}\left(\beta_{p}\right) \underbrace{-\beta_{p}^{t k} p_{k}\left(\frac{\left\lfloor\beta_{p}^{t+1} n\right\rfloor}{\left\lfloor\beta_{p}^{t} n\right\rfloor}\right)+\beta_{p}^{t k} p_{k}\left(\frac{\left\lfloor\beta_{p}^{t+1} n\right\rfloor}{\left\lfloor\beta_{p}^{t} n\right\rfloor}\right)}_{=0}-\left(\frac{\left[\beta_{p}^{t} n\right]}{n}\right)^{k} p_{k}\left(\frac{\left\lfloor\beta_{p}^{t+1} n\right\rfloor}{\left\lfloor\beta_{p}^{t} n\right\rfloor}\right)) \right\rvert\, \\
& \quad+\beta_{p}^{m k} \alpha_{p}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{t=0}^{m-1}\left|\beta_{p}^{t k}\left(p_{k}\left(\beta_{p}\right)-p_{k}\left(\frac{\left\lfloor\beta_{p}^{t+1} n\right\rfloor}{\left\lfloor\beta_{p}^{t} n\right\rfloor}\right)\right)+\left(\beta_{p}^{t k}-\left(\frac{\left\lfloor\beta_{p}^{t} n\right\rfloor}{n}\right)^{k}\right) p_{k}\left(\frac{\left\lfloor\beta_{p}^{t+1} n\right\rfloor}{\left\lfloor\beta_{p}^{t} n\right\rfloor}\right)\right|+\beta_{p}^{m k} \alpha_{p} \\
& \leq \sum_{t=0}^{m-1}\left(\left|\beta_{p}^{t k}\left(\beta_{p}-\frac{\left\lfloor\beta_{p}^{t+1} n\right\rfloor}{\left\lfloor\beta_{p}^{t} n\right\rfloor}\right) M_{1}\right|+\left|\left(\beta_{p}^{t k}-\left(\frac{\left\lfloor\beta_{p}^{t} n\right\rfloor}{n}\right)^{k}\right) M_{2}\right|\right)+\beta_{p}^{m k} \alpha_{p} \quad(\text { by (II) , ((2)) ) } \\
& \leq \frac{1}{n} \sum_{t=0}^{m-1}\left|2 M_{1}+k M_{2}\right|+\beta_{p}^{m k} \alpha_{p} \quad(\text { by (3), (4) }) \\
& \leq \beta_{p}^{m k}\left(m\left(2 M_{1}+k M_{2}\right)+\alpha_{p}\right) \leq \epsilon \quad\left(\text { by } n \geq\left\lceil\frac{1}{\beta_{p}^{m k}}\right\rceil \text { and ((5)) }\right)
\end{aligned}
$$

Combining Lemmas 7-10] we obtain the following result.
Theorem 2. $\lim _{n \rightarrow \infty} \frac{A_{n}}{n^{k}}=\sup \left\{\frac{p_{k}(x)}{1-x^{k}}: 0 \leq x<1\right\}$.
Remark. When we take $k=3$ and $p_{3}(x)=\frac{x(1-x)(1-x)}{2}$ in $A_{n}$, we have $\lim _{n \rightarrow \infty} A_{n} / n^{3}=(2 \sqrt{3}-3) / 6$, which is equal to $\lim _{n \rightarrow \infty} S_{n} / n^{3}$. We can see that the term $p_{2}(x)$ in $S_{n}$ has no effect on the asymptotic behavior of $S_{n}$.

## 5 Concluding Remarks

We note that to analyze minimization recurrences analogous to $A_{n}$, we can apply our technique from Section 4 as follows. Suppose that $B_{n}=\min _{0 \leq i<n}\left\{n^{k} p_{k}\left(\frac{i}{n}\right)+B_{i}\right\}$. Let $A_{n}=-B_{n}$. Then $A_{n}=\max _{0 \leq i<n}\left\{n^{k} \cdot\left(-p_{k}\left(\frac{i}{n}\right)\right)+A_{i}\right\}$, and Theorem 2 gives:

Corollary 2. $\lim _{n \rightarrow \infty} \frac{B_{n}}{n^{k}}=\inf \left\{\frac{p_{k}(x)}{1-x^{k}}: 0 \leq x<1\right\}$.
We conclude this paper by mentioning two open problems. First, to derive a closed-form expression for the exact value of $S_{n}$ or to determine that such a formula does not exist is an open problem. Second, for the general case of $G_{n}$ (see Section (2), we can set $g_{n}=G_{n} / n^{k}$ and rewrite the recurrence relation as:

$$
g_{n}=\max _{0 \leq i<n}\left\{\left(\sum_{d=0}^{k} \frac{1}{n^{k-d}} p_{d}\left(\frac{i}{n}\right)\right)+g_{i}\left(\frac{i}{n}\right)^{k}\right\} .
$$

For $d<k$, the term $p_{d}\left(\frac{i}{n}\right)$ is multiplied by $\frac{1}{n^{k-d}}$. For sufficiently large $n$, the part $p_{d}\left(\frac{i}{n}\right)$ has a small effect on $g_{n}$, for $d<k$. Hence, we conjecture that the asymptotic behavior of $g_{n}$ is the same as that of $a_{n}$.
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#### Abstract

We initiate the complexity theoretic study of the problem of computing the bits of (real) algebraic numbers. This extends the work of Yap on computing the bits of transcendental numbers like $\pi$, in Logspace.

Our main result is that computing a bit of a fixed real algebraic number is in $\mathrm{C}_{=} \mathrm{NC}^{1} \subseteq \mathrm{~L}$ when the bit position has a verbose (unary) representation and in the counting hierarchy when it has a succinct (binary) representation.

Our tools are drawn from elementary analysis and numerical analysis, and include the Newton-Raphson method. The proof of our main result is entirely elementary, preferring to use the elementary Liouville's theorem over the much deeper Roth's theorem for algebraic numbers.

We leave the possibility of proving non-trivial lower bounds for the problem of computing the bits of an algebraic number given the bit position in binary, as our main open question. In this direction we show very limited progress by proving a lower bound for rationals.


## 1 Introduction

Algebraic numbers are (real or complex) roots of finite degree polynomials with integer coefficients. Needless to say, they are fundamental objects and play in important part in all of Mathematics.

The equivalence between reals with recurring binary expansions (or expansions in any positive integral radix) and rationals is easy to observe. Thus computing the bits of fixed rationals is computationally uninteresting. However, the problem becomes interesting if we focus on irrational real numbers. Computability of such numbers heralded the birth of of Computer Science in Turing's landmark paper [16] where the computability of the digits of irrationals like $\pi, e$ is first addressed.

Building on the surprising BaileyBorweinPlouffe (BBP) formula [5] for $\pi$, Yap [19] shows that certain transcendental numbers such as $\pi$ have binary expansions computable in a small complexity class like deterministic logarithmic space. Motivated by this result we seek to answer the corresponding question for algebraic numbers. The answers we get turn out to be unsatisfactory but intriguing in many respects. In a nutshell, we are able to show only a very weak upper bound to the "succinct" version of the problem and virtually no lower bounds. This gap between best known (at least to our knowledge) upper and lower bounds easily beats other old hard-to-crack chestnuts such as graph isomorphism and integer factorization.

### 1.1 Versions of the Problem

The problem as stated in 19 asks for the $n$-th bit of the (infinite) binary sequence of an irrational real given $n$ in unary. The succinct version of the problem asks for the $n$-th bit, given $n$ in binary. This version of the problem is naturally much harder than the "verbose" version. We can solve the verbose version in $\mathrm{C}_{=} \mathrm{NC}^{1}$, a subclass of logspace. For the succinct version of the problem we are unable to prove a deterministic polynomial or even a non-deterministic polynomial upper bound. The best we can do is place it at a finite level in the counting hierarchy (which includes the computation of the permanent at its first level). Even more surprising is that we are unable to prove any non-trivial lower bound for any irrational algebraic number. Intriguingly, we can prove Parity and in general $\mathrm{AC}^{0}[p]$ lower bounds for computing specific rationals.

### 1.2 Previous Proof Techniques

In his article [19], Yap used a BBP like [4] series to prove a logspace upper bound for the (verbose version of) computing the bits of $\pi$. At the core of that argument is the concept of bounded irrationality measure of $\pi$ which intuitively measures how inapproximable $\pi$ is, by rationals. Roughly, the BBP-like series was used to approximate $\pi$ by rationals and then argue, via the bounded irrationality measure, that, since there aren't too many good approximations to $\pi$, the computed one must match the actual expansion to lots of bit positions.

### 1.3 Our Proof Technique

Further progress was stymied by the extant ignorance of BBP like series for most well-known irrationals. Our crucial observation is that approximating an irrational can be accomplished by means other than a BBP-like series for instance by using Newton-Raphson. Bounded irrationality measure for algebraic numbers follows by a deep theorem of Roth [14]. But we show that we can keep our proof elementary by replacing Roth's theorem by Liouville's Theorem [8] which has a simple and elementary proof (see e.g. [15]).

An upper bound on the succinct version of the problem follows by observing that Newton Raphson can be viewed as approximating the algebraic number by a rational which is the ratio of two Straight Line Programs or SLP's. Allender et al. [2] show how to compute bits of a single SLP in the Counting Hierarchy. We extend their proof technique to solve the problem of computing a bit of the ratio of two SLP's in the Counting Hierarchy.

### 1.4 Related Work and Our Results

Yap [19] showed that the bits of $\pi$ are in Logspace. This was the origin of this endeavour and we are able to refine his result to the following:

Theorem 1. Let $\alpha$ be a real number with bounded irrationality measure, which can be expressed as a convergent series and further the the $m^{\text {th }}$ term (for input
$m$ in unary) is in $\mathrm{FTC}^{0}$. Then the $n^{\text {th }}$ bit of $\alpha$ can be computed by a $\mathrm{TC}^{0}$ circuit for $n$ in unary and in $\mathrm{PH}^{\mathrm{PP}}$ for $n$ in binary.

In particular, the above inclusions hold for $\pi$.
Somewhat paradoxically we get slightly weaker bounds for algebraic numbers. As our main result, we are able to show that (for an explanation of the complexity classes used in the statement please see the next section):

Theorem 2. Let $p$ be a fixed univariate polynomial of degree d, having integer coefficients. Then, $n^{\text {th }}$ bit of each real root of $p$ can be computed in $\mathrm{C}_{=} \mathrm{NC}^{1} \cap \mathrm{TCLL}$, if $n$ is given in unary, and in $\mathrm{PH}^{\mathrm{PP}}$ if $n$ is given in binary.

Roughly twenty five years ago, Ben-Or, Feig, Kozen and Tiwari [7] studied the problem of finding the roots of a univariate polynomial of degree $n$ and $m$ bit coefficients, under the promise that all roots are real. Under this assumption they are able to show that approximating the roots to an additive error of $2^{-\mu}$ for an integer $\mu$ (which is presumably specified in unary) is in NC. Notice that while their result concerns non-constant algebraic numbers it does not involve finding the bits of the algebraic numbers only approximating them. Also, since they only achieve unary tolerance their claimed upper bound of NC is not better than the $\mathrm{C}_{=} \mathrm{NC}^{1} \subseteq \mathrm{NC}$. Also their method does not work if the all-real-roots promise is not satisfied.

A very recent paper [10] claims to place in $\mathrm{TC}^{0}$, the problem of computing the complex roots of a constant polynomial to a given accuracy, even if the the coefficients of the polynomial are given in binary.

### 1.5 Organization of the Paper

In Section 2 we start with pointers to relevant complexity classes and more importantly known results from elementary analysis that we will need in our proofs. In Section 3 we provide upper bounds on the complexity of composing bivariate polynomials. This is used in the subsequent Section 4 where we view Newton-Raphson as an iterated composition of bivariate polynomials. In this section we prove that the method converges "quickly" if its initial point is in a carefully picked interval and that we can efficiently identify such intervals. In Section 5 we make use of the tools we have put together in the previous sections to prove Theorem [12 We also prove a lower bound on rationals in this section. Finally in Section [6] we conclude with some open questions.

## 2 Preliminaries

### 2.1 Complexity Theoretic Preliminaries

We start off by introducing straight line programs. An arithmetic circuit is a directed acyclic graph with input nodes labeled with the constants 0,1 or with indeterminates $X_{1}, \ldots, X_{k}$ for some $k$. Internal nodes are labeled with one of
the operations,,$+- *$. A straight-line program is a sequence of instructions corresponding to a sequential evaluation of an arithmetic circuit. We will need to refer to standard complexity classes like NP, PP, PH and we refer the reader to any standard text in complexity such as 3]. We will also use circuit complexity classes like $\mathrm{TC}^{0}$, GapNC ${ }^{1}$ and we refer the reader to [17] for details.

One non-standard class we use is TCLL. This is inspired by the class FOLL introduced in 6] which is essentially the class of languages accepted by a uniform version of an $\mathrm{FAC}^{0}$ circuit iterated $O(\log \log n)$ many times with an $\mathrm{AC}^{0}$-circuit on top. We obtain a TCLL-circuit by adding a $\mathrm{TC}^{0}$-circuit on top of the iterated block of $\mathrm{FAC}^{0}$-circuits. The class of languages accepted by such circuits constitutes TCLL.

### 2.2 Mathematical Preliminaries

In order to upper bound the largest magnitude of roots of a polynomial we note the following (e.g. see Chapter 6 Section 2 of [18]):

Fact 1. (Cauchy) Let $p(x)=\sum_{i=0}^{d} a_{i} x^{i}$ be a polynomial. Then every root of $p(x)$ is smaller in absolute value than:

$$
M_{p}=1+\frac{1}{\left|a_{d}\right|} \max _{i=0}^{d-1}\left|a_{i}\right|
$$

We can consider $\left[-M_{p}, M_{p}\right]$ as possible solution range which contains all the real roots.

Fact 2. The Taylor (see [1]) series of a real (complex) function $f(x)$ that is infinitely differentiable in a neighborhood of a real (complex) number $a$ is the power series

$$
\sum_{n=0}^{\infty} \frac{f^{(n)}(a)}{n!}(x-a)^{n}
$$

where $f^{(n)}(a)$ denotes the $n^{\text {th }}$ derivative of $f$ evaluated at the point $a$.
We will need to lower bound the minimum distance between the roots of a polynomial or the so called root separation. We use the following version of the Davenport-Mahler theorem (see e.g. Corollary 29 (i) of Lecture VI from Yap [18] for details of notation and proof):

Fact 3. (Davenport-Mahler) The separation between the roots of a univariate polynomial $p(x)$ of degree $d$ is at least:

$$
\sqrt{3|\operatorname{disc}(p)|}\|p\|_{2}^{-d+1} d^{-(d+2) / 2}
$$

Here, $\operatorname{disc}(p)$ is the discriminant of $p$ and $\|p\|_{2}$ is the 2 -norm of the coefficients of $p$. Further notice that a lower bound approximation to this bound can be computed in FTC ${ }^{0}$ for constant polynomials $p$ (since it involves computing
lower bound approximations for radicals and powers of constants and cosntant determinants).

We will also need an upper bound on the magnitude of the derivative of a univariate polynomial in open interval $(a, b)$. This is given by the so called Markoff's Theorem [12] (see also [13]):

Fact 4. Let $p(x)$ be a degree d polynomial satisfying,

$$
\forall x \in(a, b),|p(x)| \leq M_{(a, b)}
$$

Then the derivative $p^{\prime}(x)$ satisfies:

$$
\forall x \in(a, b),\left|p^{\prime}(x)\right| \leq M_{(a, b)}^{\prime}=\frac{d^{2} M_{(a, b)}}{b-a}
$$

### 2.2.1 Removing Rational and Repeated Roots

The rational roots of a polynomial can be dealt with the aid of the following, easy to see, fact:

Fact 5. The rational roots of a monic polynomial (i.e. highest degree coefficient is 1) with integer coefficients are integers.
To make $p(x)=\sum_{i=0}^{d} a_{i} x^{i}$ monic, just substitute $y=a_{d} x$ in $a_{d}^{d-1} p(x)$ to obtain a monic polynomial $q(y)$. Iterating over all integers in the range given by Fact $\mathbf{l}^{\text {we }}$ can find and eliminate the integer roots of $q(y)$ and therefore the corresponding rational roots of $p(x)$.

In general, a polynomial will have repeated roots. If this is the case the repeated root will also be a root of the derivative. Thus it suffices to find the gcd $g$ of the given polynomial $p$ and its derivative $p^{\prime}$, since we can recursively find the roots of $p / g$ and $g$. As we will be focusing only on fixed polynomials the gcd computation and the division will be in $\mathrm{FTC}^{0}$.

We will actually need a more stringent condition on the polynomials - i.e. $p$ does not share a root with its derivative $p^{\prime}$ and even with its double derivative $p^{\prime \prime}$. Notice that the above procedure does not guarantee this. For example if $p(x)=x\left(x^{2}-1\right)$, then $p^{\prime}(x)=3 x^{2}-1$ and $p^{\prime \prime}(x)=6 x$. Thus, $p$ and $p^{\prime \prime}$ share a root but $p$ and $p^{\prime}$ don't.

So we will follow an iterative procedure in which we find the gcd of $p, p^{\prime}$ to get two polynomials $p_{1}=p /\left(p, p^{\prime}\right), p_{2}=\left(p, p^{\prime}\right)$ (denoting $\operatorname{gcd}$ of $p, q$ by $\left.(p, q)\right)$. For $p_{1}$ we find the $\operatorname{gcd}\left(p_{1}, p_{1}^{\prime \prime}\right)$ and set $p_{3}=p_{1} /\left(p_{1}, p_{1}^{\prime \prime}\right), p_{4}=\left(p_{1}, p_{1}^{\prime \prime}\right)$. Now we recurse for the 3 polynomials $p_{2}, p_{3}, p_{4}$ (whose product is $p$ ). Notice that the recursion will bottom out when some gcd becomes a constant. As a result of the above discussion we can assume hereafter that $p$ does not share a root with either $p^{\prime}$ or $p^{\prime \prime}$.

### 2.2.2 Good Intervals

We define the concept of good intervals and exhibit a lemma concerning finding them easily:

Definition 3. Fix an interval $I=[a, b]$ of length $|I|=b-a$. We will call the interval I good for an integral polynomial $p$ if it contains exactly one root (say $\alpha$ ) of $p$ and no root of $p^{\prime}$ and $p^{\prime \prime}$.

Lemma 4. If $p$ is a polynomial of degree $d$ such that $p$ doesn't share a root with its derivative and double derivative then there exist $\delta$ such that all intervals of length less than $\delta$ contain at most one root of $p$ and if they contain a root of $p$ then they do not contain any roots of $p^{\prime}$ or $p^{\prime \prime}$. As a consequence we can find good intervals $I$ in $\mathrm{FTC}^{0}$.

### 2.3 From Approximation to Exact Computation

We will use the following theorem (see e.g. Shidlovskii [15] or Yap [18])
Fact 6. (Liouville's Theorem) If $x$ is a real algebraic number of degree $d \geq 1$, then there exists a constant $c=c(x)>0$ such that the following inequality holds for any $\alpha \in \mathbb{Z}$ and $\beta \in \mathbb{N}, \alpha / \beta \neq x$ :

$$
\left|x-\frac{\alpha}{\beta}\right|>\frac{c}{\beta^{d}}
$$

The rest of this subsection is an adaptation of the corresponding material in Chee Yap's paper on computing $\pi$ in L. The primary difference being that we choose to pick the elementary Liouville's Theorem for algebraic numbers instead of the advanced arguments required for bounding the irrationality measure of $\pi$. We could throughout replace the use of Liouville's theorem by the much stronger and deeper Roth's theorem but prefer not to do so in order to retain the elementary nature of the arguments.

Definition 5. Let $x$ be a real number. Let $\{x\}=x-\lfloor x\rfloor$ be the fractional part of $x$. Further, let $\{x\}_{n}=\left\{2^{n} x\right\}$ and $x_{n}$ be the $n$-th bit after the binary point.

It is clear that $x_{n}=1$ iff $\{x\}_{n-1} \geq \frac{1}{2}$. For algebraic numbers we can sharpen this:

Lemma 6. (Adapted from Yap [19]) Let $x$ be an irrational algebraic number of degree $d$ and let $c=c(x)$ be the constant guaranteed by Liouville's theorem. Let $\epsilon_{n}=c 2^{-(d-1) n-2}$ then for $n$ such that $\epsilon_{n}<\frac{1}{4}$ we have:

$$
\begin{aligned}
& -x_{n}=1 \text { iff }\{x\}_{n-1} \in\left(\frac{1}{2}+2 \epsilon_{n}, 1-2 \epsilon_{n}\right) . \\
& -x_{n}=0 \text { iff }\{x\}_{n-1} \in\left(2 \epsilon_{n}, \frac{1}{2}-2 \epsilon_{n}\right) .
\end{aligned}
$$

Proof: Taking $\beta=2^{n}$ in Liouville's theorem we get: $\left|x-2^{-n} \alpha\right|>\frac{c(x)}{2^{d^{n}}}$ i.e., $\left|2^{n-1} x-\frac{\alpha}{2}\right|>\frac{c(x)}{2^{d(n-1)+1}}=2 \epsilon_{n}$.

Consequently, we can find successive approximations $\left\{S_{m}\right\}_{m \in \mathbb{N}}$ such that the error terms $R_{m}=x-S_{m}$ are small enough (as described below). $x_{n}$ is just the $n$-th bit of $S_{m}$.

## 3 Complexity of Composition

We investigate the complexity of composing polynomials. This will be useful when we use the Newton-Raphson method to approximate roots of polynomials since Newton-Raphson can be viewed roughly as an algorithm that iteratively composes polynomials.

Definition 7. A univariate polynomial with integer coefficients is, an integral polynomial. Any integral polynomial when evaluated on a rational value $\frac{\alpha}{\beta}$, where $\alpha, \beta$ are integers, can be expressed as the ratio of two bivariate polynomials in $\alpha, \beta$ called the ratio polynomials of the integral polynomial.

Definition 8. Let $p$ be an integral polynomial. For a positive integer $t$, the $t$ composition of the polynomial denoted by $p^{[t]}$ is defined inductively as: $p^{[1]}(x)=$ $p(x)$ and $p^{[t+1]}(x)=p^{[t]}(p(x))$.

Definition 9. Let $f, g$ be a pair of bivariate polynomials. For a positive integer $t$ define the t-bicomposition of $(f, g)$ to be the pair of bivariate polynomials $\left(F^{[t]}, G^{[t]}\right)$ as follows:

$$
F^{[1]}(\alpha, \beta)=f(\alpha, \beta), G^{[1]}(\alpha, \beta)=g(\alpha, \beta),
$$

and,

$$
\begin{aligned}
& F^{[t+1]}(\alpha, \beta)=f\left(F^{[t]}(\alpha, \beta), G^{[t]}(\alpha, \beta)\right) \\
& G^{[t+1]}(\alpha, \beta)=g\left(F^{[t]}(\alpha, \beta), G^{[t]}(\alpha, \beta)\right)
\end{aligned}
$$

The following is a direct consequence of the definitions:
Proposition 10. The ratio polynomials of the t-composition of an integral polynomial $p$ are exactly the $t$-bicompositions of the ratio polynomials of $p$.

Definition 11. For an arithmetic complexity class $\mathcal{C}$ containing $\mathrm{FTC}^{0}$ we call an integral polynomial $\mathcal{C}$-computable if its ratio polynomials (viewed as functions that take in the bit representations of its two (constant) arguments as inputs and output an integer value) are in $\mathcal{C}$.

Here we consider upper bounds on the complexity of computing compositions of fixed integral polynomials. We have:

Lemma 12. Let $p$ be a fixed integral polynomial, then given $n$ in unary the $l$-bicomposition (for $l=O(\lceil\log n\rceil)$ ) of $p$ is computable in $\mathrm{GapNC}^{1}$.
We now prove an orthogonal bound on the complexity of compositions.
Lemma 13. Suppose $G$ is a layered graph of width $O(n)$ and depth $O(\log n)$ then reachability (from a vertex in the first layer to a vertex in the last layer) can be done by an AC-circuit of depth $O(\log \log n)$

Proof: It suffices to show that the reachability between two layers which are separated by another layer is in $\mathrm{AC}^{0}$, which is clear.

Note 1. In fact, from the proof it is clear that, if $G$ contains $O(\log n)$ identical layers then this reachability is in the class FOLL defined in [6].

Now we have:
Lemma 14. Let $p$ be a fixed integral polynomial, then given $n$ in unary the $l$-bicomposition (for $l=O(\lceil\log n\rceil)$ ) of $p$ is computable in TCLL.

The following is a consequence of the definitions and of $[9]$.
Lemma 15. If $p$ is an integral polynomial which is $\mathcal{C}$-computable ( $\mathrm{FTC}^{0} \subseteq \mathcal{C}$ ), then on input $m, n$ in unary, where $m>n$, we can obtain the $n$-th bit of some number that differs from $p\left(\frac{\alpha}{\beta}\right)$, by at most $2^{-m}$ in $\mathcal{C}$.
Now we describe the binary analog of the above lemma.
Note 2. In the remaining part of this section we denote polynomially bounded integers by lower case letters e.g. n,t. We denote those with polynomial number of bits by uppercase letters e.g. N,T. Finally we denote those with exponentially many bits by calligraphic letters e.g. $\mathcal{N}, \mathcal{D}$. This notation does not apply to rationals like $u, \sigma$.

Lemma 16. Let $\mathcal{N}$ and $\mathcal{D}$ be the outputs of two SLP's. Computing the $N^{t h}$ (where $N$ is input in binary) bit of an approximation (accurate up to an additive error of $2^{-(N+1)}$ ) of $\frac{\mathcal{N}}{\mathcal{D}}$ is in $\mathrm{PH}^{\mathrm{PP}}$.
Proof: We will compute an under approximation of $\frac{\mathcal{N}}{\mathcal{D}}$ with error less than $2^{-(N+1)}$.

Let $u=1-\mathcal{D} 2^{-T}$ where $T \geq 2$ is an integer such that $2^{T-1} \leq \mathcal{D}<2^{T}$. Hence $|u| \leq \frac{1}{2}$.

Notice that the higher order bit of $T$ can be found by using PosSLP : we just need to find an integer $t$ such that $2^{2^{t}} \leq \mathcal{D}<2^{2^{t+1}}$ and both these questions are PosSLP questions. Having found $T_{i}$ a lower bound of $T$ correct up to the higher order $i$ bits of $T$, i.e. $2^{T_{i}} \leq \mathcal{D}<2^{T_{i}+2^{i}}$, we check if $2^{T_{i}+2^{i-1}} \leq \mathcal{D}$ and update $T_{i-1}$ to $T_{i}+2^{i-1}$ iff the inequality holds (and $T_{i-1}=T_{i}$ otherwise). Thus by asking a polynomial number of PosSLP queries, we can determine $T$, so each bit of $T$ is in $\mathrm{PH}^{\mathrm{PP}}$.

Now consider the series

$$
\mathcal{D}^{-1}=2^{-T}(1-u)^{-1}=2^{-T}\left(1+u+u^{2}+\ldots\right)
$$

Set $\mathcal{D}^{\prime}=2^{-T}\left(1+u+u^{2}+\ldots u^{N+1}\right)$, then

$$
\mathcal{D}^{-1}-\mathcal{D}^{\prime} \leq 2^{-T} \sum_{I>N+1} 2^{-I}<2^{-(N+1)}
$$

Now we need to compute $N^{t h}$ bit of

$$
\begin{equation*}
\frac{\mathcal{N}}{2^{T}} \sum_{I=0}^{N+1}\left(1-\frac{\mathcal{D}}{2^{T}}\right)^{I}=\frac{1}{2^{(N+2) T}} \sum_{I=0}^{N+1} \mathcal{N}\left(2^{T}-\mathcal{D}\right)^{I} 2^{(N+1-I) T} \tag{1}
\end{equation*}
$$

We need to compute the $M=N+(N+2) T^{t h}$ bit of: $\mathcal{Y}=$ $\sum_{I=0}^{N+1} \mathcal{N}\left(2^{T}-\mathcal{D}\right)^{I} 2^{(N+1-I) T}$. Since each term in summation is large and there are exponentially many terms in summation, so we will do computation modulo small primes. Let $\mathcal{Y}_{I}$ denote the $I^{t h}$ term of summation.

Let $\mathcal{M}_{n}$ be the product of all odd primes less than $2^{n^{2}}$. For such primes $P$ let $H_{P, n}$ denote inverse of $\frac{\mathcal{M}_{n}}{P} \bmod P$. Any integer $0 \leq Y_{I}<\mathcal{M}_{n}$ can be represented uniquely as a list $\left(Y_{I, P}\right)$, where $P$ runs over the odd primes bounded by $2^{n^{2}}$ and $Y_{I, P}=\mathcal{Y}_{I} \bmod P$.

Define the family of approximation functions $\operatorname{app}_{n}(\mathcal{Y})$ to be $\sum_{P} \sum_{I} Y_{I, P} H_{P, n} \sigma_{P, n}$ where $\sigma_{P, n}$ is the result of truncating the binary expansion of $\frac{1}{P}$ after $2^{n^{4}}$ bits. Notice that for sufficiently large $n$, and $\mathcal{Y}<\mathcal{M}_{n}$, $\operatorname{app}_{n}(\mathcal{Y})$ is within $2^{-2^{n^{3}}}<2^{-(N+1)}$ of $\mathcal{Y} / \mathcal{M}_{n}$ as in the proof of Theorem 4.2 of [2]. Continuing to emulate that proof further and using the Maciel-Therien (see [11]) circuit for iterated addition, we get the same bound as for PosSLP in [2] viz. $\mathrm{PH}^{\mathrm{PP}}{ }^{\mathrm{PP}}$. Notice that we have a double summation instead of a single one in [2], yet it can be written out as a large summation and thus does not increase the depth of the circuit.

## 4 Establishing Quadratic Convergence

We use the famous Newton-Raphson method to approximate Algebraic Numbers. The treatment is tailored with our particular application in mind. There are some features in the proof (for instance a careful use of Markoff's result on lower bounding the derivative of a polynomial) which led us to prove the correctness and rate of convergence of the method from scratch rather than import it as a black-box.

Definition 17. (Newton-Raphson) Given an integral polynomial $p$ and a starting point $x_{0}$, recursively define:

$$
x_{i+1}=x_{i}-\frac{p\left(x_{i}\right)}{p^{\prime}\left(x_{i}\right)}
$$

whenever $x_{i}$ is defined and $p^{\prime}\left(x_{i}\right)$ is non-zero.
Recall good intervals from Definition [3,
Definition 18. Given a good interval I for an integral polynomial p, let $\epsilon_{i}$ denote the error in the $i^{\text {th }}$ iteration of Newton-Raphson i.e. $\epsilon_{i}=\left|x_{i}-\alpha\right|$ when starting with $x_{0} \in I$. Notice that $\epsilon_{i}$ is defined only when $x_{i}$ is.

Definition 19. We say that Newton-Raphson converges quadratically (with parameter $M$ ) for an integral polynomial $p$ whenever $M$ is a non-negative real such that for any interval I which is good for $p$ and of length at most $\min \left(\frac{1}{4 M^{2}}, \frac{1}{4}\right)$, it is the case that the errors at consecutive iterations (whenever both are defined) satisfy $\epsilon_{i+1} \leq M \epsilon_{i}^{2}$.

The following Lemma shows that not only are the errors at all iterations defined under the assumptions of Lemma 19 but also, that, Newton-Raphson converges "quickly".

Lemma 20. If Newton-Raphson converges quadratically (with parameter M) for an integral polynomial $p$, then for every $i \geq 0$, the $i^{\text {th }}$ iterand, $x_{i}$, is at distance at most $\min \left(\frac{1}{4 M^{2}}, 2^{-2^{i / 2}}\right)$ from the unique root of $p$ in any good interval $I$ of length $|I| \leq \min \left(\frac{1}{4}, \frac{1}{4 M^{2}}\right)$. In particular, $x_{i} \in I$ for every $i \geq 0$.

Proof: We proceed by induction on the number of iterations. For the base case, notice that $x_{0}$ is at distance at most $\epsilon_{0} \leq \min \left(\frac{1}{4}, \frac{1}{4 M^{2}}\right)$ from the root.

Now assume that $\epsilon_{i}<\min \left(\frac{1}{4 M^{2}}, 2^{-2^{i / 2}}\right)$. Then,

$$
\begin{aligned}
\epsilon_{i+1} & \leq M \epsilon_{i}^{2} \\
& =\left(M \sqrt{\epsilon_{i}}\right) \epsilon_{i}^{1.5} \\
& \leq\left(M \sqrt{\frac{1}{4 M^{2}}}\right) \epsilon_{i}^{1.5} \\
& =\frac{1}{2} \epsilon_{i}^{1.5} \\
& \leq 2^{-1} 2^{-1.5 \times 2^{i / 2}} \\
& <2^{-\sqrt{2} \times 2^{i / 2}} \\
& =2^{-2^{(i+1) / 2}}
\end{aligned}
$$

Since $\epsilon_{i+1} \leq \frac{1}{2} \epsilon_{i}^{1.5}$ and $\epsilon_{i}^{0.5}<\frac{1}{2^{2^{(i-1) / 2}}}<1$ for $i \geq 0$, therefore, $\epsilon_{i+1}<\epsilon_{i}<$ $\frac{1}{4 M^{2}}$ where the second inequality follows from the inductive assumption. This completes the proof.

Lemma 21. For any integral polynomial pand any good interval I thereof, there exists a subinterval $I^{\prime} \subseteq I$ such that Newton-Raphson converges quadratically in $I^{\prime}$.

Proof: Let the unique root of the integral polynomial $p$, contained in $I$, be $\alpha$. Thus, $p(\alpha)=0$. By Definition 18 the error in the $i+1^{t h}$ iteration of NewtonRaphson (whenever defined) is:

$$
\epsilon_{i+1}=\left|x_{i+1}-\alpha\right|=\left|\frac{1}{2} \frac{p^{\prime \prime}\left(\xi_{i}\right)}{p^{\prime}\left(x_{i}\right)}\right| \epsilon_{i}^{2}
$$

Since $p^{\prime}$ does not have a root in that interval and $p^{\prime \prime}$ is finite (because $p$ is a polynomial), the right hand side is well-defined.

In the good interval $I, p^{\prime}$ is monotonic and hence the minimum (and maximum) value of $p^{\prime}$ is attained at the end-points of $I$. Now we can upper bound the absolute value $\left|p^{\prime \prime}\right|$ using upper bound for $p^{\prime}$ and Markoff's result (Fact (4). Let this value be denoted by $\rho_{1}$ and the minimum value of $\left|p^{\prime}\right|$ by $\rho_{2} \neq 0\left(\rho_{2}=0\right.$ would contradict the assumption that $I$ does not contain a root of $p^{\prime}$ ). Now, set $M$ to be $\frac{\rho_{1}}{2 \rho_{2}}$.

Partition $I$ into sub-intervals of length $\frac{1}{4 M^{2}}$ and let $I^{\prime}$ be the unique subinterval containing a root of $p$ : i.e. the unique sub-interval such that $p$ takes oppositely signed values at its end points. It is easy to see that Newton-Raphson converges quadratically (with parameter $M$ ) in $I^{\prime}$.

## 5 Putting It All Together

We now complete the proofs of Theorem 2$]$ and Theorem
Proof: (of Theorem (2) From Lemma 4 we can compute a good interval $I$. Then using Lemma [2] we can find a subinterval of $I$ such that Newton-Raphson will converge quadratically in this interval.

Since Newton-Raphson converges quadratically, in order to obtain an inverse exponential error in terms of $n$, (By Lemma [201) we need $O(\lceil\log n\rceil)$ iterations. Now by Lemma 12 and 14, along with Lemma 15, we get that $O(\lceil\log n\rceil)$ compositions of Newton-Raphson (taking as initial point, the middle point of the interval $I^{\prime}$ obtained from Lemma (21) can be computed in $\mathrm{C}_{=} \mathrm{NC}^{1} \cap$ TCLL. Finally Lemma [6] ensures that we have computed the correct bit value. The argument for the binary case is analogous and uses Lemma 16] instead of Lemmas 12, 14, and 15

Proof: (of Theorem Lill Let $\alpha$ be a constant have series of the form $\alpha=\sum_{k=0}^{\infty} t_{k}=$ $S_{n}+R_{n}$ where we have split the series into a finite sum $S_{n}=\sum_{k=0}^{n} t_{k}$ and a remainder series $R_{n}=\sum_{k=n+1}^{\infty} t_{k}$. Each term $t_{k}$ of series can be written as a rational number of the form $t_{k}=\beta^{-k c} \frac{p(k)}{q(k)}$ where $\beta$ is a real number $p(k), q(k)$ are fixed polynomial with integer coefficients and $c \geq 1$ is an integer.

This series consist of summation of iterated multiplication, division and addition which can be computed by $\mathrm{TC}^{0}$ circuit. Since $\alpha$ has bounded irrationality measure so its $n^{\text {th }}$ bit can be computed using Lemma 6 ]

Using the BBP-like series for $\pi$ [4] and its bounded irrationality measure, we get:

Corollary 22. Computing $n^{\text {th }}$ bit of $\pi$ is in $\mathrm{TC}^{0}$ and $\mathrm{PH}^{\mathrm{PP}}$, $n$ in unary and binary respectively.

### 5.1 Lower Bound

Finally we have the $\operatorname{Mod}_{p}$ (for any odd prime $p$ ) hardness of the bits of a rational. We still don't have the proof of any kind of hardness of an irrational algebraic number.

Lemma 23. For given a odd prime $p$ and an integer $X$ (having binary expansion $b_{n-1} \ldots b_{0}$ ) then there exist an integer $N$, whose bits are constructible by Dlogtime uniform projections, and a fixed rational number $Q$ such that $N^{\text {th }}$ digit in binary expansion of $Q$ is 0 iff $\sum_{i} b_{i} \equiv(0 \bmod p)$.

## 6 Conclusion

We take the first step in the complexity of Algebraic Numbers. Many questions remain. We focus on fixed algebraic numbers - in general we could consider algebraic numbers defined by polynomials of varying degrees/coefficients. We have ignored complex algebraic numbers - they could present new challenges. Most importantly, our study is, at best, initial because of the enormous gap between lower bounds (virtually non-existent) and the upper bounds. Narrowing this gap is one of our future objectives.
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#### Abstract

We study approximation of the MAX sat problem by moderately exponential algorithms. The general goal of the issue of moderately exponential approximation is to catch-up on polynomial inapproximability, by providing algorithms achieving, with worst-case running times importantly smaller than those needed for exact computation, approximation ratios unachievable in polynomial time. We develop several approximation techniques that can be applied to MAX SAT in order to get approximation ratios arbitrarily close to 1 .


## 1 Introduction

Optimum satisfiability problems are of great interest from both theoretical and practical points of view. Let us only note that several subproblems of MAX SAT and MIN SAT are among the first complete problems for many approximability classes 116]. On the other hand, in many fields (including artificial intelligence, database system, mathematical logic, ...) several problems can be expressed in terms of versions of SAT [3].

Satisfiability problems have in particular drawn major attention in the field of polynomial time approximation as well as in the field of parameterized and exact solution by exponential time algorithms. Our goal in this paper is to develop approximation algorithms for MAX SAT with running times which, though being exponential, are much lower than those of exact algorithms, and with a better approximation ratio than the one achieved in polynomial time. This approach has already been considered for MAX SAT in 1420, where interesting tradeoffs between running time and approximation ratio are given. It has also been considered for several other well known problems such as MINIMUM SET COVER [8], MIN COLORING [57, MAX INDEPENDENT SET and MIN VERTEX COVER 6], MIN BANDWIDTH [13 18, etc. Similar issues arise in the field of FPT algorithms, where approximation notions have been introduced, for instance, in 915 . In this article, we propose several improvements of the results of [14] and [20] using various algorithmic techniques.

[^18]Given a set of variables and a set of disjunctive clauses, MAX SAT consists of finding a truth assignment for the variables that maximizes the number of satisfied clauses. In what follows, we denote by $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ the set of variables and by $C=\left\{C_{1}, C_{2}, \ldots C_{m}\right\}$ the set of clauses. Each clause consists of a disjunction of literals, a literal being either a variable $x_{i}$ or its negation $\neg x_{i}$. A $\rho$-approximation algorithm for MAX SAT (with $\rho<1$ ) is an algorithm that finds an assignment satisfying at least a fraction $\rho$ of the maximal number of simultaneously satisfied clauses. The best known ratio guaranteed by a polynomial time approximation algorithm is $\alpha=0.796$ obtained in [2], while it is known that the problem (and even its restriction to instances where every clauses contain exactly three literals) is not approximable in polynomial time with ratio $7 / 8+\epsilon$, for any $\epsilon>0$, unless $\mathbf{P}=\mathbf{N P}$ [19]. A recent result [22] states that for any $\epsilon>0$, achieving a ratio $7 / 8+\epsilon$ is even impossible to get in time $O\left(2^{m^{1-\epsilon^{\prime}}}\right)$ for any $\epsilon^{\prime}>0$ unless the exponential time hypothesis fail페. This latter result motivates the study of exponential time approximation algorithms.

Dealing with exact solution, [10] gives an exact algorithm working in time $O^{*}\left(1.3247^{m}\right)$ which is the best known bound so far wrt. the number of clauses. 2 . Dealing with the number $n$ of variables, the trivial $O^{*}\left(2^{n}\right)$ bound has not yet been broken down, and this constitutes one of the main open problems in the field of exact exponential algorithms. The parameterized version of Max Sat consists, given a set of clauses $C$ and an integer $k$, of finding a truth assignment that satisfies at least $k$ clauses, or to output an error if no such assignment exists. In [10] the authors give a parameterized algorithm for max sat running in time $O^{*}\left(1.3695^{k}\right)$.

Using the same notation as in [10], we say that a variable $x$ is an $(i, j)$-variable if it occurs positively in exactly $i$ clauses and negatively in exactly $j$ clauses. For any instance $C$ of max sat, we will denote by $O P T(C)$ (or $O P T$ if no ambiguity occurs) an optimal set of satisfied clauses. Finally, we denote by $\alpha$ the ratio guaranteed by a polynomial time approximation algorithm. In general, $\rho$ will denote the approximation ratio of an algorithm, and, when dealing with exponential complexity, $\gamma$ will be the basis of the exponential term expressing it.

In order to fix ideas, let us give a first simple algorithm, useful to understand some of our results. In particular, it is one of the basic stones of the results in [14. It is based upon the following two well known reduction rules.

Rule 1. Any clause containing an $(h, 0)$ - or a $(0, h)$-literal, $h \geqslant 1$, can be removed from the instance. This is correct because we can set this literal to TRUE or FALSE and satisfy the clauses that contain it.

Rule 2. Any (1,1)-literal can be removed too. Let $C_{1}=x_{1} \vee x_{2} \vee \cdots \vee x_{p}$ and $C_{2}=\neg x_{1} \vee x_{2}^{\prime} \vee \cdots \vee x_{q}^{\prime}$ be the only two clauses containing the variable $x_{1}$. If there exist two opposite literals $\ell$ and $\neg \ell$ in resp. $C_{1}$ and $C_{2}$, then we can satisfy both clauses by setting $x_{1}$ to true and $\ell$ to false and therefore we can remove these

[^19]clauses. Otherwise, we can replace these clauses by $C=x_{2} \vee \cdots \vee x_{p} \vee x_{2}^{\prime} \vee \cdots \vee x_{q}^{\prime}$. The optimum in the initial instance is the optimum in the reduced instance plus 1.

Algorithm 1. Build a tree as follows. Each node is labeled with a sub-instance of max sat. The root is the initial instance. The empty instances (instances with no clauses) are the leaves. For each node whose label is a non-empty sub-instance, if one of the reductions above applies, then the node has one child labeled with the resulting (reduced) sub-instance. Else, a variable $x$ is arbitrarily chosen and the node has two children: in the first one, the instance has been transformed by setting $x$ to FALSE (the literals $x$ have been removed and the clauses containing the literal $\neg x$ are satisfied); in the second one, $x$ is set to TRUE and the contrary happens. Finally, for both children the empty clauses are marked unsatisfied. Thus, each node represents a partial truth assignment. An optimal solution is a truth assignment corresponding to a leaf that has the largest number of satisfied clauses.

To evaluate the complexity of Algorithm we count the number of leaves in the tree. Note that if the number of leaves is $T(n)$, then the algorithm obviously works in time $O^{*}(T(n))$. In the sequel, in order to simplify notations we will use $T(n)$ to denote both the number of leaves (when we express recurrences) and the complexity. We consider two ways to count the number of leaves. The former is by means of the variables. Each node has two children for which the number of remaining variables decreases by 1 . This leads to a number of leaves $T(n) \leqslant 2 \times T(n-1)$ and therefore $T(n)=O^{*}\left(2^{n}\right)$. The second is by means of the clauses. On each node, if the chosen variable is an $(i, j)$-variable, then the first child will have its number of clauses decreased by at least $i$ and the second child by at least $j$. The worst case, using the two reduction rules given above, is $i=1$ and $j=2($ or $i=2$ and $j=1)$, that leads to $T(m)=T(m-1)+T(m-2)$ and therefore $T(m)=O^{*}\left(1.618^{m}\right)$.

In [14], the authors showed a way to transform any polynomial time approximation algorithm (with ratio $\alpha$ ) for MAX SAT into an approximation algorithm with ratio $\rho$ (for any $\alpha \leqslant \rho \leqslant 1$ ) and running time $O^{*}\left(1.618^{(\rho-\alpha)(1-\alpha)^{-1} m}\right)$. The basic idea of this algorithm is to build the same tree as in Algorithm [] up to the fact that we stop the branching when enough clauses are satisfied. Then the $\alpha$-approximation polynomial algorithm is applied on the resulting subinstances. As already mentioned, the best value of $\alpha$ is 0.796 [2]. Dealing with complexity depending on the number of variables, using local search techniques Hirsch [20] devises for any $\epsilon>0$ and any $k \geqslant 2$ a randomized algorithm that find with high probability a $(1-\epsilon)$ approximation for MAX- $k$-SAT (restriction of the problem to instances with clauses of size at most $k)$ in time $O^{*}\left(\left(2-c_{\epsilon, k}\right)^{n}\right)$ where $c_{\epsilon, k}=2 \epsilon /(k(1+\epsilon))$. For MAX-2-SAT, the complexity is improved down to $O^{*}\left((2-3 \epsilon /(1+3 \epsilon))^{n}\right)$.

The paper is organized as follows. In Sections and 2 we propose some improvements (for any ratio $\rho$ ) of the results of [14]. Figure $\square$ illustrates the relationship approximation ratio - running time of the different methods we develop
in these sections and compare them with the result in [14. More precisely, in Section 2 two first results are presented: the first one uses roughly the same technique as in [14 (leading to Algorithm [2] in Figure (1) while the second one uses a different approach consisting of splitting the instance in "small" sub-instances (Algorithm [3] in Figure (1). In Section 3, we further improve these results for some ratios using another technique consisting of approximately pruning a search tree (Algorithm [5 Figure [1]). Note that Figure is drawn using $\alpha=0.796$ as the best polynomial time approximation ration, but a figure of similar shape would follow with other possible values of $\alpha$. In these sections, we also show that similar results can be derived for FPT approximation algorithms where, given a ratio $\rho$ and an integer $k$, one has either to output a solution that satisfies at least $\rho k$ clauses or to assert that no solution satisfies (at least) $k$ clauses.


Fig. 1. Evaluation of complexities for different methods

All these results deal with complexity depending on the number of clauses. In Section (4, we consider complexity depending on the number of variables and improve the results of [20] (see Figure [2) by giving for any ratio $\rho \leqslant 1$ a $\rho$ approximate algorithm that is (1) deterministic, (2) valid for MAX SAT (no restriction on the clauses length) and (3) with a much smaller running time (for any ratio $\rho$ ). We conclude the article in Section 5 where we also briefly discuss the MIN SAT problem.

## 2 First Results

We provide in this section two first improvements of the result given in [14. The first one, given in Section [2.1] uses the same idea as [14] while the second one uses a completely different technique and achieve improved running times (for some approximation ratios) by splitting the initial instance in sub-instances of smaller size.


Fig. 2. Comparison between the algorithm of [20] for MAX-2-SAT (upper curve), the algorithms for MAX SAT (intermediate curve) and MAX-2-SAT (lower curve) that will be given in Section 4

### 2.1 Using a Better Parameterized Algorithm

In this section we briefly mention that the same technique as in [14 leads to an improved result when we build the search tree according to the algorithm from [10] instead of the search tree presented in Section We so derive the following algorithm, that is strictly better than the one of [14] (see Figure [1] Section (1).

Algorithm 2. Build a search-tree as the parameterized algorithm of [10] does 3 . Stop the development of this tree at each node where at least $(m(\rho-\alpha) /(1-\alpha))$ clauses are satisfied (recall that $\alpha$ is the best known polynomial approximation ratio for MAX SAT), or when the instance is empty. For each leaf of the so-pruned tree, apply a polynomial $\alpha$-approximation algorithm to complete the assignment of the remaining variables; thus, each leaf of the tree corresponds to a complete truth assignment. Return the assignment satisfying the largest number of clauses.

Proposition 1. For any $\rho$ such that $\alpha \leqslant \rho \leqslant 1$, Algorithm $\mathbf{2}$ achieves approximation ratio $\rho$ in time $O^{*}\left(1.3695^{m(\rho-\alpha) /(1-\alpha)}\right)$.

### 2.2 Splitting the Clauses

In [6], it is shown that a generic method can give interesting moderately exponential approximation algorithms if applied in (maximization) problems satisfying

[^20]some hereditary property (a property is said to be hereditary if for any set $A$ satisfying this property, and any $B \subset A, B$ satisfies this property too). MAX SAT can be seen as searching for a maximum subset of clauses satisfying the property "can be satisfied by a truth assignment", and this property is clearly hereditary. Therefore, we can adapt the splitting method introduced in [6] to transform any exact algorithm into a $\rho$-approximation algorithm, for any rational $\rho$, and with running time exponentially increasing with $\rho$.

Algorithm 3. Let $p, q$ be two integers such that $\rho=p / q$. Split the set of clauses into $q$ pairwise disjoint subsets $A_{1}, \cdots, A_{q}$ of size $m / q$ (at most $\lceil m / q\rceil$ if $m / q$ is not an integer). Then, consider the $q$ subsets $C_{i}=A_{i} \cup A_{i+1} \cup \cdots \cup A_{i+p-1}$ (if the index is larger than $q$, take it modulo $q$ ) for $i=1, \cdots, q$. On each subset, apply some exact algorithm for max sat. Return the best truth assignment among them as solution for the whole instance.

Proposition 2. Given an exact algorithm for mAx sat running in time $O^{*}\left(\gamma^{m}\right)$, Algorithm 3 achieves approximation ratio $\rho$ in time $O^{*}\left(\gamma^{\rho m}\right)$.

Note if we consider an FPT algorithm working in time $O^{*}\left(\gamma^{k}\right)$, using it in Algorithm [3 with parameter $\rho k$ (instead of an exact one) leads to a $\rho$ approximate FPT algorithm working in time $O^{*}\left(\gamma^{\rho k}\right)$. It is worth noticing that Algorithm [3] is faster than Algorithm [2 for ratios close to 1 (see Figure $\square$ in Section (1).

## 3 Approximate Pruning of the Search Tree

Informally, the idea of an approximate pruning of the search tree is based upon the fact that, if we seek, say, a 1/2-approximation for a maximization problem, then when a search-tree based algorithm selects a particular datum $d$ for inclusion in the solution, one may remove one other datum $d^{\prime}$ from the instance (without, of course, including it in the solution). At worst, $d^{\prime}$ is part of an optimal solution and is lost by our solution. Thus, globally, the number of data in an optimum solution is at most two times the number of data in the built solution. On the other hand, with the removal of $d^{\prime}$, the size of the surviving instance is reduced not by 1 (due to the removal of $d$ ) but by 2 .

This method can be adapted to MAX SAT in the following way: revisit Algorithm and recall that its worst case with respect to $m$ is to branch on a (1,2)-literal and to fix 1 (satisfied) clause on the one side and 2 (satisfied) clauses on the other side. If we decide to also remove 1 more clause (arbitrarily chosen) in the former case and 2 more clauses (arbitrarily chosen) in the latter one, this leads to a running time $T(m)$ satisfying $T(m) \leqslant T(m-2)+T(m-4)$, i.e., $T(m) \leqslant O^{*}\left(1.27^{m}\right)$. Since in the branches we have satisfied at least $s \geqslant 1$ clause (resp., $s \geqslant 2$ clauses) while the optimum satisfies at most $s+1$ clauses (resp., $s+2$ clauses), we get an approximation ratio 0.5.

This basic principle is not sufficient to get an interesting result for MAX SAT, but it can be improved as follows. Let us consider the left branch where the $(1,2)$-literal is set to true, satisfying a clause $C_{1}$. Instead of throwing away one
other clause, we pick two clauses $C_{2}$ and $C_{3}$ such that $C_{2}$ contains a literal $\ell$ and $C_{3}$ contains the literal $\neg \ell$, and we remove these two clauses. Any truth assignment satisfies either $C_{2}$ or $C_{3}$, meaning that in this branch we will satisfy at least 2 clauses ( $C_{1}$ and one among $C_{2}$ and $C_{3}$ ), while at worst the optimum will satisfy these three clauses. In the other branch where 2 clauses are satisfied, we pick two pairs of clauses containing opposite literals and we remove them. This trick improves both the approximation ratio and the running time: now we have an approximation ratio $2 / 3$ ( 2 clauses satisfied among 3 clauses removed in one branch, 4 clauses satisfied among 6 clauses removed in the other branch), and the running time satisfies $T(m) \leqslant T(m-3)+T(m-6)$, i.e., $T(m)=O^{*}\left(1.17^{m}\right)$.

In what follows, we generalize the ideas sketched above in order to work for any ratio $\rho \in \mathbb{Q}$.

Algorithm 4. Let $p$ and $q$ be two integers such as $\frac{p}{q}=\frac{\rho-1}{1-2 \rho}$. We build the search tree and, on any of its nodes, we count the number of satisfied clauses from the root (we do not count here the clauses that have been arbitrarily removed). Each time we reach a multiple of $q$, we pick $p$ pairs of clauses with opposite literals and we remove them from the remaining sub-instance. When such a sub-instance on a node is empty, we arbitrarily assign a value on any still unassigned variable. Finally, we return the best truth assignment so constructed.

Note that it might be the case that at some point it is impossible to find $p$ pairs of clauses with opposite literals. But this means that (after removing $q<p$ pairs) each variable appears only positively or only negatively, and the remaining instance is easily solvable in linear time.

Theorem 1. Algorithm 4 runs in time $O^{*}\left(1.618^{m(2 \rho-1)}\right)$ and satisfies at least $\rho$. $|O P T|$ clauses.

Proof. Consider the leaf where the variables are set like in an optimum solution. In this leaf, assume that the number of satisfied clauses is $s \times q+s^{\prime}$ (where $s^{\prime}<q$ ); again, we do not count the clauses that have been arbitrarily removed. Then, the algorithm has removed $s \times 2 p$ clauses arbitrarily, among which at least $s \times p$ are necessarily satisfied. In the worst case, the $s \times p$ other clauses are in OPT; hence, $|O P T| \leqslant 2 s p+s q+s^{\prime}$. So, the approximation ratio of Algorithm $H^{4}$ is at least: $\left(s q+s p+s^{\prime}\right) /\left(s q+2 s p+s^{\prime}\right) \geqslant \rho$.

We now estimate the running time of Algorithm 4 For each node $i$ of the tree, denote by $m_{i}$ the number of clauses left in the surviving sub-instance of this node, by $z_{i}$ the number of satisfied clauses from the root of the tree (we do not count the clauses that have been arbitrarily removed) and set $t_{i}=m_{i}-(2 p / q)\left(z_{i}\right.$ $\bmod q$ ).

For the root of the tree, $z_{i}=0$ and therefore $t_{i}=m$. Let $i$ be a node with two children $j$ (at least one clause satisfied) and $g$ (at least two clauses satisfied). Let us examine quantity $t_{j}$ when exactly one clause is satisfied. In this case, $z_{j}=z_{i}+1$. On the other hand: i) If $z_{j} \bmod q \neq 0$, then we have not reached the threshold necessary to remove the $2 p$ clauses. Then, $m_{j}=m_{i}-1$ and $t_{j}=m_{j}-2 p / q\left(z_{j} \bmod q\right)=m_{i}-1-2 p / q\left(\left(z_{i} \bmod q\right)+1\right)=t_{i}-1-2 p / q$.

If $z_{j} \bmod q=0$, then $z_{i} \bmod q=q-1$ and the threshold has been reached; so $2 p$ clauses have been removed. Then, $m_{j}=m_{i}-1-2 p, t_{j}=m_{j}=m_{i}-1-2 p$ and $t_{i}=m_{i}-2 p / q(q-1)=m_{i}-2 p+2 p / q$. Finally, $t_{j}=t_{i}-1-2 p / q$. Therefore, in both cases i) and ii), $t_{j} \leqslant t_{i}-1-2 p / q$. Of course, by a similar argument, if we satisfy $g$ clauses, then the quantity $t_{i}$ is reduced by $g(1+2 p / q)$. This leads to a running time $T(t) \leqslant T(t-1-2 p / q)+T(t-2-4 p / q)$ and hence $T(t)=$ $1.618^{t /(1+2 p / q)}$. Since initially $t=m$, we get $T(m)=1.618^{m /(1+2 p / q)}$. Taking into account that $p / q=(\rho-1) /(1-2 \rho)$, we get immediately $1 /(1+2 p / q)=2 \rho-1$.

Algorithm 4 can be improved if instead of using the simple branching rule in the tree, the more involved case analysis of [10] is used. As already noted in Section [2.1, we use only the search-tree of the algorithm of [10, that ensures that at least one branch of the tree corresonds to a partial optimal assignment. This derives the following algorithm.
Algorithm 5. Let $p$ and $q$ be two integers such as $\frac{p}{q}=\frac{\rho-1}{1-2 \rho}$. Build the searchtree of [10] and, on each node of it, count the number of satisfied clauses from the root. Each time a multiple of $q$ is reached, pick $p$ pairs of clauses with opposite literals and remove them from the resulting sub-instance. Return the best truth assignment so constructed.

To estimate the running time of Algorithm [5] we use nearly the same analysis as in [10]. The only difference is that, at each step of the search tree, [10] counts without distinction the satisfied and the unsatisfied clauses (clauses that became empty), whereas we have to make a difference in the complexity analysis: a satisfied clause reduces the quantity $t$ by $1+2 p / q$ in Algorithm [5, while an unsatisfied clause reduces it by only 1 .

By an exhaustive comparative study between the cases analyzed in [10 and Algorithm one can show that for any $\rho$ the worst case is always reached by the case (noted by 4.2 in [10]) $T(m)=T(m-2)+T(m-3)$, that becomes $T(m)=$ $T(m-2-2 \chi)+T(m-3-2 \chi)$ with $\chi=2 p / q$ in the analysis of Algorithm On the other hand, the claim of Theorem $\mathbb{1}$ dealing with the approximation ratio of Algorithm 4 identically applies also for Algorithm 5. Putting all the above together, the following theorem holds.

Theorem 2. For any $\rho<1$, Algorithm achieves approximation ratio $\rho$ on MAX SAT with running time $T(m)=O^{*}\left(\gamma^{m}\right)$, where $\gamma$ is the real solution of the equation $X^{2 \alpha+3}-X-1=0$ and $\alpha=\frac{2 \rho-2}{1-2 \rho}$.

It is very well-known that, in every max sat-instance, at least $m / 2$ clauses can be always greedily satisfied. So for any such formula, $|O P T| \geqslant m / 2$. Hence, any algorithm with running time function of $m$ is a parameterized algorithm for max sat. This however may lead to uninteresting (its running time may be worse than that of the parameterized algorithm of [10]), but we can improve this. Indeed, we can show that the pruning method just described can be directly applied to the parameterized algorithm of [10] for the achievement of the following parameterized approximation result.

Proposition 3. For any $\rho<1$, MAX SAT is approximable within ratio $\rho$ in time $O^{*}\left(1.3695^{(2 \rho-1) k}\right)$, where $k$ is the maximum number of satisfied clauses in the instance.

## 4 Splitting the Variables

In this section, we present two algorithms that approximate MAX SAT within any approximation ratio smaller than 1 , and with a computation time depending on $n$ (the number of variables). As mentioned in the introduction, Hirsch [20] devises for any $\epsilon>0$ and any $k \geqslant 2$ a randomized algorithm that find with high probability a $(1-\epsilon)$ approximation for MAX- $k$-SAT in time $O^{*}\left(\left(2-c_{\epsilon, k}\right)^{n}\right)$ where $c_{\epsilon, k}=2 \epsilon /(k(1+\epsilon))$ (note that $c_{\epsilon, k} \rightarrow 0$ when $k \rightarrow \infty$, so this does not give a complexity $c^{n}$ with $c<2$ for max SAT). For MAX-2-sAt, the complexity is improved down to $O^{*}\left((2-3 \epsilon /(1+3 \epsilon))^{n}\right)$.

As we will see, the first algorithm of this section improves these results. It builds several trees. Then, in each of them, as for Algorithm [2] in Section [2.1] it cuts the tree at some point and completes variables' assignment using a polynomial approximation algorithm.

Algorithm 6. Let $p$ and $q$ be two integers such that $p / q=(\rho-\alpha) /(1-\alpha)$. Build $q$ subsets $X_{1}, \cdots, X_{q}$ of variables, each one containing roughly $p / q \times n$ variables, where each variable appears in exactly $p$ subsets (as in Algorithm [3] in Section [2.21). For each subset $X_{i}$, construct a complete search tree, considering only the variables in the subset (i.e., the depth of each of these trees is exactly $\left.\left|X_{i}\right| \simeq p / q \times n\right)$. For each of the leaves of these trees, run a polynomial time algorithm guaranteeing a ratio $\alpha$ on the surviving sub-instance. Return the best truth assignment among those built.

Theorem 3. Algorithm achieves ratio $\rho$ in time $O^{*}\left(2^{n(\rho-\alpha) /(1-\alpha)}\right)$, for any $\rho \leqslant 1$.

Algorithm [6] is both deterministic and valid for max sat. Moreover in [20] the best running time is obtained for the restricted problem MAX-2-SAT for which a $\rho=(1-\epsilon)$-approximate solution is found in time $O^{*}\left((2-3(1-\rho) /(4-3 \rho))^{n}\right)$. Interestingly enough, $(2-3(1-\rho) /(4-3 \rho))$ is greater than $2^{(\rho-\alpha) /(1-\alpha)}$ (with $\alpha=0.796$ ) for any $\rho<1$. Finally, note that for MAX-2-SAT one can use Theorem[3] with the best polynomial time approximation ratio known for this problem, i.e., $\alpha=0.931$ [17] (note that MAX-2-SAT is not approximable in polynomial time within ratio 0.955 unless $\mathbf{P}=\mathbf{N P}[19]$. See Figure $\mathbb{\square}$ in Section $\square$ for a comparison of running times.

Algorithm [6 builds a full search tree on each subset of variables. In particular, when the ratio sought $\rho$ tends to 1 , the basis of the exponent in the complexity tends to 2 . Then, one might ask the following question: suppose that there is an exact algorithm solving max sat in $O^{*}\left(\gamma^{n}\right)$ (for some $\gamma<2$ ), is it possible to find a $\rho$ approximation algorithm in time $O^{*}\left(\gamma_{\rho}^{n}\right)$ where $\gamma_{\rho}<\gamma$ for some $\left.\left.\rho \in\right] \alpha, 1\right]$ ? For any $\rho \in] \alpha, 1]$ ? This kind of reduction from an approximate solution to an
exact one would allow to take advantage of any possible improvement of the exact solution of MAX SAT, which is not the case in Algorithm [6] Note that finding an exact algorithm in time $O^{*}\left(\gamma^{n}\right)$ for some $\gamma<2$ is a famous open question for MAX SAT (cf. the strong exponential time hypothesis [21]) as well as for some other combinatorial problems. It has very recently received a positive answer for the Hamiltonian cycle problem in [4].

Indeed, we propose in what follows a $\rho$-approximation algorithms working in time $O^{*}\left(\gamma_{\rho}^{n}\right)$ with $\gamma_{\rho}<\gamma$ for any $\left.\left.\rho \in\right] \alpha, 1\right]$.

Algorithm 7. Let $p, q \in \mathbb{Q}$ be such that $p / q=2 \rho-1$. Build $q$ subsets of variables $X_{1}, \ldots, X_{q}$, each one containing $p / q \times n$ variables (as in Algorithm [6). For each $X_{i}$ run the following steps:
i) assign weight 2 to every clause containing only variables in $X_{i}$, and weight 1 to every clause containing at least one variable not in $X_{i}$;
ii) remove from the instance the variables not in $X_{i}$; remove empty clauses;
iii) solve exactly this MAX WEIGHTED SAT resulting instance, thus obtaining a truth assignment for the variables in $X_{i}$;
iv) complete the assignment with a greedy algorithm: for each $(i, j)$-literal, if $i>j$, then the literal is set to TRUE, else it is set to FALSE (and the instance is modified accordingly). Return the best among the truth-assignments soproduced.

Lemma 1. If there is a MAX SAT-algorithm working in time $O^{*}\left(\gamma^{n}\right)$, then the instances of MAX WEIGHTED SAT in Algorithm can be solved with the same bound on the running time.

Theorem 4. Algorithm achieves approximation ratio $\rho$ in time $O^{*}\left(\gamma^{(2 \rho-1) n}\right)$, where $O^{*}\left(\gamma^{n}\right)$ is the running time of an exact algorithm for MAX SAT.

## 5 Discussion

We have proposed in this paper several algorithms that constitute a kind of "moderately exponential approximation schemata" for MAX SAT. They guarantee approximation ratios that are unachievable in polynomial time unless $\mathbf{P}=\mathbf{N P}$, or even in time $2^{m^{1-\epsilon}}$ under the exponential time hypothesis. To obtain these schemata, several techniques have been used coming either from the polynomial approximation or from the exact computation. Furthermore, Algorithm 7 in Section $⿴ 囗$ is a kind of polynomial reduction between exact computation and moderately exponential approximation transforming exact algorithms running on "small" sub-instances into approximation algorithms guaranteeing good ratios for the whole instance. We think that research in moderately exponential approximation is an interesting research issue for overcoming limits posed to the polynomial approximation due to the strong inapproximability results proved in the latter paradigm.

We conclude this paper with a word about another very well known optimum satisfiability problem, the MIN SAT problem that, given a set of variables and a
set of disjunctive clauses, consists of finding a truth assignment that minimizes the number of satisfied clauses. A $\rho$-approximation algorithm for MIN SAT (with $\rho>1$ ) is an algorithm that finds an assignment satisfying at most $\rho$ times the minimal number of simultaneously satisfied clauses.

In [11] an approximability-preserving reduction between MIN VERTEX COVER and MIN SAT is presented transforming any $\rho$-approximation for the former problem into a $\rho$-approximation for the latter problem. This reduction can be used to translate any result on the MIN VERTEX COVER problem into a result on the min Sat, the number of vertices in the min VERTEX COVER instance being the number of clauses in the min SAT instance. For instance, the results from [6] for MIN VERTEX COVER lead to the following parameterized approximation result for min SAT: for every instance of min SAT and for any $r \in \mathbb{Q}$, if there exists a solution for MIN SAT satisfying at most $k$ clauses, it is possible to determine with complexity $O^{*}\left(1.28^{r k}\right)$ a $2-r$-approximation of it.

We also note that the method used in Algorithm 6] can be applied as well to min SAT with the following modification of the algorithm. Let $p, q \in \mathbb{Q}$ be such that $p / q=2 \rho-1$. Build $q$ subsets of variables, each one containing $p / q \times n$ variables. For each subset, construct a search tree, considering only the variables in the subset (the depth of the trees is $p / q \times n$ ). For each leaf of any of the so-built trees, use some polynomial algorithm with ratio $\alpha$ on the surviving sub-instance. Return the best of the truth assignments computed.

The complexity of the modification just described is the same as that of Algorithm 6] i.e., $O^{*}\left(2^{n(\alpha-\rho) /(\alpha-1)}\right)$ (the best known ratio is $\alpha=2$ ), and a similar analysis derives an approximation ratio $\alpha-(\alpha-1) \frac{p}{q}=\rho$.
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#### Abstract

Under polynomial time reduction, the maximum likelihood decoding of a linear code is equivalent to computing the error distance of a received word. It is known that the decoding complexity of standard Reed-Solomon codes at certain radius is at least as hard as the discrete logarithm problem over certain large finite fields. This implies that computing the error distance is hard for standard Reed-Solomon codes. Using the Weil bound and a new sieve for distinct coordinates counting, we are able to compute the error distance for a large class of received words. This significantly improves previous results in this direction. As a corollary, we also improve the existing results on the Cheng-Murray conjecture about the complete classification of deep holes for standard Reed-Solomon codes.


Keywords: Reed-Solomon code, deep hole, character sum, distinct coordinates counting.

## 1 Introduction

There is always a possibility that a signal is corrupted when transferred over a long distance. Error-detecting and error-correcting codes alleviate the problem and make the modern communication possible. The Reed-Solomon codes are very popular in engineering a reliable channel due to their simplicity, burst error correction capabilities, and the powerful decoding algorithms within small error distance they admit.

Let $\mathbb{F}_{q}$ be the finite field with $q$ elements, where $q$ is a prime power. For positive integers $k<n \leq q$, the generalized Reed-Solomon code, denoted by $C$, can be thought of as a map from $\mathbb{F}_{q}^{k} \rightarrow \mathbb{F}_{q}^{n}$, in which a message $\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ is mapped to a vector $\left(f\left(x_{1}\right), f\left(x_{2}\right), \ldots, f\left(x_{n}\right)\right)$, where $f(x)=a_{k} x^{k-1}+a_{k-1} x^{k-2}+\cdots+a_{1} \in \mathbb{F}_{q}[x]$ and $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \subseteq \mathbb{F}_{q}$ is called the evaluation set. It is obvious that $C$ is a linear subspace of $\mathbb{F}_{q}^{n}$ with dimension $k$. When the evaluation set is the whole field $\mathbb{F}_{q}$, the resulting code is called the standard Reed-Solomon code, denoted by $\mathcal{C}_{q}$. In the literature, the standard Reed-Solomon code is often called the extended Reed-Solomon code. This name can be confused (to us) to the generalized Reed-Solomon code.

[^21]The Hamming distance between two codewords is the number of coordinates in which they differ. The error distance of a received word $u \in \mathbb{F}_{q}^{n}$ to the code $C$ is the minimum Hamming distance of $u$ to codewords, denoted by $d(u, C)$. A Hamming ball of radius $m$ is the set of vectors within Hamming distance $m$ to some vector in $\mathbb{F}_{q}^{n}$. The minimum distance of a code is the smallest distance between any two distinct codewords, and is a measure of how many errors the code can correct or detect. The covering radius of a code is the maximum possible distance from any vector in $\mathbb{F}_{q}^{n}$ to the closest codeword. A deep hole is a vector which achieves this maximum. The minimum distance of generalized Reed-Solomon codes is $n-k+1$. The covering radius of generalized Reed-Solomon codes is $n-k$.

### 1.1 Related Work

The pursuit of efficient decoding algorithms for Reed-Solomon codes has yielded intriguing results. If the radius of a Hamming ball centered at a received word is less than half the minimum distance, there can be at most one codeword in the Hamming ball. Finding this unique codeword (if it exists) is called unambiguous decoding. It can be efficiently solved, see [1] for a simple algorithm. If the radius is somewhat larger, but less than $n-\sqrt{n(k-1)}$, the number of codewords is of polynomial size. In this case, the decoding problem can be efficiently solved by the Guruswami-Sudan list decoding algorithm [6], which outputs all the codewords inside a Hamming ball. If the radius is stretched further, the number of codewords in a Hamming ball may be exponential. We then study the bounded distance decoding problem, which outputs just one codeword in a Hamming ball of certain radius. More importantly, we can remove the restriction on radius and investigate the maximum likelihood decoding problem, which is the problem of computing a closest codeword to a given vector in $\mathbb{F}_{q}^{n}$.

The complexity for decoding Reed-Solomon codes has also attracted attention recently. Guruswami and Vardy [7] proved that the maximum likelihood decoding of generalized Reed-Solomon codes is NP-hard. In fact, the weaker problem of deciding deep holes for generalized Reed-Solomon codes is already co-NP-complete, see [3]. In the much more interesting case of standard Reed-Solomon codes, it is unknown if decoding remains NP-hard. This is still an open problem. Cheng and Wan [4] [5] managed to prove that the decoding problem of standard Reed-Solomon codes at certain radius is at least as hard as the discrete logarithm problem over a large extension of a finite field. This is the only complexity result that is known for decoding the standard Reed-Solomon code.

Our aim of this paper is to study the problem of computing the error distance of the standard Reed-Solomon code. We shall use algebraic methods. For this purpose, we first define the notion of the degree of a received word. For $u=\left(u_{1}, u_{2}, \ldots, u_{n}\right) \in \mathbb{F}_{q}^{n}$, let

$$
u(x)=\sum_{i=1}^{n} u_{i} \frac{\prod_{j \neq i}\left(x-x_{j}\right)}{\prod_{j \neq i}\left(x_{i}-x_{j}\right)} \in \mathbb{F}_{q}[x]
$$

That is, $u(x)$ is the unique (Lagrange interpolation) polynomial of degree at most $n-1$ such that $u\left(x_{i}\right)=u_{i}$ for $1 \leq i \leq n$. For $u \in \mathbb{F}_{q}^{n}$, we define $\operatorname{deg}(u)=\operatorname{deg}(u(x))$, called the degree of $u$. It is clear that $d(u, C)=0$ if $\operatorname{deg}(u) \leq k-1$. Without loss of generality, we
can assume that $k \leq \operatorname{deg}(u) \leq n-1$ and $u(x)$ is monic. We have the following simple bound.

Proposition 1 ([3]). For $k \leq \operatorname{deg}(u) \leq n-1$, we have the inequality

$$
n-\operatorname{deg}(u) \leq d(u, C) \leq n-k
$$

This result shows that if $\operatorname{deg}(u)=k$, then $d(u, C)=n-k$ and thus $u$ is a deep hole. As mentioned before, it is NP-hard to determine when $d(u, C)=n-k$ (the deep hole problem) for generalized Reed-Solomon codes. Thus, we will restrict our attention to the most natural and important case, namely the standard Reed-Solomon code $C_{q}$. Even in this restricted case, we cannot expect a complete solution to the problem of computing the error distance, as it is at least as hard as the discrete logarithm in a large finite field. However, we expect that a lot more can be said for standard Reed-Solomon codes. For instance, Cheng and Murray [3] conjectured the following complete classification of deep holes for standard Reed-Solomon codes.

Conjecture 2 (Cheng-Murray). All deep holes for standard Reed-Solomon codes are those words satisfying $\operatorname{deg}(u)=k$. In other words, a received word $u$ is a deep hole for $C_{q}$ iff $\operatorname{deg}(u)=k$.

The deep hole problem for generalized Reed-Solomon codes is NP-hard. In contrast, the Cheng-Murray conjecture implies that the deep hole problem for the standard ReedSolomon code can be solved in polynomial time. A complete proof of this conjecture (if correct) seems rather difficult at present. As a theoretical evidence, they proved that their conjecture is true if $d:=\operatorname{deg}(u)-k$ is small and $q$ is sufficiently large compared to $d+k$. More precisely, they showed
Proposition 3 ([3]). Let $u \in \mathbb{F}_{q}^{q}$ such that $1 \leq d:=\operatorname{deg}(u)-k \leq q-1-k$. Assume that $q \geq \max \left(k^{7+\epsilon}, d^{\frac{13}{3}+\epsilon}\right)$ for some constant $\epsilon>0$. Then $d\left(u, C_{q}\right)<q-k$, that is, $u$ is not a deep hole.

The method of Cheng-Murray is to reduce the problem to the existence of a rational point on a hypersurface over $\mathbb{F}_{q}$. They showed that the resulting hypersurface is absolutely irreducible and then applied an explicit version of the Lang-Weil theorem. However, they did not obtain the exact value of $d\left(u, C_{q}\right)$, only the weaker inequality $d\left(u, C_{q}\right)<q-k . \mathrm{Li}$ and Wan [11] improved their results using Weil's character sum estimate and the approach of Cheng-Wan [4] as follows.

Proposition 4 ([1]). Let $u \in \mathbb{F}_{q}^{q}$ such that $1 \leq d:=\operatorname{deg}(u)-k \leq q-1-k$. If

$$
q>\max \left((k+1)^{2}, d^{2+\epsilon}\right), k>\left(\frac{2}{\epsilon}+1\right) d+\frac{8}{\epsilon}+2
$$

for some constant $\epsilon>0$, then $d\left(u, C_{q}\right)<q-k$, that is, $u$ is not a deep hole. If

$$
q>\max \left((k+1)^{2},(d-1)^{2+\epsilon}\right), k>\left(\frac{4}{\epsilon}+1\right) d+\frac{4}{\epsilon}+2
$$

for some constant $\epsilon>0$, then $d\left(u, C_{q}\right)=q-(k+d)$.

Note that the last part of the proposition determines the exact error distance $d\left(u, C_{q}\right)$ under a suitable hypothesis. Using a similar character sum approach, Qunying Liao [12] unified the above two results of Li-Wan and proved the following extension.

Proposition 5 ([12]). Let $r \geq 1$ be an integer. For any received word $u \in \mathbb{F}_{q}^{q}, r \leq d:=$ $\operatorname{deg} u-k \leq q-1-k$. If

$$
q>\max \left(2\binom{k+r}{2}+d, d^{2+\epsilon}\right), \quad k>\left(\frac{2}{\epsilon}+1\right) d+\frac{2 r+4}{\epsilon}+2
$$

for some constant $\epsilon>0$, then $d\left(u, C_{q}\right) \leq q-k-r$.
In a recent preprint, Antonio Cafure etc. [2] uses a much more sophisticated algebraicgeometry approach and obtains a slightly improvement of one of the Li-Wan results.

Proposition 6 ([2]). Let $u \in \mathbb{F}_{q}^{q}$ such that $1 \leq d:=\operatorname{deg}(u)-k \leq q-1-k$. Assume that

$$
q>\max \left((k+1)^{2}, 14 d^{2+\epsilon}\right), \quad k>d\left(\frac{2}{\epsilon}+1\right)
$$

for some constant $\epsilon>0$. Then $d\left(u, \mathcal{C}_{q}\right)<q-k$, that is, $u$ is not a deep hole.
Again, this result gives only the inequality $d\left(u, C_{q}\right)<q-k$, not the exact value of the error distance $d\left(u, C_{q}\right)$.

### 1.2 Our Results

In this paper, we prove the following result.
Theorem 7. Let $r \geq 1$ be an integer and $u \in \mathbb{F}_{q}^{q}$ such that $r \leq d:=\operatorname{deg}(u)-k \leq q-1-k$. There are positive constants $c_{1}$ and $c_{2}$ such that if

$$
d<c_{1} q^{1 / 2},\left(\frac{d+r}{2}+1\right) \log _{2} q<k<c_{2} q
$$

then $d\left(u, C_{q}\right) \leq q-k-r$.
Actually, our results are more general in the sense that it works for words represented by low degree rational functions, not just low degree polynomials, see Theorem 15 for details. Under the condition of $k>\left(\frac{d+r}{2}+1\right) \log _{2} q$, Theorem 7 has significantly improved the result of Proposition 5] as we weaken the condition $k<q^{\frac{1}{2}}$ in Proposition 5 to $k<c_{2} q$ for some constant $c_{2}$. Put it in another way, our result now works for codes with positive information rate, while Proposition 5 only works for codes with information rate going to zero. Taking $r=1$ or $d$ in Theorem [7] we obtain similar significant improvements of Li-Wan's results as follows.

Corollary 8. Let $u \in \mathbb{F}_{q}^{q}$ such that $1 \leq d:=\operatorname{deg}(u)-k \leq q-1-k$. There are positive constants $c_{1}$ and $c_{2}$ such that if

$$
d<c_{1} q^{1 / 2},\left(\frac{d+3}{2}\right) \log _{2} q<k<c_{2} q
$$

then $d\left(u, \mathcal{C}_{q}\right)<q-k$; and if

$$
d<c_{1} q^{1 / 2},(d+1) \log _{2} q<k<c_{2} q
$$

then $d\left(u, C_{q}\right)=q-k-d$.
Compared with Proposition [4] Corollary 8 weakened the condition from $k<\sqrt{q}$ to $k<c_{2} q$ under the assumption $k>(d+1) \log _{2} q$. This result shows that we can determine the exact error distance for a much larger class of received words.

In our proof, we convert the problem of deciding the error distance of a received word to a polynomial congruence equation. Compared with the geometric approach in [2] [3], our method is simpler and it gives stronger results. We use Weil's character sum estimate [14] and Li-Wan's new sieve for distinct coordinates counting [9] to estimate the number of solutions of the congruence. Compared with the classical inclusion-exclusion principle used in [11] and [12], the Li-Wan's new sieve for distinct coordinates counting has more advantages on decreasing the number of error terms and improving the accuracy of estimating. As a result, we are able to deduce a much weaker sufficient condition for determining the error distance of a received word.

## 2 Preliminaries

### 2.1 Character Sums and the Weil Bound

We first review the theory of character sums in the form we need. Let $\mathbb{F}_{q}[x]$ be the polynomial ring in one variable over $\mathbb{F}_{q}$ and $h(x)$ be a fixed irreducible polynomial in $\mathbb{F}_{q}[x]$ of degree $0 \leq h<m-k+1$, where $m>k$. Let $\bar{h}(x)=x^{m-k+1} h\left(\frac{1}{x}\right)$. Then $\bar{h}(x)$ is a polynomial in $\mathbb{F}_{q}[x]$ with degree $m-k+1$, and divisible by $x$.

Let $\chi:\left(\mathbb{F}_{q}[x] /(\bar{h}(x))\right)^{*} \longrightarrow \mathbb{C}^{*}$ be a multiplicative character from the invertible elements of the residue class ring to the non-zero complex numbers. For $g \in \mathbb{F}_{q}[x]$, define

$$
\chi(g)= \begin{cases}\chi(g & \bmod \bar{h}(x)), \\ 0, & \text { if } \operatorname{gcd}(g, \bar{h}(x))=1 \\ 0, & \text { otherwise }\end{cases}
$$

This defines a multiplicative function of the polynomial ring $\mathbb{F}_{q}[x]$. We need the following form of the Weil bound as given in [14].

Proposition 9 (Weil). If $\chi \neq 1$ but $\chi\left(\mathbb{F}_{q}^{*}\right)=1$, then

$$
\left|\sum_{\substack{g \in q q(x), g(0)=1 \\ \operatorname{deg}(g)=m-(k+r)}} \Lambda(g) \chi(g)\right| \leq(m-k) q^{\frac{m-(k+r)}{2}}
$$

and

$$
\left|1+\sum_{\substack{\text { g.monic } \\ \operatorname{deg}(g)=m-k+r}} \Lambda(g) \chi(g)\right| \leq(m-k-1) q^{\frac{m-(k+r)}{2}},
$$

where $\Lambda(g)$ is the Von-Mangoldt function on $\mathbb{F}_{q}[x]$, i.e. $\Lambda(g)$ is equal to $\operatorname{deg} P$ if $g$ is a power of an irreducible polynomial $P$ and equal to zero otherwise.

### 2.2 Li-Wan's New Sieve

Let $D$ be a finite set. For a positive integer $k$, let $D^{k}=D \times D \times \cdots \times D$ be the Cartesian product of $k$ copies of $D$. Let $X$ be a subset of $D^{k}$. Denote

$$
\bar{X}=\left\{\left(x_{1}, x_{2}, \ldots, x_{k}\right) \in X \mid x_{i} \neq x_{j}, i \neq j\right\}
$$

Let $f\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ be a complex valued function defined over $X$. Denote

$$
F=\sum_{x \in \bar{X}} f\left(x_{1}, x_{2}, \ldots, x_{k}\right)
$$

Let $S_{k}$ be the symmetric group on $\{1,2, \ldots, k\}$. Each permutation $\tau \in S_{k}$ can be uniquely factorized as a product of disjoint cycles and each fixed point is viewed as a trivial cycle of length 1 . Namely,

$$
\tau=\left(i_{1} i_{2} \ldots i_{a_{1}}\right)\left(j_{1} j_{2} \ldots j_{a_{2}}\right) \ldots\left(l_{1} l_{2} \ldots l_{s}\right)
$$

with $a_{i} \geq 1,1 \leq i \leq s$. Define

$$
X_{\tau}=\left\{\left(x_{1}, \ldots, x_{k}\right) \in X \mid x_{i_{1}}=\cdots=x_{i_{a_{1}}}, x_{j_{1}}=\cdots=x_{j_{a_{2}}}, \ldots, x_{l_{1}}=\cdots=x_{l_{a_{s}}}\right\} .
$$

Similarly, we can define

$$
F_{\tau}=\sum_{x \in X_{\tau}} f\left(x_{1}, x_{2}, \ldots, x_{k}\right)
$$

We say that $\tau$ is of type $\left(c_{1}, c_{2}, \ldots, c_{k}\right)$ if it has exactly $c_{i}$ cycles of length $i$. Let $N\left(c_{1}, c_{2}, \ldots, c_{k}\right)$ be the number of permutations of type $\left(c_{1}, c_{2}, \ldots, c_{k}\right)$. Define

$$
C_{k}\left(t_{1}, t_{2}, \ldots, t_{k}\right)=\sum_{\sum i c_{i}=k} N\left(c_{1}, c_{2}, \ldots, c_{k}\right) t_{1}^{c_{1}} t_{2}^{c_{2}} \ldots t_{k}^{c_{k}}
$$

We have the following combinational formula:
Lemma 10 ([9]). Suppose $q \geq d$, if $t_{i}=q$ for $d \mid i$ and $t_{i}=s$ for $d \nmid i$, then we have

$$
\begin{aligned}
C_{k}(s, \ldots, s, q, s, \ldots, s, q, \ldots) & =k!\sum_{i=0}^{\lfloor k / d\rfloor}\binom{\frac{q-s}{d}+i-1}{i}\binom{s+k-d i-1}{k-d i} \\
& \leq(s+k+(q-s) / d-1)_{k} .
\end{aligned}
$$

where $(x)_{k}=x(x-1) \ldots(x-k+1)$.
Definition 11. X is called symmetric iffor any $x \in X$ and any $g \in S_{k}$, we have $g \circ x \in X$.
Definition 12. A complex-valued function $f$ defined on $X$ is called normal on $X$ if $X$ is symmetric and for any two $S_{k}$ conjugate elements $\tau$ and $\tau^{\prime}$ in $S_{k}$, we have

$$
\sum_{x \in X_{\tau}} f\left(x_{1}, x_{2}, \ldots, x_{k}\right)=\sum_{x \in X_{\tau^{\prime}}} f\left(x_{1}, x_{2}, \ldots, x_{k}\right)
$$

Proposition 13. If $f$ is normal on $X$, then we have

$$
F=\sum_{\sum i c_{i}=k}(-1)^{k-\sum c_{i}} N\left(c_{1}, c_{2}, \ldots, c_{k}\right) F_{\tau}
$$

## 3 Main Theorem and Its Proof

The following lemma is immediate from the definition of the error distance.
Lemma 14. Let $u \in \mathbb{F}_{q}^{q}$ be a word with $\operatorname{deg}(u)=k+d$, where $k+1 \leq k+d \leq q-1$. Then, the error distance $d\left(u, C_{q}\right) \leq q-k-r$ for some $1 \leq r \leq d$ iff there exists a subset $\left\{x_{i_{1}}, x_{i_{2}}, \ldots, x_{i_{k+r}}\right\} \subset \mathbb{F}_{q}$ and a polynomial $g(x) \in \mathbb{F}_{q}[x]$ of degree $d-r$ such that

$$
u(x)-v(x)=\left(x-x_{i_{1}}\right)\left(x-x_{i_{2}}\right) \ldots\left(x-x_{i_{k+r}}\right) g(x)
$$

for some $v(x) \in \mathbb{F}_{q}[x]$ with $\operatorname{deg}(v(x)) \leq k-1$.
Fix an ordering $\mathbb{F}_{q}=\left\{x_{1}, \ldots, x_{q}\right\}$. Our main result is the following
Theorem 15. Let $r \geq 1$ be an integer and let $u \in \mathbb{F}_{q}^{q}$ be a received word. Denote

$$
m=\min \left\{\operatorname{deg} w(x) \left\lvert\, \begin{array}{l}
\begin{array}{l}
\left.\frac{w\left(x_{1}\right)}{h\left(x_{1}\right)}, \frac{w\left(x_{2}\right)}{h\left(x_{2}\right)}, \ldots, \frac{w\left(x_{q}\right)}{h\left(x_{q}\right)}\right)=u, \text { for some } \quad h(x) \in \mathbb{F}_{q}[x], \\
\left(h(x), x^{q}-x\right)=1, \operatorname{deg} h(x)+k \leq \operatorname{deg} w(x) \leq q-1 .
\end{array}
\end{array}\right.\right\}
$$

Let $r \leq d:=m-k \leq q-1-k$. There are positive constants $c_{1}$ and $c_{2}$ such that if

$$
d<c_{1} q^{1 / 2},\left(\frac{d+r}{2}+1\right) \log _{2} q<k<c_{2} q
$$

then $d\left(u, C_{q}\right) \leq q-k-r$.
Taking $h(x)=1$ in the theorem, we have $w(x)=u(x)$ and obtain the simpler polynomial case stated in the introduction section.

Proof. Suppose $w(x)$ is the polynomial with degree $m$, and $h(x)$ is the corresponding irreducible polynomial satisfying the definition of $m$. Shifting $u$ by a constant codeword if necessary, we may assume that $w(0) \neq 0$. Let $\bar{h}(x)=x^{m-k+1} h\left(\frac{1}{x}\right)$. This is a polynomial of degree $m-k+1=d+1$. Let $A=\left(\mathbb{F}_{q}[x] /(\bar{h}(x))\right)^{*}$ and $\hat{A}$ denote the group of all characters of $A$. Let $\hat{B}=\left\{\chi \in \hat{A} \mid \chi\left(\mathbb{F}_{q}^{*}\right)=1\right\}$, an abelian subgroup of order $\leq q^{d}$.

By Lemma we know that $d\left(u, C_{q}\right) \leq q-k-r$ if and only if there exists a polynomial $f(x) \in \mathbb{F}_{q}[x]$ with $\operatorname{deg} f(x) \leq k-1$, such that

$$
\frac{w(x)}{h(x)}+f(x)=\frac{w(x)+f(x) h(x)}{h(x)}
$$

has at least $k+r$ distinct roots in $\mathbb{F}_{q}$. i.e. there exists a subset $\left\{x_{1}, x_{2}, \ldots, x_{k+r}\right\} \subset \mathbb{F}_{q}$ such that

$$
w(x)+f(x) h(x)=\left(x-x_{1}\right)\left(x-x_{2}\right) \ldots\left(x-x_{k+r}\right) v(x)
$$

for some $v(x) \in \mathbb{F}_{q}[x]$ with $\operatorname{deg}(v(x))=m-(k+r)$. It is sufficient to show that there exists a subset $\left\{x_{1}, x_{2}, \ldots, x_{k+r}\right\} \subset \mathbb{F}_{q}$ such that

$$
x^{m} w\left(\frac{1}{x}\right)+x^{m} f\left(\frac{1}{x}\right) h\left(\frac{1}{x}\right)=\left(1-x_{1} x\right)\left(1-x_{2} x\right) \ldots\left(1-x_{k+r} x\right) x^{m-(k+r)} v\left(\frac{1}{x}\right) .
$$

If we denote $\tilde{w}(x)=x^{m} w(1 / x), \tilde{f}(x)=x^{k-1} f(1 / x), \tilde{v}(x)=x^{m-(k+r)} v(1 / x)$, then we have

$$
\begin{equation*}
\tilde{w}(x)+\tilde{f}(x) \bar{h}(x)=\left(1-x_{1} x\right)\left(1-x_{2} x\right) \ldots\left(1-x_{k+r} x\right) \tilde{v}(x), \tag{3.1}
\end{equation*}
$$

with $\operatorname{deg} \tilde{w}(x)=m, \operatorname{deg} \tilde{f}(x) \leq k-1$ and $\operatorname{deg} \tilde{v}(x)=m-(k+r)=d-r$. Equation 3.1 is equivalent to the congruence

$$
\begin{equation*}
\left(1-x_{1} x\right)\left(1-x_{2} x\right) \ldots\left(1-x_{k+r} x\right) \tilde{v}(x) \equiv \tilde{w}(x) \quad(\bmod \bar{h}(x)) . \tag{3.2}
\end{equation*}
$$

Since $\tilde{w}(0) \neq 0$, without loss of generality, we can assume that $\tilde{w}(0)=1$ and hence $\tilde{v}(0)=1$. Equation 3.2 is then equivalent to the following congruence

$$
\begin{equation*}
\frac{\left(1-x_{1} x\right)\left(1-x_{2} x\right) \ldots\left(1-x_{k+r} x\right) \tilde{v}(x)}{\tilde{w}(x)} \equiv 1 \quad(\bmod \bar{h}(x)) . \tag{3.3}
\end{equation*}
$$

The number of solutions in equation 3.3 is

$$
N_{u}=\#\left\{\left(x_{1}, \ldots, x_{k+r}, \tilde{v}(x)\right) \left\lvert\, \begin{array}{l}
\frac{\left(1-x_{1} x\right)\left(1-x_{2} x\right) \ldots\left(1-x_{k+r} x\right) \tilde{v}(x)}{\tilde{w}(x)} \equiv 1 \quad(\bmod \bar{h}(x)) \\
x_{i} \in \mathbb{F}_{q} \operatorname{distinct}, \operatorname{deg} \tilde{v}(x)=m-(k+r), \tilde{v}(0)=1
\end{array}\right.\right\}
$$

Thus, $N_{u}$ is the number of codewords $v \in C_{q}$ with $d(u, v) \leq q-k-r$. If $N_{u}>0$, then $d\left(u, C_{q}\right) \leq q-k-r$. Using character sums, we find

We first assume that $r<d$. In this case, to simplify the proof, we consider the following weighted version

It is clear that if $N>0$, then $N_{u}>0$. We use Li-Wan's new sieve (Proposition 13) to estimate $N$.

Let $X=\mathbb{F}_{q}^{k+r}, \bar{X}=\left\{\left(x_{1}, x_{2}, \ldots, x_{k+r}\right) \in \mathbb{F}_{q}^{k+r} \mid x_{i} \neq x_{j}, i \neq j\right\}$,

$$
\begin{gathered}
f(x)=f\left(x_{1}, x_{2}, \ldots, x_{k+r}\right)=\chi\left(\left(1-x_{1} x\right)\left(1-x_{2} x\right) \ldots\left(1-x_{k+r} x\right)\right), \\
F=\sum_{x \in \bar{X}} \chi\left(\left(1-x_{1} x\right)\left(1-x_{2} x\right) \ldots\left(1-x_{k+r} x\right)\right)=\sum_{x \in \bar{X}} f(x) .
\end{gathered}
$$

Obviously, $X$ is symmetric and $f$ is normal on $X$, we can use Proposition 13 directly to compute $F$. In this case,

$$
F_{\tau}=\sum_{\substack{x_{s t s} \in F_{q} \\ 1 \leq s \leq k+r, 1 \leq s \leq s}} \chi\left(1-x_{11} x\right) \ldots \chi\left(1-x_{1 c_{1}} x\right) \chi^{2}\left(1-x_{21} x\right) \ldots \chi^{k+r}\left(1-x_{(k+r) 1} x\right) \ldots \chi^{k+r}\left(1-x_{(k+r))_{k+r}} x\right)
$$

If $\chi \in \hat{B}$ is non-trivial and $\chi\left(\mathbb{F}_{q}^{*}\right)=1$, by Weil's bound and noting that $\chi(x)=0$ since $\bar{h}(x)$ is divisible by $x$, we can see that

$$
\left|\sum_{x_{i} \in \mathbb{F}_{q}} \chi\left(1-x_{i} x\right)\right|=\left|1+\sum_{a \in \mathbb{F}_{q}} \chi(x-a)\right| \leq(d-1) q^{\frac{1}{2}}
$$

We know that if $\chi \neq 1$ and $\chi^{h}=1$, then $h \geq 2$.

Using the analysis above, we can get that

$$
\begin{aligned}
& \leq \frac{1}{|\hat{B}|} d q^{\frac{d-r}{2}} \sum_{\substack{\chi \in \hat{B} \\
\chi \neq 1}} \sum_{\sum i c_{i}=k+r} N\left(c_{1}, c_{2}, \ldots, c_{k+r}\right)\left|F_{\tau}\right| \\
& \leq \frac{1}{|\hat{B}|} d q^{\frac{3 d-r}{2}} C_{k+r}\left((d-1) q^{1 / 2}, q, \ldots,(d-1) q 1 / 2, q, \ldots\right) \\
& \leq \frac{d q^{\frac{3 d-r}{2}}}{|\hat{B}|}\left(d q^{1 / 2}+k+\frac{q}{2}\right)_{k+r} .
\end{aligned}
$$

So, in order to prove $N_{u}>0$, it is sufficient to prove

$$
(q)_{k+r}\left(q^{d-r}-1\right)>d q^{\frac{3 d-r}{2}}\left(d q^{1 / 2}+k+\frac{q}{2}\right)_{k+r}
$$

Since we assumed that $d>r$, we get the following sufficient condition:

$$
\frac{q}{d q^{1 / 2}+k+\frac{q}{2}}>\left(\frac{d q^{\frac{3 d-r}{2}}}{q^{d-r}-1}\right)^{\frac{1}{k+r}}
$$

With the assumption $d<c_{1} q^{1 / 2}, k<c_{2} q$, it is sufficient to prove that there are positive constants $c_{1}, c_{2}$ satisfying

$$
c_{1}+c_{2}<\left(\frac{d q^{\frac{3 d-r}{2}}}{q^{d-r}-1}\right)^{\frac{-1}{k+r}}-\frac{1}{2}
$$

This is possible if $\left(\frac{d q^{\frac{3 d-r}{2}} q^{d-r}-1}{}\right)^{\frac{1}{k+r}}<2$, that is, if $k>\left(\frac{d+r}{2}+1\right) \log _{2} q$. This completes the proof in the case $r<d$.

Assume now that $r=d$. The above proof breaks down, but the theorem can be proved in a similar way by working with the original un-weighted counting function $N_{u}$. Since $r=d$, we have $\tilde{v}(x)=1$. Thus,

$$
\begin{aligned}
& =\frac{1}{|\hat{B}|}(q)_{k+r}+\frac{1}{|\hat{B}|} \sum_{\substack{\chi \in \hat{B} \\
\chi \neq 1}} \sum_{\substack{x_{i} \in \mathbb{F} q, d i s t i n i n c t \\
1 \leq i \leq k+r}} \chi\left(\frac{\left(1-x_{1} x\right) \ldots\left(1-x_{k+r} x\right)}{\tilde{u}(x)}\right) .
\end{aligned}
$$

Using a similar estimate, we can deduce that

$$
\left|N-\frac{1}{|\hat{B}|}(q)_{k+r}\right| \leq \frac{q^{d}}{|\hat{B}|}\left(d q^{1 / 2}+k+\frac{q}{2}\right)_{k+d} .
$$

To get $N>0$, it is sufficient to have

$$
(q)_{k+d}>q^{d}\left(d q^{1 / 2}+k+\frac{q}{2}\right)_{k+d}
$$

This actually proves something stronger than what is stated in the theorem if $r=d$. The proof is complete.

## 4 Conclusions

In this paper, we proved that for those received words represented by a low degree rational function in a suitable sense, the error distance can be explicitly determined for the standard Reed-Solomon codes. It would be very interesting to see if the square root condition $d<c \sqrt{q}$ in our main theorem can be improved to a linear condition $d<c q$ for some positive constant $c$. A similar problem in different contexts occurs in [5] and [15].
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#### Abstract

A set of parallel jobs must be scheduled in a grid, which has multi clusters that consist of many identical processors, to minimize the global objective function, the makespan. A parallel job requires several processors for simultaneously executing and it needs some unit times to finish its execution. In practice, each parallel job is owned by an independent agent, which is selfish and select a cluster to minimize its own completion time. This scenario can be represented as a coordination mechanism game, in which the players are job owners, and the strategies are the clusters, and the player's disutility is the completion time of its job in the corresponding schedule.

In this work, we design and analyze coordination mechanisms for machines, which aim to minimize the price of anarchy. We study two classes of scheduling policies, the Bottom-Left based algorithms and the ShelfPacking based algorithms, both in a homogeneous grid and in a heterogeneous grid. We derive upper and lower bounds on the price of anarchy of these coordination mechanisms. We also show that such games are potential games that converge in a linear number of rounds.


## 1 Introduction

Recently cloud computing becomes more and more popular in large-scale and distributed computing, with often competing economic interests. In such a distributed parallel computing environment, we study a natural game-theoretic variant of parallel jobs scheduling problem: We assume that a parallel job that may run simultaneously on more than one processor is managed by a selfish agent, i.e., each job has an agent that aiming at placing the job on the cluster such that its completion time is minimized. Several agents may select the same cluster for processing, and the completion times of these jobs thus depend on the positions they are allocated. One characterization of cloud computing is that all the processing power is controlled by only a single entity, namely the service provider. Thus it is reasonable to assume that the service provider will attempt to balance the load on all clusters and minimize the makespan. On the other

[^22]hand, in a cloud computing environment, the service provider is not able to impose the control on the users. Rather, it can only design mechanisms (or protocols) specifying the rules of the game, with the goal such that the independent and selfish choices of the users will result in a socially desirable outcome. However, different mechanisms (allocation policies of clusters for jobs) may result in different costs of equilibria compared to the global social optimums. To reduce the price of anarchy which measures the quality of an equilibrium to the optimal social cost, we deal with our problem by introducing coordination mechanisms.

More precisely, the model of our studied game is described as follows.

### 1.1 The Model

We consider the problem of scheduling a set $N$ of $n$ parallel jobs that must be assigned in a grid $G$ that has $m$ clusters. Each cluster has $M$ identical processors. Job $i$ is required to be processed on $w_{i}$ processors (sometime it is called degree of parallelism, or the size of a job) and its processing time (or the length of a job) is $p_{i}$. The $w_{i}$ processors allocated to job $i$ must be on the same cluster. We study the rigid version of parallel jobs, i.e., a job cannot be executed if it is allocated with processors not equal to $w_{i}$. To minimize the communicate overhead between processors, we require that the processors allocated to a job shall be contiguous. Hence, without loss of generality, we assume that $M=1$, and $0 \leq w_{i} \leq 1$. Moreover, no preemption is allowed.

We introduce coordination mechanism 9 for our problem. A coordination mechanism is a local scheduling policy, one for each cluster, which is an algorithm for the cluster to schedule all its available jobs. The policy is run locally on each cluster without any knowledge of other clusters. We assume that all the clusters adopt the same policy. Once the policy is chosen by the clusters, it is known to all agents.

In our problem, every job is owned by a selfish agent who tries to minimize its disutility (the completion time) by selecting a cluster on which its job will run. In this game, each agent can move its job from cluster to cluster. The completion time of a job on each cluster is determined by the local policy of the corresponding cluster. Each agent attempts to minimize its own completion time, while the social objective is to minimize the overall makespan.

Usually coordination mechanisms are designed according to the information announced by the jobs. In this paper we consider two types of information, the number of required processors and the processing times. According to the number of required processors, we study the class of policies that are based on the Bottom-Left rule, in which the jobs are sequenced in non-decreasing (or non-increasing) order of theirs widths (or heights), respectively. According to the processing time, we study the class of policies that are based on the ShelfPacking algorithms, in which the jobs are partitioned into different shelves by their processing times.

In this paper, we consider pure Nash equilibria for selfish scheduling games. A (pure) Nash equilibrium is a schedule such that no job has an incentive to move from the current cluster to another cluster if all the other agents do not change their decisions.

There might exist several equilibria in a game. To measure the inefficiency of a Nash equilibrium, we analyze the price of anarchy (PoA) for each coordination mechanism. For any instance $I$, we denote $C^{N E}(I)$ to be the overall makespan of a Nash equilibrium NE on the instance $I$ and $C^{O P T}(I)$ to be the overall makespan of the optimal solution on the instance $I$. Then the PoA of the game is defined to be

$$
P o A=\sup _{I}\left\{\frac{\sup _{N E} C^{N E}(I)}{C^{O P T}(I)}\right\}
$$

In words, the price of anarchy is the worst-case ratio of the maximum makespan in a Nash equilibrium to the optimal makespan. The optimal schedule is not required to be a Nash equilibrium.

### 1.2 Our Contribution

The first contribution in this work is to prove the existence of Nash equilibria for all the provided policies. Moreover, we show that these games are potential games and converge to pure Nash equilibria in at most $n$ rounds by the highest priority best response strategy (see definitions in Section [6]), which means that given any initial solution, these games will converge to pure Nash equilibria in a reasonable rounds.

The second contribution of this work is to present number of local policies and analyze upper bounds on the price of anarchy. In a homogenous grid, for the Bottom-Left based policies, the price of anarchy on Bottom-Left Decreasing Width is at most of 3, while the price of anarchies on Bottom-Left Decreasing Height, Bottom-Left Increasing Width, Bottom-Left Increasing Height are unbounded. As a corollary, we extend the result to a general case where clusters have a different number of processors, the price of anarchy on the policy Bottom-Left Decreasing Width is also at most of 3. For the Shelf-Packing based algorithms, we show that the price of anarchy on the policy First Fit Decreasing Height (FFDH) is at most of $2.2+1 /(2 m)$, and the price of anarchy on the policy $N F S_{r}$ Decreasing Height is $2 r+\frac{r^{2}}{m(r-1)}+\frac{m-1}{m} \max \{1 / r, r /(1+r), r / 3\}$ for any given $r>1$, the bound is at most of $14 / 3+10 /(3 m)$ if we let $r=2$. In a heterogeneous grid with different speeds, the price of anarchy for BottomLeft Decreasing Width is at most of $3 / 2+\sqrt{2 m+1 / 4}$ and the lower bound is $\Omega(\log m)$ which follows the instance given in [8]; the price of anarchy on the policy FFDH is at most $4.4-1.7 / \mathrm{m}$. The detailed results on the price of anarchies are given in Table []

### 1.3 Related Works

A Nash equilibrium for selfish scheduling games was introduced in 1999 by Koutoupias and Papadimitriou [19]. In that paper, the price of anarchy was used to measure the deterioration in performance of a Nash equilibrium schedule. However, in the machine scheduling, different local sequencing policies will yield different Nash equilibria. The analysis of local sequencing policies was called coordination mechanisms in the paper by Christodoulou, Koutsoupias, and Nanavati 9 .

Table 1. The price of anarchy for different policies provided in this paper are marked with *. All upper bounds and lower bounds hold for pure Nash equilibria.

|  | Bottom-Left based policies | Shelf-Packing based policies |
| :---: | :---: | :---: |
| Identical | BLDW: UB=3;* $\mathrm{LB}=3[2$ BLDH, BLIW, BLIH: Unbounded 2$]$ | FFDH: UB $=2.2+1 /(2 m)^{*}$ $N F S_{r} D H: \mathrm{UB}=14 / 3+10 /(3 m)^{*}$ |
| Different Widths | BLDW: UB=3;* $\mathrm{LB}=3$ [2] | Unbounded [28] |
| Different Speeds | $\begin{aligned} \hline \mathrm{BLDW:} \mathrm{UB} & =3 / 2+\sqrt{2 m+1 / 4} ; * \\ \mathrm{LB} & =\Omega(\log m) 8 \end{aligned}$ | FFDH: UB=4.4-1.7/m * |

To the best of our knowledge, there is no previous work on the coordination mechanisms for selfish parallel jobs scheduling. However there exist many papers studying equilibria and coordination mechanisms for sequential scheduling problem, where a job requires only one processor. Four typical policies are ShortestFirst, LongestFirst, Randomized, and Makespan. In the ShortestFirst and the LongestFirst policies, each machine schedules its available jobs in non-decreasing and non-increasing order of their processing times, respectively. In the Makespan policy, each machine processes all its jobs in parallel, and so the completion time of a job is the makespan of the machine. In the Randomized policy, the jobs are scheduled in random order in each machine.

The Makespan policy has been considered as a standard in the study of selfish scheduling, which is called congestion games, we refer to surveys in 1420 . Christodoulou, Koutsoupias, and Nanavati [9] studied the policy LongestFirst for parallel machine and showed that the price of anarchy is $4 / 3-1 /(3 m)$, where $m$ is the number of machines. Immorlica et al. [15] studied these scheduling policies under several scheduling settings including the most general case of unrelated machines. In the ShortestFirst policies, they proved that the bounds of price of anarchy for parallel machines, related machines, and unrelated machines are $2-1 / m, \Theta(\log m),[\log m, m]$, respectively, where $m$ is the number of machines. In the LongestFirst policies, the price of anarchy for related machines is [1.52, 1.59] followed by the work in [1112]. Regards the coordination mechanisms for unrelated machine scheduling, there are several works such as [1715].

From a centralized optimization perspective, our problem is exactly the same as the multiple strip packing problem, since scheduling a job $i$ on $w_{i}$ consecutive processors during $p_{i}$ units of time is equivalent to packing a rectangle of width $w_{i}$ and height $p_{i}$. Zhuk [28] showed that there is no polynomial time approximation algorithm with an absolute ratio better than 2. Ye et al. [26] provided a $(2+\varepsilon)$-approximation algorithm. Bougeret et al. 6] improved the result to a 2-approximation and also presented an AFPTAS. Recently, Bougeret et al. 54] designed 5/2-approximation algorithms for identical and heterogeneous platforms.

The online version of this problem has been studied in [2326]. In [23] the authors studied the model with jobs arrive over time and achieved a ratio of 3 without release times (and 5 with release times). Notice that these results do not require the knowledge of the processing times of the jobs. Moreover, the clusters may have a different number of processors. In [26] the authors studied jobs arrive over list model, both deterministic and randomized algorithms are investigated.

For the single strip or the classical strip packing problem, Coffman et al. 10] showed that the algorithms NFDH (Next Fit Decreasing Height) and FFDH (First Fit Decreasing Height) achieve approximation ratios 3 and 2.7, respectively. Independently, Schiermeyer [21] and Steinberg [24] presented a 2-approximation algorithm. The current championship is due to Harren [13] with an approximation algorithm of $5 / 3+\varepsilon$, where $\varepsilon$ is any given small positive number. Another important result is an asymptotic PTAS which was given by Kenyon and Remila [18, and the additional constant was improved by Jansen and Solis-Oba [16].

## 2 Preliminaries

The local scheduling policy on each cluster is an algorithmic manner. On the other hand, from a centralized optimization perspective, scheduling of parallel jobs on a single cluster is a variant of strip packing. There are many approximation algorithms for the strip packing problem, but most of them are Bottom-Left base algorithm [2] and Shelf-Packing based algorithms [10 3]. An algorithm satisfies the Bottom-Left property if a job is positioned at the most bottom and left position available at the time of placement.

The order of jobs to be scheduled on the cluster is crucial to a coordination mechanism. In the following, we present the order sequence for each local scheduling policy and how a policy works.

In the Bottom-Left Decreasing Width policy (BLDW), the jobs are sorted in the order of non-increasing widths, and then these jobs are assigned by Bottom-Left rules. The other policies Bottom-Left Decreasing Height (BLDH), Bottom-Left Increasing Width (BLIW), Bottom-Left Increasing Height (BLIH) are defined similarly. Note that in all above policies, the jobs are ordered in a sequence if we break the tie in favor of the job with the smaller index.

Example. Given four jobs $J_{1}=(0.3,6), J_{2}=(0.5,4), J_{3}=(0.7,3), J_{4}=$ $(0.4,2)$, the first parameter is the width of a job and the second parameter is the height of a job, that are required to be assigned to a single cluster that its numbers of processors are normalized to be 1. Figure $\$ illustrates an assignment by the policy Bottom-Left Decreasing Width. The makespan is 11 .

An algorithm satisfies the Shelf-Packing property if jobs are grouped by their processing times (or heights) and then contiguously pack jobs group by group.

In the policy First Fit Decreasing Height (FFDH), the jobs are ordered in non-increasing heights and the next job $j$ at any point in the packing sequence to be packed is placed left-justified on the first (i.e., lowest) level (or block) on which it will fit. If none of the current levels accommodate this job, a new level of height $p_{j}$ will be created at the top and packing proceeds on the new level.
Example. Given four jobs $J_{1}=(0.3,6), J_{2}=(0.5,4), J_{3}=(0.7,3), J_{4}=$ $(0.4,2)$, the first parameter is the width of a job and the second parameter is the height of a job, which are required to be assigned to a single cluster that its numbers of processors are normalized to be 1 . Figure 2 shows a packing with the


Fig. 1. A packing of the policy of Bottom-Left Decreasing Width(BLDW), and a horizontal cut $y$
policy First Fit Decreasing Height and its schedule consists of blocks $B_{i}$. The makespan is also 11.

In the policy $N F S_{r}$ Decreasing Height ( $N F S_{r} \mathrm{DH}$ ), the jobs are ordered in non-increasing heights and the job $i$ is grouped to class $k$ if $r^{k}<p_{i} \leq r^{k+1}$ for any given $r>1$, and all the jobs in a class are assigned by the bin packing algorithm Next Fit [10].

For the Makespan policy and the action profile $x$, the completion time of job $i$ on the cluster $j$ is the sum of processing times that assigned to the same cluster, i.e., $C_{i}^{M}(x)=\sum_{x_{k}=j} p_{k}$. In words, the Makespan policy ignores the dimension of widths for each agent and it becomes the congestion game [22 20] for the selfish load balancing problem. Of course, a pure Nash equilibrium always exists in this game under the Makespan policy [22].

A scheduling policy $\mathcal{P}$ receives a subset of the jobs as an input, and outputs the allocate positions in which they will be processed. Hence, the output of a scheduling policy is a vector $O=\left\{\left(o_{1}, s_{1}\right),\left(o_{2}, s_{2}\right), \ldots,\left(o_{k}, s_{k}\right)\right\}$, where $o_{i} \in N$ is a job and $s_{i}$ is the start position of the job $o_{i}$. For each policy $\mathcal{P}$, the action set $X_{i}$ of the agent associated with each job $i$ is the set of the cluster that the job will run on. In our setting, each $X_{i}$ equals the set of clusters, i.e. $X_{i}=G$. Denote by $X$ the set of all the action profiles. Denote the completion time of job $i$ by $C_{i}^{p}(x)$ for every policy $\mathcal{P}$ and a specific action profile $x \in X$ of agents. The definition of a pure Nash equilibrium is given as below.

Definition 2.1. (Nash equilibrium) An action profile $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a pure Nash equilibrium in the game with policy $\mathcal{P}$ if for every job i $C_{i}^{p}(x) \leq$ $C_{i}^{p}\left(y_{i}, x_{-i}\right)$ for every $y_{i} \in X_{i}$ and $x \in X$, where $\left(y_{i}, x_{-i}\right)$ is the profile if just agent $i$ deviates from $x_{i}$ to $y_{i}$.


Fig. 2. A packing of the policy of First Fit Decreasing Height (FFDH)

To study the pure strategy Nash equilibria on the local policies for each cluster, we define the following algorithm Greedy POL, where POL is a local policy. In this paper, the POL refers to BLDW, BLIW, BLDH, BLIH, $N F S_{r} \mathrm{DH}$, and $F F D H$.

## Greedy POL

Step 1: All the jobs are sorted according to the POL policy, and break ties with smallest index. Denote the sequence of jobs to be $\sigma$. In this step, we just get the order of jobs without doing any assignment.

Step 2: A job is assigned from this ordered sequence $\sigma$ one by one to a cluster such that its completion time is minimized. Specifically, in each iteration $i=1,2, \ldots, n$, we select a pair $(i, j)$, where $i$ is an unscheduled job and $j$ is a cluster. If $C_{i}^{P O L}(j)$ denotes the completion time of job $i$ on the cluster $j$ by the local policy POL, then we assign job $i$ to the cluster $k$ such that $C_{i}^{P O L}(k)=\min _{j} C_{i}^{P O L}(j)$.

Theorem 2.2. For homogeneous (or heterogeneous) grids, if each cluster takes the policy POL(BLDW, BLIW, BLDH, BLIH, NFS $S_{r} D H$, and FFDH), then the set of Nash equilibria for this policy can be generated by the Greedy POL algorithm.

Proof. First, we show the schedule generated by the algorithm Greedy POL is an equilibrium. Suppose that a job $i$ has a motivation to move from the current cluster to another cluster. Let $j$ be the cluster in which the job $i$ can be completed first. Then it would be beneficial for the job $i$ to switch from the current cluster to the cluster $j$. Note that a job $i$ 's completion time is independent on the jobs
with orders larger than $i$ for any policy POL. On the other hand, the job $i$ does not affect the assignment of any job before $i$ since the job with smaller index has the higher priority in the policy POL. As a consequence, the greedy algorithm would also have scheduled the job $i$ on the cluster $j$. It is a contradiction.

The other direction can be proven by induction. The base step $k=1$ job is obvious. Consider a Nash equilibrium schedule $\pi$ with $k+1$ jobs. Let $i$ be the last job in the sequence generated by the policy POL. Let $\pi^{\prime}$ be the schedule by removing job $i$ from the schedule $\pi$. Then $\pi^{\prime}$ is also a Nash equilibrium since the job $i$ does not affect the assignment and the completion time of any job with priority before $i$. Since the job $i$ has no incentive to move, the job $i$ has the minimal completion time given the schedule $\pi^{\prime}$. Therefore the job $i$ was assigned by the greedy POL algorithm.

## 3 The Price of Anarchy of Bottom-Left Based Policies

In the following we investigate the price of anarchy for the Nash equilibrium schedule generated by the algorithm Greedy BLDW for the homogeneous grid. Then we extend the result to the homogeneous unequal grid, where clusters have a different number of processors. In this case, jobs cannot be assigned to the cluster with total processors is fewer than the required number of processors.

### 3.1 Upper Bounds for Greedy BLDW

Note that the scheduling of parallel jobs can be regarded as the strip packing. If we use the algorithm Bottom-Left Decreasing Width (BLDW) to assign the rectangles, then any horizontal cut of this strip (see e.g. in Figure lill lying under the start position of the last rectangle whose upper side is located at the greatest height is at least half full [2]. Then we have the following property.
Lemma 3.1. [2] For any schedule in a cluster by the algorithm BLDW, let S(i) be the start time of job $i$ that determines the makespan in this schedule, then at least half of the clusters are busy until $S(i)$.
Theorem 3.2. The price of anarchy on the policy Bottom-Left Decreasing Width for a homogeneous grid is at most of 3 by the algorithm Greedy BLDW.

### 3.2 Homogeneous Unequal Clusters

In this section, we extend our analysis to the homogenous unequal clusters, where clusters have a different number of processors.

Corollary 3.3. For homogeneous unequal clusters, but clusters can have a different number of processors, the Greedy Bottom-Left Decreasing Width algorithm also generates the Nash equilibrium schedule for the Bottom-Left Decreasing Widths policy coordination mechanism.

Corollary 3.4. The price of anarchy on the Bottom-Left Decreasing Width policy for homogeneous unequal clusters is of at most 3.

### 3.3 Lower Bounds on the Price of Anarchy

For each coordination mechanism, the Nash equilibrium schedule is generated by the greedy algorithm on this policy. The lower bound of the price of anarchy can be easily obtained by $m$ duplication of lower bound instances in a single strip packing with that policy. Hence, we have the following corollaries.

Corollary 3.5. The price of anarchy of the Bottom-Left Decreasing Widths policy for a homogeneous cluster is at least 3. For the other policies, Bottom-Left Increasing Widths, Bottom-Left Decreasing Heights and Bottom-Left Increasing Heights, there are no constant price of anarchies for these coordination mechanisms.

For the policy makespan, the price of anarchy is at least $m$. The instance can be generated the greedy algorithm for parallel jobs scheduling [2717], which therefore the price of anarchy is tight.

## 4 The Price of Anarchy of Shelf-Packing Based Policies

Except Bottom-Left based algorithms, there are various approximate algorithms for strip packing, but most of them are shelf algorithms based, which group items by their heights (the processing times) and then contiguously pack items group by group. The existing shelf packing algorithms are Next-Fit Decreasing Height (NFDH) and First-Fit Decreasing Height, Next-Fit Shelf (NFS ${ }_{r}$ ) [3], First-Fit Shelf $\mathrm{FF}_{r}$ [3] and Revisited First-Fit shelf $R S_{r}$ [25] and so on.

Lemma 4.1. If the strips are with different widths, then the Shelf-Packing based polices are not constant approximated.

Due to this negative result, we only study the Shelf-Packing based policies for the clusters with the same widths. In the following, we just explore two policies: $N F S_{r}$ Decreasing Height ( $N F S_{r} \mathrm{DH}$ ) and First Fit Decreasing Height (FFDH), the other policies can be extended similarly.

We first study the algorithm Greedy $F F D H$. The analysis of the price of anarchy requires a black box analysis of the weight function in [10.

Theorem 4.2. The price of anarchy on the coordination mechanism FFDH is at most $2.2+1 /(2 m)$ by the Greedy FFDH algorithm.

For the coordination mechanism $N F S_{r} \mathrm{DH}$, we have the following result.
Theorem 4.3. For any $r>1$, the price of anarchy on the coordination mechanism NFS $S_{r}$ Decreasing Height is at most $2 r+\frac{r^{2}}{m(r-1)}+\frac{m-1}{m} \max \{1 / r, r /(1+$ $r), r / 3\}$ by the greedy NFS $S_{r} D H$ algorithm.

## 5 The Price of Anarchy for Clusters with Different Speeds

In this section we deal with coordination mechanisms on a heterogeneous grid. On this heterogeneous grid, all the clusters have the equal widths but each cluster $j$ is associated with a speed $s_{j}, s_{j} \geq 1$. If a job $i$ is assigned to the $j$ th cluster then $p_{i} / s_{j}$ time units are needed to execute this job.

We derive upper bounds of the price of anarchies on the policies BLDW and FFDH in the left. From Theorem [2.2, we know that a Nash equilibrium schedule on the policy BLDW (FFDH) will be generated by the algorithm Greedy BLDW (Greedy FFDH).

### 5.1 BLDW Policy in a Heterogeneous Grid with Different Speeds

Recall that for the Bottom-Left based policies, the price of anarchies on the policies BLDH, BLIW, BLDH are unbounded. From the lower bound of approximation approach [8], the price of anarchy on the policy BLDW is at least $\Omega(\log m)$. However, the price of anarchy for the policy BLDW will be bounded on $m$.

Theorem 5.1. The price of anarchy for the $m$ heterogeneous clusters on the policy $B L D W$ is at most $3 / 2+\sqrt{2 m+1 / 4}$ by the Greedy BLDW algorithm.

### 5.2 FFDH Policy in a Heterogeneous Grid with Different Speeds

In this section, we study the FFDH policy for a heterogeneous grid. Each cluster takes the FFDH policy, and the shelves are assigned to clusters with earliest completion time.

Theorem 5.2. For any heterogeneous grid with $m$ clusters, the price of anarchy on the FFDH policy is at most $4.4-1.7 / m$ by the Greedy FFDH algorithm.

## 6 Convergence of Pure Nash Equilibria

We have proven there exists a pure Nash equilibrium produced by Greedy POL algorithm in Section [2, For any fixed local scheduling policy POL, we show that this game is a potential game and always admits a pure Nash equilibrium. Moreover, we show that the game converges to an equilibrium in reasonable rounds by the highest-priority best-response strategy. An agent is said to be unsatisfied if it can reduce its completion time by moving its job to a different cluster. The highest-priority strategy always activates an agent with highest priority among the unsatisfied agents. For example, the BLDW policy always actives the agent who has the largest width among the unsatisfied agents. An activated agent plays a best-response, i.e., the agent moves its job to the cluster such that its completion time is minimal.

Theorem 6.1. For any policy $P O L$, the game is a potential game, and hence every instance of the game admits at least one pure Nash equilibrium.

Theorem 6.2. For any policy $P O L$, let $x$ denote an action profile that maps the agents to the clusters. Starting from $x$, the highest priority best response strategy reaches a pure Nash equilibrium after each agent was activated at most once.
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#### Abstract

In this work, we re-examine some fundamental group keyexchange and identity-based key-exchange protocols, specifically the Burmester-Desmedet group key-exchange protocol [7] (referred to as the BD-protocol) and the Chen-Kudla identity-based key-exchange protocol 9 (referred to as the CK-protocol). We identify some new attacks on these protocols, showing in particular that these protocols are not computationally fair. Specifically, with our attacks, an adversary can do the following damages: - It can compute the session-key output with much lesser computational complexity than that of the victim honest player, and can maliciously nullify the contributions from the victim honest players. - It can set the session-key output to be some pre-determined value, which can be efficiently and publicly computed without knowing any secrecy supposed to be held by the attacker.

We remark these attacks are beyond the traditional security models for group key-exchange and identity-based key-exchange, which yet bring some new perspectives to the literature of group and identity-based keyexchange. We then present some fixing approaches, and prove that the fixed protocols are computationally fair.


## 1 Introduction

Key-exchange (KE) protocols are basic to modern cryptography and to secure systems in general. KE protocols are used to generate a common secret-key among a set of users for encryption, authentication and for enforcing accesscontrol policies. Among them, the Diffie-Hellman key-exchange (DHKE) protocol marked the birth of public-key cryptography, and serves as the basis for most key-exchange protocols.

Usually, key-exchange (particularly DHKE) protocols are considered in the two party setting under a public-key infrastructure (PKI). Two important extension dimensions are group key-exchange (GKE) and identity-based key-exchange (IBKE). Group key-exchange extends the standard two-party KE protocol to the multiple-party case. The Burmester-Desmedet group key-exchange protocol [7]

[^23](referred to as the BD -protocol) is an extension of DHKE into the group setting, which is one of the most fundamental group key-exchange protocols and serves as a basis for many group key-exchange protocols in the literature. Identitybased key-exchange simplifies public-key certificate management in traditional PKI-based key-exchange, where users' identities themselves can serve as the public-keys (but at the price of introducing a trusted authority called private key generator that generates the secret-keys for all users). A list of identitybased key-exchange protocols have been developed in the literature [8] among which the Chen-Kudla identity-based key-exchange protocol [9] (referred to as the CK-protocol) is one of the most efficient IBKE protocols.

In this work, we re-examine the BD-protocol and the CK-protocol. We identify some new attacks on these protocols, showing in particular that these protocols are not computationally fair. Specifically, with our attacks, an adversary can do the following damages:

- It can compute the session-key output with much lesser computational complexity than that of the victim honest player, and can maliciously make the contributions from the victim honest players be of no effect.
- It can set the session-key output to be some pre-determined value, which can be efficiently and publicly computed without knowing any secret value supposed to be held by the attacker.

We note these attacks are beyond the traditional security models for group keyexchange and identity-based key-exchange, which yet bring some new perspectives to the literature of group and identity-based key-exchange. We then present some fixing approaches, and prove that the fixed protocols are computationally fair.

## 2 Preliminaries

If $A$ is a probabilistic algorithm, then $A\left(x_{1}, x_{2}, \cdots ; r\right)$ is the result of running $A$ on inputs $x_{1}, x_{2}, \cdots$ and coins $r$. We let $y \leftarrow A\left(x_{1}, x_{2}, \cdots ; r\right)$ denote the experiment of picking $r$ at random and letting $y$ be $A\left(x_{1}, x_{2}, \cdots ; r\right)$. If $S$ is a finite set then $x \leftarrow S$, sometimes also written as $x \in_{\mathrm{R}} S$, is the operation of picking an element uniformly from $S$. If $\alpha$ is neither an algorithm nor a set then $x \leftarrow \alpha$ is a simple assignment statement. A function $f(\lambda)$ is negligible if for every $c>0$ there exists a $\lambda_{c}$ such that $f(\lambda)<\frac{1}{\lambda^{c}}$ for all $\lambda>\lambda_{c}$.

Let $G^{\prime}$ be a finite Abelian group of order $N, G$ be a cyclic subgroup of prime order $q$ in $G^{\prime}$. Denote by $g$ a generator of $G$, by $1_{G}$ the identity element, by $G \backslash 1_{G}=G-\left\{1_{G}\right\}$ the set of elements of $G$ except $1_{G}$. Throughout this paper, unless explicitly specified, for presentation simplicity we assume $G$ is a multiplicative group, and use multiplicative notation to describe the group operation in $G^{\prime}$. (When $G^{\prime}$ is defined w.r.t. elliptic curves over finite fields, usually addition notation is used for the group operation in $G^{\prime}$.)

Let $\left(A=g^{a} \in G, a\right)$ (resp., $\left.\left(X=g^{x} \in G, x\right)\right)$ be the public-key and secretkey (resp., the DH-component and DH-exponent) of player $\hat{A}$, and ( $B=g^{b} \in$ $G, b)$ (resp., $\left.\left(Y=g^{y} \in G, y\right)\right)$ be the public-key and secret-key (resp., the DHcomponent and DH-exponent) of player $\hat{B}$, where $a, x, b, y$ are taken randomly
and independently from $Z_{q}^{*}$. The (basic version of) DHKE protocol [11] works as follows: after exchanging their DH-components $X$ and $Y$, player $\hat{A}$ (resp., $\hat{B}$ ) computes the session-key $K=Y^{x}=g^{x y}$ (resp., $K=X^{y}=g^{x y}$ ). The security of DHKE relies on the computational Diffie-Hellman (CDH) assumption over $G$, which says that given $X=g^{x}, Y=g^{y} \leftarrow G$ (i.e., each of $x$ and $y$ is taken uniformly at random from $Z_{q}$ ) no efficient (say, probabilistic polynomial-time) algorithm can compute $C D H(X, Y)=g^{x y}$.

We consider an adversarial setting, where polynomially many instances (i.e., sessions) of a Diffie-Hellman key-exchange protocol $\langle\hat{A}, \hat{B}\rangle$ are run concurrently over an asynchronous network like the Internet. To distinguish concurrent sessions, each session run at the side of an uncorrupted player is labeled by a tag, which is the concatenation, in the order of session initiator and then session responder, of players' identities/public-keys and DH-components available from the session transcript. For identity-based key-exchange, we also include the public-key of the private-key generator (that is a trusted authority) into the session-tag. A session-tag is complete if it consists of a complete set of all these components.
Admissible Pairing: Let $\hat{e}: G \times G \rightarrow G_{T}$ be an admissible pairing [2, 6, where $G$ is a cyclic multiplicative (or additive) group of order $q$ generated by an element $g$. Here, an admissible pairing $\hat{e}$ satisfies the following three properties:

- Bilinear: If $g_{1}, g_{2} \in G$, and $x, y \in Z_{q}$, then $\hat{e}\left(g_{1}^{x}, g_{2}^{y}\right)=\hat{e}\left(g_{1}, g_{2}\right)^{x y}$.
- Non-degenerate: $\hat{e}(g, g) \neq 1_{G_{T}}$, where $1_{G_{T}}$ is the identity element in $G_{T}$. In particular, $\hat{e}(g, g)$ is the generator of $G_{T}$ in case $G_{T}$ is also a cyclic group of the same order $q$.
- Computable: If $g_{1}, g_{2} \in G, \hat{e}\left(g_{1}, g_{2}\right) \in G_{T}$ can be computed in polynomialtime.


### 2.1 Non-malleably Independent Dominant-Operation Values, and Session-Key Computational Fairness

In this section, we review and discuss the notion of session-key computational fairness recently introduced by Yao, et al [21].

For any complete session-tag Tag of a key-exchange protocol among $n$ users $\left\{U_{1}, \cdots, U_{n}\right\}$ where $n \geq 2$, we first identify dominant-operation values w.r.t. $T a g$ and each user $U_{i},\left(V_{1}^{i}, \cdots, V_{m}^{i}\right) \in G_{1} \times \cdots \times G_{m}, m \geq 2$, which are specified to compute the session-key $K$ by the honest player $U_{i}$ for a complete session specified by the complete session-tag $\operatorname{Tag}$, where $G_{k}, 1 \leq k \leq m$ is the range of $V_{k}^{i}$. Specifically, $K=F_{K}\left(V_{1}^{i}, \cdots, V_{m}^{i}, T a g\right)$, where $K$ is the session-key output by user $U_{i}, F_{K}$ is some polynomial-time computable function (that is defined by the session-key computation specified for honest players). We remark that dominant operations are specific to protocols, where for different key-exchange protocols the dominant operations can also be different.

Then, roughly speaking, we say that a key-exchange protocol enjoys sessionkey computational fairness w.r.t some pre-determined dominant operations, if for any complete session-tag Tag, the session-key computation involves the same
number of non-malleably independent dominant-operation values for each user $U_{i}, 1 \leq i \leq n$, whether it is honest or malicious.

Definition 1 (non-malleable independence). For the dominant-operation values, $\left(V_{1}^{i}, \cdots, V_{m}^{i}\right) \in G_{1} \times \cdots \times G_{m}, m \geq 2$ and $1 \leq i \leq n$, w.r.t. a complete session-tag Tag on any sufficiently large security parameter $\lambda$, we say $V_{1}^{i}, \cdots, V_{m}^{i}$ are computationally (resp., perfectly) non-malleably independent, if for any polynomial-time computable (resp., any power unlimited) relation/algorithm $\mathcal{R}$ (with components drawn from $G_{1} \times \cdots \times G_{m} \times\{0,1\}^{*}$ ) it holds that the following quantity is negligible in $\lambda$ (resp., just 0):

$$
\left|\operatorname{Pr}\left[\mathcal{R}\left(V_{1}^{i}, \cdots, V_{m}^{i}, \operatorname{Tag}\right)=1\right]-\operatorname{Pr}\left[\mathcal{R}\left(R_{1}, \cdots, R_{m}, \operatorname{Tag}\right)=1\right]\right|
$$

where $R_{i}, 1 \leq i \leq m$ is taken uniformly and independently from $G_{i}$, and the probability is taken over the random coins of $\mathcal{R}$ (as well as the choice of the random function in the random oracle model [3]).

Remark: As clarified in [21], the above Definition is defined w.r.t. any complete session-tag and w.r.t. some pre-determined dominant operations, which does not explicitly take the malicious player's ability into account. But, this definition ensures that, by the birthday paradox, for any successfully finished session among a set of (malicious and honest) players, no matter how the malicious players collude, it holds that: for any $i, 1 \leq i \leq n$ and for any values $\left(\alpha_{1}, \cdots, \alpha_{m}\right) \in$ $G_{1} \times \cdots \times G_{m}$, the probability that $\operatorname{Pr}\left[V_{k}^{i}=\alpha_{i}\right]$ is negligible for any $k, 1 \leq k \leq m$ and any $i, 1 \leq i \leq n$.

Definition 2 ((session-key) computational fairness). We say a keyexchange protocol enjoys session-key computational fairness w.r.t. some predetermined dominant operations, if for any complete session-tag Tag on any sufficiently large security parameter $\lambda$, the session-key computation involves the same number of (perfectly or computationally) non-malleably independent dominant-operation values for any user $U_{i}, 1 \leq i \leq n$.

Remark: Note that the notion of "(session-key) computational fairness" is defined w.r.t. some predetermined dominant operations that are uniquely determined by the protocol specification. We remark that it is the task of the protocol designer to specify the dominant operations (for which computational fairness can be provably proved), which should also be natural and common to the literature. Though computational fairness is defined w.r.t. some pre-determined dominant operations, as clarified, this property holds for arbitrary efficient adversaries. Also note that, for presentation simplicity, session-key computational fairness is defined w.r.t. either perfect or computational non-malleable independence. In general, we can define perfect (resp., computational) session-key computational fairness w.r.t. perfect (resp., computational) non-malleable independence. Here, we would like to point out that, session-key computational fairness refers to the fairness in computing session-key, while the word "computational" in "computational non-malleable independence" refers to indistinguishability between probability distributions.

More detailed discussions and clarifications, on the formulation of non-malleable independence and session-key computational fairness, are referred to [21].

## 3 Re-examination of the Burmester-Desmedet Group Key-Exchange Protocol

In this section, we re-examine the Burmester-Desmedet GKE protocol 7], referred to as the BD-protocol for presentation simplicity. We show an attack against the BD-protocol, where some malicious players can collude to nullify the effects of victim honest players, and discuss the consequences of the identified attack. We then present a fixed protocol called computationally-fair BDprotocol, and show the fixed protocol is computationally-fair (while the original BD-protocol is not).

### 3.1 Brief Review of the Burmester-Desmedet Group Key-Exchange Protocol

Suppose $U_{1}, U_{2}, \cdots, U_{n}, n \geq 2$, be a group of parties who want to share a common group key among them. Let $G$ be a cyclic group of order $q$ generated by a generator $g$. The BD-protocol works as follows:

- Each $U_{i}, 1 \leq i \leq n$, takes $x_{i}$ uniformly at random from $Z_{q}^{*}$, computes $X_{i}=$ $g^{x_{i}}$, and finally broadcasts $X_{i}$ to all other users.
- After receiving $X_{j}$, for all $j$ where $1 \leq j \neq i \leq n$, each user $U_{i}$ computes and broadcasts $Z_{i}=\left(X_{i+1} / X_{i-1}\right)^{x_{i}}$, where the indices are taken in a cycle (i.e., $\bmod n$ ).
- Finally, each user $U_{i}, 1 \leq i \leq n$, computes the shared session-key $K=$ $\left(X_{i-1}\right)^{n x_{i}} \cdot Z_{i}^{n-1} \cdot Z_{i+1}^{n-2} \cdots Z_{i-2}$. Note that the session-key generated by all the users is the same, specifically $K=g^{x_{1} x_{2}+x_{2} x_{3}+\cdots+x_{n} x_{1}}$.

The tag for a complete BD-protocol session is defined to be $\left(U_{1}, U_{2}, \cdots, U_{n}, X_{1}\right.$, $X_{2}, \cdots, X_{n}$ ).

### 3.2 An Attack against the BD-Protocol

We demonstrate an attack against the BD-protocol. We illustrate our attack for the case $n=3$, where two malicious users $U_{1} U_{2}$ collude to be against an honest user $U_{3}$. The attack works as follows: $U_{2}$ sets $X_{2}$ to be $X_{1}^{-1}$ (i.e., $x_{2}=-x_{1}$ ), then the shared DH-secret is $K_{1}=K_{2}=K_{3}=g^{-x_{1}^{2}}$, no matter what DHexponent $x_{3}$ is chosen by the honest $U_{3}$.
Consequence of the Attack: Note that, as $x_{1}$ may be maliciously generated by $U_{1}$ (i.e., $x_{1}$ can be an arbitrary value in $Z_{q}$ ), the shared DH -secret $g^{-x_{1}^{2}}$ can be

[^24]an arbitrary value in $G$ with no guarantee on its randomness and independence. Furthermore, suppose the colluding $U_{1}$ and $U_{2}$ use the same $X_{1}$ and $X_{2}=X_{1}^{-1}$ in different sessions, then the shared session-keys among different sessions are the same, i.e., always $g^{-x_{1}^{2}}$, no matter what efforts are made desperately by the third victim honest player. This is clearly unfair to the honest player $U_{3}$. We note that even the universally composable (UC) version of the BD-protocol, proposed in [15, 16, still does not frustrate the above attack (specifically, the fairness issue and particularly the above attack were not captured by the UC framework there).

The above concrete attack shows some unfairness, in generating group sessionkey, between honest victim players and malicious colluding players, and such an unfairness issue can cause essential damages.

### 3.3 Computationally-Fair Group Key-Exchange

We present a variant of the BD-protocol, computationally-fair BD-protocol (referred to as the fBD-protocol for presentation simplicity). The fBD protocol works as follows:

- Each $U_{i}, 1 \leq i \leq n$, takes $x_{i}$ uniformly at random from $Z_{q}^{*}$, computes $X_{i}=$ $g^{x_{i}}$, and finally broadcasts $X_{i}$ to all other users.
- After receiving $X_{j}$, for all $j$ where $1 \leq j \neq i \leq n$, each user $U_{i}$ computes and broadcasts
$Z_{i}=X_{i+1}^{x_{i} h\left(U_{i}, x_{i}, x_{i+1}\right)} / X_{i-1}^{x_{i} h\left(U_{i-1}, x_{i-1}, x_{i}\right)}$, where the indices are taken in a cycle, and $h:\{0,1\}^{*} \rightarrow Z_{q}^{*}$ is a hash function that is modeled to be a random oracle in security analysis. Note that, as the indices are taken in a cycle of $n($ i.e., $\quad \bmod n), Z_{n}=X_{1}^{x_{n} h\left(U_{n}, x_{n}, x_{1}\right)} / X_{n-1}^{x_{n} h\left(U_{n-1}, x_{n-1}, x_{n}\right)}$.
- Finally, each user $U_{i}, 1 \leq i \leq n$, computes the shared session-key $K=\left(X_{i-1}\right)^{n x_{i} h\left(U_{i-1}, X_{i-1}, X_{i}\right)} \cdot Z_{i}^{n-1} \cdot Z_{i+1}^{n-2} \cdots Z_{i-2}$. Note that the session-key output by all the users is the same, specifically

$$
K=g^{x_{1} x_{2} h\left(U_{1}, X_{1}, X_{2}\right)+x_{2} x_{3} h\left(U_{2}, X_{2}, X_{3}\right)+\cdots+x_{n} x_{1} h\left(U_{n}, X_{n}, X_{1}\right)} .
$$

We note that the above fBD protocol can be converted into an authenticated group KE by the general technique of [16], and password-based group KE by the technique of [1]. It's easy to check that our fBD-protocol ensures the following properties in the random oracle model: (1) For any value $\alpha \in G / 1_{G}$ and any $i$, $1 \leq i \leq n$, as long as $U_{i}$ is honest, i.e., $x_{i}$ is distributed uniformly at random over $Z_{q}^{*}$, it is guaranteed that the probability that the shared session-key $K$ is equal to $\alpha$ is negligible, no matter how the rest players collude against it. Formally, we have:

For the fBD-protocol and any complete session-tag Tag, the dominantoperation values specified for user $U_{i}, 1 \leq i \leq n$, are $\left\{V_{1}^{i}=g^{x_{1} x_{2} h\left(U_{1}, X_{1}, X_{2}\right)}, V_{2}^{i}=\right.$ $\left.g^{x_{2} x_{3} h\left(U_{2}, X_{2}, X_{3}\right)}, \cdots, V_{n}^{i}=g^{x_{n} x_{1} h\left(U_{n}, X_{n}, X_{1}\right)}\right\}$. The function $F_{K}$ is specified to be $F_{K}\left(V_{1}^{i}, V_{2}^{i}, \cdots, V_{n}^{i}, T a g\right)=V_{1}^{i} \cdot V_{2}^{i} \cdots V_{n}^{i}$.

For the original BD-protocol and any complete session-tag Tag, the dominant operation values for user $U_{i}$ can be specified as, $1 \leq i \leq n$, are $\left\{V_{1}^{i}=g^{x_{1} x_{2}}, V_{2}^{i}=\right.$ $\left.g^{x_{2} x_{3}}, \cdots, V_{n}^{i}=g^{x_{n} x_{1}}\right\}$. The function $F_{K}$ is specified to be $F_{K}\left(V_{1}^{i}, V_{2}^{i}, \cdots, V_{n}^{i}\right.$, Tag $)=V_{1}^{i} \cdot V_{2}^{i} \cdots V_{n}^{i}$.

Theorem 1. In the random oracle model where the hash function $h$ is assumed to be a random oracle, the fBD-protocol is session-key computationally fair, while the original $B D$-protocol is not, w.r.t. the above specified dominant operations.

Proof (sketch). For both the BD-protocol and the fBD-protocol, the dominantoperation (involved in session-key computation) is defined to be modular exponentiation. A complete session-tag Tag consists of $\left(U_{1}, U_{2}, \cdots, U_{n}, X_{1}\right.$, $\left.X_{2}, \cdots, X_{n}\right)$.

For the fBD-protocol and any complete session-tag Tag, the dominantoperation values specified for user $U_{i}, 1 \leq i \leq n$, are $\left\{V_{1}^{i}=\right.$ $\left.g^{x_{1} x_{2} h\left(U_{1}, X_{1}, X_{2}\right)}, V_{2}^{i}=g^{x_{2} x_{3} h\left(U_{2}, X_{2}, X_{3}\right)}, \cdots, V_{n}^{i}=g^{x_{n} x_{1} h\left(U_{n}, X_{n}, X_{1}\right)}\right\}$. The function $F_{K}$ is specified to be $F_{K}\left(V_{1}^{i}, V_{2}^{i}, \cdots, V_{n}^{i}, T a g\right)=V_{1}^{i} \cdot V_{2}^{i} \cdots V_{n}^{i}$. Let $G_{1}=G_{2}=$ $\cdots=G_{n}=G \backslash 1_{G}$, it is clear that, in the random oracle model, the distribution of $\left(V_{1}^{i}, V_{2}^{i}, \cdots, V_{n}^{i}\right)$ is identical to the distribution of $\left(R_{1}, R_{2}, \cdots, R_{n}\right)$, where each $R_{k}, 1 \leq k \leq n$ is taken uniformly at random from $G \backslash 1_{G}$. That is, $\left(V_{1}^{i}, V_{2}^{i}, \cdots, V_{n}^{i}\right)$ are perfectly non-malleably independent, and each user involves computing the same number (say $n$ ) of non-malleably independent dominant operations values. Thus, the fBD-protocol enjoys session-key computational fairness.

For the original BD-protocol and any complete session-tag Tag, the dominant operation values specified for user $U_{i}, 1 \leq i \leq n$, are $\left\{V_{1}^{i}=g^{x_{1} x_{2}}, V_{2}^{i}=\right.$ $\left.g^{x_{2} x_{3}}, \cdots, V_{n}^{i}=g^{x_{n} x_{1}}\right\}$. The function $F_{K}$ is specified to be $F_{K}\left(V_{1}^{i}, V_{2}^{i}, \cdots, V_{n}^{i}\right.$, Tag) $=V_{1}^{i} \cdot V_{2}^{i} \cdots V_{n}^{i}$. Clearly, with $n=3$ as the illustration example, our above attack shows that the distribution of $\left(V_{1}^{i}, V_{2}^{i}, V_{3}^{i}\right)$ under our attack is $\left(g^{-x_{1}^{2}}, g^{-x_{1} x_{3}}, g^{x_{1} x_{3}}\right)$, which is clearly different from the uniform independent distribution ( $R_{1}, R_{2}, R_{3}$ ). Thus, the original BD-protocol is not of session-key computational fairness.

Computational Fairness vs. Contributiveness. A related notion, called contributiveness, was also introduced in the literature of group key-exchange (see e.g., 4 5. 10, 19. Roughly speaking, the notion of contributiveness for group key-exchange says that a subset of players cannot pre-determine the session-key output. But, contributiveness says nothing about computational fairness in computing the session-key output. As clarified in Section [2.1] computational fairness says that each player needs to compute the same number of non-malleably independent dominant-operation values in generating the session-key output. (To our knowledge, the notion of non-malleably independent dominant-operation values was not previously considered in the literature of group key-exchange.) If we view each non-malleably independent dominant-operation value as a proof-ofknowledge of the corresponding secrecy, our notion of computational fairness ensures that a subset of malicious players cannot set the session-output to be some value that can be publicly computed from the session transcript. From
these observations, we can see that computational fairness and contributiveness are two fundamentally different notions.

## 4 Re-examination of the Chen-Kudla Identity-Based Key-Exchange Protocol

In this section, we re-examine the Chen-Kudla identity-based key-exchange protocol [9, referred to as the CK-protocol for presentation simplicity. We show an attack against the CK-protocol (for the case of $\hat{A}=\hat{B}$ ), where an attacker can successfully finish a session with a victim honest player but without knowing any secrecy supposed to be known by it. Moreover, the attacker can set the session-key output to be some predetermined value with computational complexity significantly lesser than that of the victim honest player. We then present a fixed protocol called computationally-fair CK-protocol, and show that the fixed protocol is computationally-fair (while the original CK-protocol is not).

### 4.1 Brief Review of the Chen-Kudla Identity-Based Key-Exchange Protocol

Let $\hat{e}: G \times G \rightarrow G_{T}$ be an admissible pairing, where $G$ is a cyclic multiplicative (or additive) group of order $q$ generated by an element $g$. For presentation simplicity, below we assume $G$ is a cyclic multiplicative group. The (basic version of) Chen-Kudla protocol (with escrow) works as follows [9]:

- Setup: The trusted authority, Private Key Generator (PKG), chooses a master secret-key $s \in Z_{q}^{*}$, and computes the public-key $S=g^{s}$. PKG also specifies a map-to-point hash function $H_{1}:\{0,1\}^{*} \rightarrow G$ and a key-derivation function $K D F$. The public parameters are: $\left(G, G_{T}, \hat{e}, g, S, H_{1}, K D F\right)$.
- User secret-key extract: For a user with identity $\hat{A}$, the public-key is given by $A=H_{1}(\hat{A})$, and the PKG generates the associated secret-key of the user as $S_{A}=A^{s}$. Similarly, a user of identity $\hat{B}$ is of public-key $B=H_{1}(\hat{B})$ and secret-key $S_{B}=B^{s}$.
- Key agreement between two users $\hat{A}$ and $\hat{B}$ :

1. $\hat{A}$ picks $x \in Z_{q}^{*}$ at random, computes $X=A^{x}$ and sends $X$ to $\hat{B}$.
2. $\hat{B}$ picks $y \in Z_{q}^{*}$ at random, computes $Y=B^{y}$ and sends $Y$ to $\hat{A}$.
3. $\hat{A}$ computes $K_{\hat{A}}=\hat{e}\left(S_{A}, Y B^{x}\right)$. Similarly, $\hat{B}$ computes $K_{\hat{B}}=\hat{e}\left(X A^{y}, S_{B}\right)$. Note that if $\hat{A}$ and $\hat{B}$ follow the protocol, they will compute the same shared secret: $K_{\hat{A}}=K_{\hat{B}}=\hat{e}(A, B)^{s(x+y)}$. Then, the actual session-key is derived from $K=K D F\left(K_{\hat{A}}\right)=K D F\left(K_{\hat{B}}\right)$.
The session-tag for a complete session of the CK-protocol is $\operatorname{Tag}=(S, \hat{A}, \hat{B}, X, Y)$.

### 4.2 An Attack on the CK-protocol for $\hat{A}=\hat{B}$

In some scenarios, a party may want to establish a secure channel with itself (i.e., $\hat{A}=\hat{B}$ in this case). For example, a mobile user that communicates to its desktop
computer, while both the mobile device and the desktop have the same identity [17]. Below, we show an attack on the CK-protocol, by which an adversary $\mathcal{A}$ can successfully finish a session with $\hat{A}$ in the same name of $\hat{A}$ (i.e., impersonating $\hat{B}=\hat{A}$ ) but without knowing the corresponding DH -exponent $y$ (i.e., the discrete logarithm of $Y$ ) or the secret-key $S_{A}$. The attack works as follows:

After receiving $X=A^{x}$ from $\hat{A}$, the adversary $\mathcal{A}$ (impersonating $\hat{B}=\hat{A}$ ) randomly selects $\alpha \in Z_{q}$ and sends back $Y=g^{\alpha} X^{-1}$ in the same name $\hat{B}=\hat{A}$. Note that, denote $Y=A^{y}=B^{y}$ (recall $A=B$ ), $\hat{A}$ does not know the secret exponent $y$. Finally, $\mathcal{A}$ computes $K_{\hat{B}}=\hat{e}(S, A)^{\alpha}$, and then derives the sessionkey from $K_{\hat{B}}$. Note that, as $B=A$ (and thus $S_{A}=S_{B}$ ) and $Y=A^{y}=B^{y}$ and $X Y=g^{\alpha}, \hat{e}(S, A)^{\alpha}=\hat{e}\left(g^{\alpha}, S_{A}\right)=\hat{e}\left(X Y, S_{A}\right)=\hat{e}\left(X A^{y}, S_{B}\right)=K_{\hat{B}}$. This shows that $\mathcal{A}$ successfully finishes the session but without knowing either the DHexponent $y$ or the secret-key $S_{A}$. Moreover, suppose $\alpha=0$, then $K_{\hat{B}}=K_{\hat{A}}=$ $1_{G_{T}}$, where $1_{G_{T}}$ is the identity element in $G_{T}$. In general, $\alpha$ can be a small number in $Z_{q}$. This clearly indicates the unfairness between the attacker $\mathcal{A}$ and the honest player $\hat{A}$ in computing the session-key. The attacker can predicate the session-key output and can only expend constant time (for the case $\alpha=0$ ) or one paring and one small exponentiation (for the case of small non-zero $\alpha$ ), while the honest player $\hat{A}$ has to compute at least one pairing and one full exponentiation.

### 4.3 Computational Fair Identity-Based Key-Exchange

In this section, we present a variant of the CK-protocol, referred to as computationally-fair CK-protocol (fCK-protocol) for presentation simplicity. The only difference between the fCK-protocol and the original CK-protocol is the way of computing $K_{\hat{A}}$ and $K_{\hat{B}}$. Specifically, in the fCK-protocol, the values $K_{\hat{A}}$ and $K_{\hat{B}}$ are set to be: $K_{\hat{A}}=\hat{e}\left(S_{A}, B^{x c} Y^{d}\right)$ and $K_{\hat{B}}=\hat{e}\left(X^{c} A^{y d}, S_{B}\right)$, where $c=h(S, \hat{A}, X)$ and $d=h(S, \hat{B}, Y)$ and $S$ is the public-key of PKG and $h:\{0,1\}^{*} \rightarrow Z_{q}^{*}$ is a hash function that is modeled to be a random oracle in security analysis.

For both the CK-protocol and the fCK-protocol, the dominant operation (involved in session-key computation) is defined to be modular exponentiation in the group $G_{T}$. A complete session-tag $T a g$ consists of $(S, \hat{A}, \hat{B}, X, Y)$. For the fCK-protocol and any complete session-tag $\operatorname{Tag}=(S, \hat{A}, \hat{B}, X, Y)$, the dominant operation values specified for user $\hat{A}$ (resp., $\hat{B}$ ) are $\left\{V_{1}=\hat{e}(A, B)^{s x c}, V_{2}=\right.$ $\left.\hat{e}(A, B)^{s y d}\right\}$, while for the original CK-protocol, the dominant operation values specified for player $\hat{A}$ (resp., $\hat{B}$ ) are $\left\{V_{1}=\hat{e}(A, B)^{s x}, V_{2}=\hat{e}(A, B)^{s y}\right\}$.

Theorem 2. In the random oracle model where the hash function $h:\{0,1\}^{*} \rightarrow$ $Z_{q}^{*}$ is assumed to be a random oracle, the fCK-protocol is of session-key computational fairness, while the original CK-protocol is not, w.r.t. the dominant operations specified above.

Proof. Note that for fCK-protocol, $K_{\hat{A}}=K_{\hat{B}}=\hat{e}(A, B)^{s x c+s y d}$, where $c=$ $h(S, \hat{A}, X)$ and $d=h(S, \hat{B}, Y)$. Recall that $X=A^{x}$ and $Y=B^{y}$. Recalll that for
both the CK-protocol and the fCK-protocol, the dominant operation (involved in session-key computation) is defined to be modular exponentiation in the group $G_{T}$.

For the fCK-protocol and any complete session-tag $\operatorname{Tag}=(S, \hat{A}, \hat{B}, X, Y)$, the dominant operation values specified for user $\hat{A}$ (resp., $\hat{B}$ ) are $\left\{V_{1}=\hat{e}(A, B)^{s x c}, V_{2}\right.$ $\left.=\hat{e}(A, B)^{s y d}\right\}$. The function $F_{K}$ is specified to be $F_{K}\left(V_{1}, V_{2}, T a g\right)=V_{1} \cdot V_{2}$. Let $G_{1}=G_{2}=G_{T} \backslash 1_{G_{T}}$, it is clear that, in the random oracle model, the distribution of $\left(V_{1}, V_{2}\right)$ is identical to the distribution of $\left(R_{1}, R_{2}\right)$, where each $R_{1}, 1 \leq k \leq 2$ is taken uniformly at random from $G_{T} \backslash 1_{G_{T}}$. That is, $\left(V_{1}, V_{2}\right)$ are perfectly non-malleably independent, and each user involves computing the same number (say 2) of non-malleably independent dominant operations values. Thus, the fCK-protocol enjoys session-key computational fairness.

For the original CK-protocol and any complete session-tag Tag $=$ $(S, \hat{A}, \hat{B}, X, Y)$, the dominant operation values specified for player $\hat{A}$ (resp., $\hat{B})$ are $\left\{V_{1}=\hat{e}(A, B)^{s x}, V_{2}=\hat{e}(A, B)^{s y}\right\}$. The function $F_{K}$ is specified to be $F_{K}\left(V_{1}, V_{2}\right.$, Tag $)=V_{1} \cdot V_{2}$. Let $\mathcal{R}_{1_{G_{T}}}$ be the $\mathcal{N} \mathcal{P}$-relation that $\mathcal{R}_{1_{G_{T}}}\left(V_{1}, V_{2}, T a g\right)$ $=1$ if $V_{1} \cdot V_{2}=1_{G_{T}}$. Let $\mathcal{R}_{\alpha}$, for a value $\alpha \in Z_{q}$, be the $\mathcal{N} \mathcal{P}$-relation that $\mathcal{R}_{1_{G_{T}}}\left(V_{1}, V_{2}, T a g\right)=1$ if $V_{1} \cdot V_{2}=\hat{e}(S, A)^{\alpha}$. Then, our above attack shows that the original CK-protocol does not enjoy session-key computational fairness (particularly with respect to the relations $\mathcal{R}_{1_{G_{T}}}$ and $\mathcal{R}_{\alpha}$ ).
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#### Abstract

We propose a new notion of timed encryption, in which the security holds within time $t$ while it is totally insecure after some time $T>t$. We are interested in the case where $t$ and $T$ are both polynomial and propose two schemes (with and without random oracles). We apply this primitive to construct a new deniable key exchange that allows two parties to securely agree on a secret while either of them can deny the fact of communication and hence avoid an undesirable trace from it. Our protocol is adaptively deniable and secrecy in the concurrent and noneraser model that allows session state reveal attacks and eavesdropping attacks. Here a session state reveal attack in the non-eraser model means that a user can not erase his intermediate data (e.g., due to the system backup or recovery) and, when compromised, will give it to the attacker. An eavesdropping attack, one of the major concerns in deniability, allows an adversary to eavesdrop transcripts between honest users which he does not know the randomness inside. Our protocol does not assume random oracles (if the underlying timed encryption does not do so). The only price we pay is a timing restriction. However, this restriction is rather weak and it essentially asks a user to answer a message as soon as possible and can be satisfied by almost all online protocols.


## 1 Introduction

We propose a new notion of timed encryption. This is a public key encryption, except that the secrecy is required only in a predetermined length of time $t$ and that if afforded a longer time $T$, anyone can break it without a decryption key. Here $t$ and $T$ are pre-determined during the system setup. All regular public key encryptions can be regarded as a timed encryption with exponential $T$. We are interested in the case where both $t$ and $T$ are polynomial in the security parameter. This primitive has some interesting applications. For example, if an auction only cares the verifiable fairness, we can do as follows. In the bidding phase, a bidder can cast his bid using a timed encryption with a private key known to nobody. We can set $t$ and $T$ such that the bid is private before opening while after time $T$ anyone can decrypt all bids and verify the correctness of the result. For another example, in deniable authentication, a sender authenticates a message while the receiver can not prove to a third party the fact of
communication. Toward this, a receiver can first send a session key encrypted by the sender's timed encryption. The sender then decrypts this key, creates and returns an authentication tag within time $t$. Since no one except the sender can reply within time $t$, authentication is guaranteed. After time $T>t$, as anybody can decrypt the key and create the tag, the deniability is achieved.
Related Works. Timed-release encryption (TRE) can be interpreted as "send a message into the future". It is different from a timed encryption. The latter requires that within time $t$ the owner of the private key is the unique person that can decrypt while the former requires that no one can decrypt during this period. There are two types of TREs in the literature; see blow.
Time-lock based TRE. In TRE [25 23], a sender generates a RSA scheme and uses the modulus factorization to compute $2^{t}$ squares efficiently in encryption while any other person does not have this factoring and hence has to sequentially repeat $2^{t}$ squarings, due to which the decryption delay is achieved. This model is different from a timed encryption since it is the sender (instead of the receiver) that knows the factoring.
Trusted Agents based TRE. In this approach, the time delay is achieved since the decryption requires a secret from trusted agents who will release it after time $t$; see 3146107824 for examples. This is different from a timed encryption as the latter does not have a trusted agent.

A more related work is timed-commitment by Boneh and Naor [4], where a committer can commit to message $m$ which remains confidential within time $t$ and totally insecure after time $T$.

We will apply a timed encryption to a deniable key exchange, where deniability essentially means that after interaction, one can later deny the fact of communication. Deniability is formulated in the simulation paradigm: the view of an attacker can be simulated by himself alone and hence can not claim the participation of others. This property allows a user to avoid a disturbing but lawfully serious trace. Di Raimondo et al. 13] and Yao and Zhao [26] considered the eavesdropping attacks that requires deniability remains valid even if the adversary can eavesdrop some communication records between honest users (note they formulate this attack by giving auxiliary inputs to the attacker). Eavesdropping could be useful in violating the deniability as the randomness in the record is unknown to the attacker and hence we can not say that he can simulate a new execution if it is based on this record. Adaptive deniability is considered in 1920, where an adversary can corrupt any user adaptively. That implies forward deniability in [26 11] that requires both initiator and responder are deniable simultaneously. A session state reveal attack means that when a protocol execution is promised, the internal state will be given to an adversary. [26] considered the threat against the randomness leak (hence this attack).
Contribution. In this paper, we propose a new notion of timed encryption, in which the encryption is secure within time $t$ while it is totally insecure after time $T>t$. We are interested in the case where $t$ and $T$ can be both polynomial in the security parameter. We propose a construction provably secure in the random oracle model and one without random oracles. Timed encryption is useful in
applications where some intermediate data needs to keep private shortly but later will be used for verification. We apply this primitive to construct a deniable secure key exchange protocol. Our protocol is adaptively deniable and secrecy in the concurrent non-eraser model and under session state reveal attacks and eavesdropping attacks. Here the non-eraser model means that a user can not erase his local temporary data which models the setting where temporary data is not erased or it is recoverable. In Table [1 we compare our protocol (with a random oracle free timed encryption) and known works. We stress that it is always preferable to remove random oracles in any secure system as it is known 9 that there exists a cryptographic system that is secure in the random oracle model while it is insecure when replaced by any function. We can see

Table 1. Known Protocols vs. Ours (Preferred Properties are Marked in Black)

| Protocol | Deniability <br> with Eavesdrop | State Reveal in <br> Non-Eraser Model | Concurr <br> Deniable | Forward <br> Deniable | Timing | Random <br> Oracle |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 13 | Non-Adaptive | Not Allowed | Yes | No | No | No |
| 26 | Non-Adaptive | Allowed | Yes | Yes | No | Yes |
| 19 | - | Not Allowed | Yes | Yes | No | Yes |
| This work | Adaptive | Allowed | Yes | Yes | Yes | No |

*This attack is not considered in [20] but their protocol satisfies this.
that our protocol is the only one that is adaptively deniable in a model with eavesdropping attacks. Specifically, there are attacks against adaptive deniability of 13261920 , although 1326 are non-adaptively deniable and [1920] do not consider eavesdropping attacks. Other protocols have at least two measures with undesired properties while ours has one undesired property of timing restriction. Also our restriction is rather weak. It essentially requires a user to answer an incoming message as soon as possible and can be satisfied by almost all protocols that are executed online. Pass [5] noticed that deniability in the random oracle model is not trustable. Our protocol, if using the random oracle based timed encryption, is also in the random oracle model. However, our deniability proof only uses the forceful decryption algorithm of the timed encryption and especially no random oracle is used and hence deniability in this case is still random oracle free (although its secrecy proof needs this).

## 2 Definitions

Notations. $\quad x \leftarrow S$ randomly samples $x$ from a set $S ; A \mid B$ means $A$ concatenating with $B$. Sometimes we also use $A B$ for this. negl $: \mathbb{N} \rightarrow \mathbb{R}$ denotes a negligible function: for any polynomial $p(x), \lim _{n \rightarrow \infty} \operatorname{negl}(n) p(n)=0$. For functions $f, g: \mathbb{N} \rightarrow \mathbb{R}$, write $f(n) \approx g(n)$ if $f(n)-g(n)$ is negligible. PPT stands for probabilistic polynomial time. Algorithm $A$ (e.g., encryption) with input $m$ and randomness $r$ is written as $A(m ; r)$. When $r$ is unspecified, write as $A(m)$.

### 2.1 Timed Encryption

Syntax. A public key encryption $S=(S . G e n$, S.Enc, $S . D e c)$ is an encryption scheme where S.Gen $\left(1^{\kappa}\right)$ generates a public key $e$ and a private key $d$ such that anyone can compute a ciphertext $c=\mathrm{S} . \operatorname{Enc}_{e}(m)$ to encrypt a message $m$ with $e$ while only the person with $d$ can decrypt $m$ by computing S.Dec ${ }_{d}(c)$. Timed encryption essentially is a public-key encryption, which, besides the normal encryption and decryption, has a forceful decryption algorithm that decrypts a ciphertext without a decryption key although inefficient. Formally,

Definition 1. A timed encryption is a tuple $\mathrm{S}=$ (S.Gen, S.Enc, S.Dec, S.Inv) so that (S.Gen, S.Enc, S.Dec) is a public key encryption and S.Inv satisfies the following. Let $(e, d) \leftarrow \operatorname{S} . \operatorname{Gen}\left(1^{\kappa}\right)$.

- Forceful Decryption S.Inv. For $c=\mathrm{S}_{\mathrm{S}} \mathrm{Enc}_{e}(m)$, $\mathrm{S} \cdot \operatorname{Inv}(e, c)$ outputs $m$ in polynomial time.

Security. Essentially, we want to formalize the intuition that within a polynomial time $t$ (in the security parameter) the timed encryption is secure while after a longer but still polynomial time $T$, anyone can forcefully decrypt it. We need to be careful about the time complexity as it depends on the computation model. Specifically, if the task is parallelizable, it can be computed faster in a parallel model than a single processor model. This issue is considered by Boneh and Naor [4] in their definition of timed commitment. They used the parallel random access machine (PRAM) model for this purpose, where an adversary is modeled as a machine with a polynomial number of parallel processors. Practically, the degree of parallelism is a priori bounded. Hence, it is useful to consider a bounded PRAM. For a fixed polynomial $\alpha$, we call an adversary with $\alpha$ processors an adversary in the $\alpha$-PRAM model or an $\alpha$-PRAM adversary.

An adversary is closely related to its attacking power. Our interest is an adaptive chosen ciphertext attack. The chosen-ciphertext attack for a traditional public key encryption is modeled in three stages. In stage one, the adversary can query to decrypt any ciphertext created by himself. In stage two, he provides two messages $m_{0}, m_{1}$ of equal length as its challenge pair and receives a challenge ciphertext $C_{b}$ of $m_{b}$ for $b \leftarrow\{0,1\}$. In stage three, he can query to decrypt any ciphertext other than $C_{b}$. Finally, he outputs a bit $b^{\prime}$ and succeeds if $b^{\prime}=b$.

For a timed encryption, we only want to guarantee the security of a challenge ciphertext within time $t$ after its release. As stage one does not involve a challenge ciphertext, there is no need to impose a time constraint on the attacker. As the forceful decryption runs in polynomial time, an adversary can decrypt the ciphertext in this stage himself. So this stage actually can be removed. In addition, since $b^{\prime}$ should be computed within time $t$ from releasing $C_{b}$, the time for stage three is bounded by $t$. This leads to the following definition.

Definition 2. Let $\alpha, t, T$ be polynomials in the security parameter $\kappa$ and $t<$ $T$. A timed encryption $\mathrm{S}=(\mathrm{S} . \mathrm{Gen}, \mathrm{S} . \mathrm{Enc}, \mathrm{S} . \mathrm{Dec}, \mathrm{S} . \operatorname{Inv})$ is $(\alpha, t, T)$-secure if the following holds. Let $(e, d) \leftarrow \operatorname{S} . \operatorname{Gen}\left(1^{\kappa}\right)$.

- Completeness. For any string $C, \operatorname{Pr}\left[\mathrm{~S}^{-\operatorname{Dec}}(C) \neq \mathrm{S} \cdot \operatorname{Inv}(e, C)\right]=\operatorname{negl}(\kappa)$ and S.Inv has a runtime no more than $T$.
- Secrecy. For any PPT $\alpha$-PRAM adversary $\mathcal{A}$ in the two-stage game below, $\operatorname{Pr}\left(b^{\prime}=b\right) \approx 1 / 2$.
- Stage One. Given $e, \mathcal{A}$ outputs $m_{0}, m_{1}$ of equal length. In turn, he will receive $C_{b}=\operatorname{S.Enc}_{e}\left(m_{b}\right)$ for $b \leftarrow\{0,1\}$.
- Stage Two. $\mathcal{A}$ can issue any decryption query $C \neq C_{b}$ and receive $\mathrm{S} . \operatorname{Dec}_{d}(C)$. Finally, he outputs $a$ bit $b^{\prime}$ and succeeds if $b^{\prime}=b$ and $b^{\prime}$ is produced in time $t$ after receiving $C_{b}$.

If $S$ is $(\alpha, t, T)$-secure for any polynomial $\alpha$, it is $(t, T)$-secure timed encryption.

### 2.2 Timed Commitment

Timed commitment is a special commitment whose secrecy is guaranteed only within a given time. It was proposed by Boneh and Naor [4]. Our timed encryption is motivated by this. A timed commitment consists of a committer $S$ and a receiver $R$ and proceeds in three phases.
Commit phase: To commit to a string $w \in\{0,1\}^{n}, S$ and $R$ execute a protocol Com and the list of messages received by $R$ is a commitment $c$ to $w$.
Open phase: In the open phase, $S$ sends $w$ to $R$. Then, they execute a protocol DCom, at the end of which $R$ obtains a proof that $w$ is the committed value.
Forced open phase: If $S$ refuses to execute the open phase, there exists an algorithm F-Open that takes $c$ as input and, within time $T$, outputs $w$ and a proof that $w$ is the commitment in $c$.

For security, Boneh and Naor requires the commitment remains confidential against PPT PRAM adversary. We relax it to the $\alpha$-PRAM model.

Definition 3. TC $=($ TC.Com, TC.DCom, TC.FO) is a $(\alpha, t, T)$-secure timed commitment if the follow conditions hold between a committer $S$ and a receiver $R$ :
Completeness: When $R$ accepts in the commitment phase, his output c must be a valid commitment for some $w \in\{0,1\}^{n}$ such that $\mathrm{TC} . \mathrm{FO}(c)=w$.
Binding: If $\mathrm{TC} \cdot \operatorname{Com}(w)=c$, then $S$ can not convince $R$ in the decommitment phase that $c$ is a commitment of $w^{\prime} \neq w$. This holds information theoretically.
Soundness: At the end of commitment, $R$ is convinced that there exists a forceful open algorithm TC. $\mathrm{FO}(c)$ that outputs the committed $w$ in time $T$.
Privacy: For any $\alpha$-PRAM adversary $\mathcal{A}$ of time $t$, let tr be the transcript in the commitment. Then, $\left|\operatorname{Pr}[\mathcal{A}(t r, w)=1]-\operatorname{Pr}\left[\mathcal{A}\left(t r, w^{\prime}\right)=1\right]\right|=\operatorname{negl}(\kappa)$.
If TC is $(\alpha, t, T)$-secure for any polynomial $\alpha$, it is said a $(t, T)$-secure timed commitment.

## 3 Timed Encryption in the Random Oracle Model

We now construct a concrete timed encryption in the random oracle model. The idea is to decompose a plaintext into many parts. Each part is not long and deterministically encrypted. With a decryption key, all parts can be quickly decrypted
while, without a decryption key, an attacker has to spend a considerable amount of time (but still polynomial) in order to obtain them. This prevents a PRAM adversary from decrypting the plaintext quickly. However, if "the considerable amount of time" is given, one can forcefully decrypt it.
Construction 1. Let $S=(S . G e n, S . E n c, S . D e c)$ be a public key encryption. Let $\kappa$ be a security parameter, $n \in \mathbb{N}$ and $\beta$ be a constant. $H:\{0,1\}^{*} \rightarrow\{0,1\}^{\ell(\kappa)}$ is a hash function (modeled as a random oracle), where $\ell(\kappa)$ is polynomial in $\kappa$. $\mathrm{K}=(\mathrm{K} . E n c, \mathrm{~K} . \mathrm{Dec})$ is a symmetric encryption with key space $\{0,1\}^{\ell(\kappa)}$.
Key Generation. Sample a public/private key pair $(e, d) \leftarrow \operatorname{S.Gen}\left(1^{\kappa}\right)$.
Encryption. To encrypt $m$, take $r_{0} \leftarrow\{0,1\}^{\kappa}, r_{i} \leftarrow\{0,1\}^{\beta \log \kappa}, i=1, \cdots, n$. Let $s k=H\left(r_{0} r_{1} \cdots r_{n}\right)$. Compute $c_{i}=$ S.Enc $_{e}\left[r_{i} ; H\left(c_{0} r_{0} r_{1} \cdots r_{i}\right)\right]$ and $c_{0}=$ $\mathrm{K} . \operatorname{Enc}_{s k}(m)$. Ciphertext $C=r_{0} c_{0} \cdots c_{n}$.
Decryption with $d$. To decrypt $C$, compute $r_{i}=\operatorname{S.Dec}_{d}\left(c_{i}\right)$ for $i=1, \cdots, n$, check if $\left\{r_{i}\right\}_{i=1}^{n}$ is consistent with $\left\{c_{i}\right\}_{i=1}^{n}$. If not, reject; otherwise, compute $m=\mathrm{K} . \mathrm{Dec}_{s k}\left(c_{0}\right)$ for $s k=H\left(r_{0} r_{1} \cdots r_{n}\right)$.
Forceful Decryption. Given ciphertext $C=\left(r_{0}, c_{0}, \cdots, c_{n}\right)$, search for $r_{1} \in$ $\{0,1\}^{\beta \log n}$ such that $c_{1}=\operatorname{S.Enc}_{e}\left(r_{1} ; H\left(c_{0} r_{0} r_{1}\right)\right)$. If $r_{1}$ is found, similarly search for $r_{2}$ that is consistent with $c_{2}$, then $r_{3}, \cdots, r_{n}$. If some $r_{i}$ is not found, reject; otherwise, output $m=\mathrm{K} . \operatorname{Dec}_{s k}\left(c_{0}\right)$ for $s k=H\left(r_{0} \cdots r_{n}\right)$.

The security of our construction is shown in the following theorem, where K and $S$ are both semantically secure: ciphertexts of $m_{0}$ and $m_{1}$ are indistinguishable and K is also one-time unforgeable: given one ciphertext of $m$ under secret key $k$, it is hard to forge a new ciphertext under $k$. The details of theorem proof appears in the full paper.

Theorem 1. Let S and K be semantically secure and K also be one-time unforgeable. $H$ is a random oracle. $\epsilon>0$ is a constant. $\mu_{H}$ and $\mu_{E}$ is the time to evaluate $H$ (with input length $\kappa$ ) and S.Enc (input length $\beta \log \kappa$ ) respecitively. Then, our scheme is $\left(\sigma, t \mu_{H}, \mu_{E} n k^{\beta}\right)$-secure if $n \geq \max \left\{3 \sqrt{\sigma} t \kappa^{-\beta / 2} \log \kappa, \quad \log ^{2+\epsilon} \kappa\right\}$.

Efficiency. Decryption using $d$ is dominated by $n$ encryptions and $n$ decryptions of S (as $n+1$ hashes is relatively cheap). But if we decrypt in parallel using $n$ processors, each processor needs only one encryption and one decryption. Encryption is dominated by $n$ encryptions of S . Note if the timed encryption is plugged in a protocol that only requires the secrecy holds during the execution, our scheme is practical as many protocols finish in seconds or even less.

## 4 Timed Encryption without a Random Oracle

Now we construct a timed encryption from a timed commitment. The idea follows. A timed commitment already has a forceful opening. But it lacks a private key based decryption. To make up this, we can further encrypt the message using a normal encryption. With a decryption key, one can obtain $m$ from the normal encryption while, without a decryption key, one can forcefully compute $m$ from
the timed commitment. To make sure the commitment and normal encryption are consistent in $m$, we use a non-interactive zero-knowledge (NIZK). Formally,

Construction 2. Let $(e, d)$ be a public/private key pair for a public key encryption S . TCom is a timed commitment. $\mathcal{P}$ is a non-interactive zero knowledge using a common random string $\sigma$ for relation

$$
R_{e}=\left\{\left\langle\left(\mathrm{S} . \mathrm{Enc}_{e}[m ; r], \operatorname{TCom}\left[m ; r^{\prime}\right]\right), m, r, r^{\prime}\right\rangle \mid m, r, r^{\prime} \in\{0,1\}^{*}\right\}
$$

To encrypt $m$, compute $C=\operatorname{S.Enc}_{e}[m ; r], \tau=\operatorname{TCom}\left[m ; r^{\prime}\right]$, where $r$ and $r^{\prime}$ are the randomness for $C$ and $\tau$ respectively. $\pi=\mathcal{P}_{\sigma}\left[C, \tau ; m, r, r^{\prime}\right]$, where the input is $(C, \tau)$ and witness is $\left(m, r, r^{\prime}\right)$. The final ciphertext is $\gamma=(C, \tau, \pi)$. Upon $\gamma=(C, \tau, \pi)$, the normal decryption with $d$ is to first verify if $\pi$ is valid. If yes, decrypt $m=\operatorname{S.} . \operatorname{Dec}_{d}(C)$; otherwise, $\perp$. Forceful decryption for $\gamma$ is to first verify $\pi$. If valid, open $\tau$ using the forceful opening algorithm $\mathfrak{T}$ of TCom; reject otherwise. Denote this scheme by $S^{*}$.

Security theorem is as follows, where we use a one-time simulation-sound NIZK 1822 which is NIZK such that when the attacker sees one simulated proof of a false theorem he can not come up with a new proof of a false theorem. Proof details appear in the full paper.

Theorem 2. If S is secure against an adaptive chosen-ciphertext attack, TCom is a $(\alpha, t, T)$-secure timed commitment and $\mathcal{P}$ is a one-time simulation-sound NIZK, then $\mathrm{S}^{*}$ is $(\alpha, t, T)$-secure timed encryption. Further, if TCom is a $(t, T)$ secure timed commitment, then $\mathrm{S}^{*}$ is a $(t, T)$-secure timed encryption.

## 5 Application to Adaptive Deniable Key Exchange

Deniable key exchange is a protocol that allows two parties to securely establish a common secret while neither of them can prove to a third party that the protocol execution between them has actually occurred. This property prevents the communication record from being maliciously used as an evidence (i.e., at the court) against an honest user. In our security model, the secrecy is revised from Bellare-Rogaway [1] and deniability is revised from [1516 20 26].

Assume there are $n$ parties $P_{1}, \cdots, P_{n} . P_{i}$ and $P_{j}$ might jointly execute a key exchange protocol $\Xi$ to establish a common secret (called session key).
Notions. $\quad \Pi_{i}^{\ell_{i}}$ denotes a protocol instance in $P_{i}$, which is a copy of $\Xi$ in it and $\ell_{i}$ is its instance id. $\operatorname{sid}_{i}^{\ell_{i}}$ is a session identifier for $\Pi_{i}^{\ell_{i}}$ and will be specified when analyzing the protocol security. Supposedly, two communicating instances should share the same session identifier. $\mathrm{pid}_{i}^{\ell_{i}}$ is the partner party of $\Pi_{i}^{\ell_{i}}$ that he presumably interacts with. stat ${ }_{i}^{\ell_{i}}$ is the internal state of $\Pi_{i}^{\ell_{i}}$. We also use stat ${ }_{i}$ to denote an internal state for an unspecified instance in $P_{i} . s k_{i}^{\ell_{i}}$ is the session key in $\Pi_{i}^{\ell_{i}}$. $\Pi_{i}^{\ell_{i}}$ and $\Pi_{j}^{\ell_{j}}$ are partnered if (1) $\operatorname{pid}_{i}^{\ell_{i}}=P_{j}$ and $\operatorname{pid}_{j}^{\ell_{j}}=P_{i}$; (2) $\operatorname{sid}_{i}^{\ell_{i}}=\operatorname{sid}_{j}^{\ell_{j}}$. Intuitively, instances are partnered if they are jointly executing $\Xi$.

Adversarial Model. Now we introduce the attack model. Essentially, we would like to capture the concern that the adversary can fully control the network. In particular, he can inject, modify, block and delete messages, corrupt users, etc. The formal model is defined as a game between a challenger and an attacker $\mathcal{A}$. The challenger maintains a set of oracles that represent events during protocol executions. Attacks are modeled as queries to these oracles adaptively. $\operatorname{Send}\left(i, \ell_{i}, M\right) . \quad \mathcal{A}$ can send message $M$ to $\Pi_{i}^{\ell_{i}}$ and receives whatever the latter replies. This models $P_{i}$ 's response to an incoming message.
$\operatorname{Reveal}\left(i, \ell_{i}\right) . \quad \mathcal{A}$ can ask to reveal $\Pi_{i}^{\ell_{i}}$ and in turn receives state stat ${ }_{i}^{\ell_{i}}$. Note that $P_{i}$ 's long term secret key is not part of stat ${ }_{i}^{\ell_{i}}$. This threat is also called session state reveal attack [2]. Security under this means that compromising one session does not affect other sessions. For a successfully completed session, $s k_{i}^{\ell_{i}}$ is part of stat ${ }_{i}^{\ell_{i}}$. So this oracle also models a session key loss attack.
$\operatorname{Corrupt}(i) . \quad \mathcal{A}$ can corrupt $P_{i}$ and obtains his long term secret and all internal states $\left\{\text { stat }_{i}^{\ell_{i}}\right\}_{\ell_{i}}$. In addition, $P_{i}$ 's future action is taken by $\mathcal{A}$. This models the case where some users become malicious.
Test $\left(i, \ell_{i}\right)$. This is a security test and can be queried only once. $\Pi_{i}^{\ell_{i}}$ must have successfully completed and should not be compromised, where $\Pi_{i}^{\ell_{i}}$ is compromised if it or its partnered session is Revealed, or if $P_{i}$ or pid ${ }_{i}^{\ell_{i}}$ is Corrupted. When this oracle is called, flip a coin $b$ and provide $\alpha_{b}$ to $\mathcal{A}$, where $\alpha_{0}=s k_{i}^{\ell_{i}}$ and $\alpha_{1} \leftarrow \mathrm{~K}\left(\mathrm{~K}\right.$ is the space of $\left.s k_{i}^{\ell_{i}}\right)$.

In the end of game, $\mathcal{A}$ will output a guess bit $b^{\prime}$. He is informed success if $b^{\prime}=b$; otherwise, fail. We now are ready to define the protocol security which consists of four properties below.
Correctness. If partnered $\Pi_{i}^{\ell_{i}}$ and $\Pi_{j}^{\ell_{j}}$ successfully complete, $s k_{i}^{l_{i}}=s k_{j}^{\ell_{j}}$. Secrecy. Let $\operatorname{Succ}(\mathcal{A})$ be event $b^{\prime}=b$. Then, $\operatorname{Pr}[\operatorname{Succ}(\mathcal{A})]<\frac{1}{2}+n e g l(\kappa)$.
Authentication. Let $\Pi_{i}^{\ell_{i}}$ be the test session and Non-Auth be the event: either there does not exist any partnered instance for $\Pi_{i}^{\ell_{i}}$ or its partnered instance is not unique. Authentication requires $\operatorname{Pr}[\operatorname{Non}-\operatorname{Auth}(\mathcal{A})]=\operatorname{negl}(\kappa)$. As in [20], defining Non-Auth on the test session is for simplicity only.

Deniability. Deniability essentially requires that the adversary view can be simulated by himself (i.e., using his knowledge only) and hence his view can not be used as evidences against deniability of others. Note as an honest $P_{i}$ 's long-term secret is unknown to the adversary (and simulator), upon $\operatorname{Corrupt}(i)$, it must be provided externally. We use a trusted third party to do this. In addition, eavesdropping attacks have not been modeled in the previous oracles, where an adversary observes the communication transcript between honest users, the randomness of which is unknown to him. As mentioned before, this might be useful for him to break the deniability. We model this by an oracle below, maintained by the trusted third party.
Execute $\left(i, \ell_{i}, j, \ell_{j}\right)$. Upon this, a protocol execution between $\Pi_{i}^{\ell_{i}}$ and $\Pi_{j}^{\ell_{j}}$ is carried out. Finally, $\mathcal{A}$ and the simulator will be provided with a transcript $t r$.

Deniability is formally defined as follows. Initially, a trusted party $\mathbb{T}$ generates global parameters prams and, for each party $P_{i}$, a public key $E_{i}$ (maybe empty) and a private key $D_{i}$. Consider two games $\Gamma^{r e a}$ and $\Gamma^{s i m}$. In $\Gamma^{\text {rea }}, \mathbb{T}$ provides $\left\{E_{i}\right\}$ and param to $\mathcal{A}$ and maintains all the previous oracles faithfully. In $\Gamma^{\text {sim }}$, $\mathbb{T}$ provides $\left\{E_{i}\right\}$ and param to $\mathcal{A}$ and a simulator $\mathcal{S}$. Then, $\mathcal{S}$ simulates the oracles with $\mathcal{A}$, except that Execute oracle is maintained by $\mathbb{T}$ and that upon Corrupt $(i), D_{i}$ is provided by $\mathbb{T}$ to $\mathcal{S}$. Finally, $\Xi$ is deniable if adversary views in $\Gamma^{r e a}$ and $\Gamma^{\text {sim }}$ are statistically close.

Definition 4. A key exchange protocol $\Xi$ is deniable secure if for any PPT $\mathcal{A}$, correctness, secrecy, authentication and deniability are all satisfied.

Remark. We will soon construct a key exchange protocol whose specification requires a timing restriction (e.g., $P_{j}$ requires that Flow3 be received within time $t$ after Flow2 sent). This type of protocol is covered in our model by requiring the instance to maintain a local timer. So after $\operatorname{Send}\left(j, \ell_{j}, F l o w 1\right), P_{j}$ starts a timer $t_{j}$ from 0 and when oracle $\operatorname{Send}\left(j, \ell_{j}, F l o w 3\right)$ is queried later, he will check whether $t_{j}<t$, and proceeds only if this is satisfied.

### 5.1 Construction

We now apply a timed encryption to construct a new key exchange protocol (also see Fig. [II). Let S be a public key encryption. Initially, take $\left(E_{i}, D_{i}\right) \leftarrow \operatorname{S} . \operatorname{Gen}\left(1^{\kappa}\right)$

$$
\begin{array}{ccc}
P_{i} & & P_{j} \\
C_{1}=E_{j}\left[k_{1} \mid g^{x}\right]
\end{array} \longrightarrow C_{2}=E_{i}\left[k_{2}\left|C_{1}\right| g^{y}\right]
$$

Fig. 1. Our Timed Encryption-based Deniable Key Exchange $t$ E-DKE
as user $P_{i}$ 's public/private keys. $p, q$ are large primes with $q \mid p-1 . g \in \mathbb{Z}_{p}^{*}$ has an order of $q$. MAC: $\{0,1\}^{\kappa} \times\{0,1\}^{*} \rightarrow\{0,1\}^{\kappa}$ is a message authentication code with key space $\{0,1\}^{\kappa}$. Key exchange between $P_{i}$ and $P_{j}$ is as follows, where for simplicity $\mathrm{S} . \operatorname{Enc}_{E_{i}}(\cdot)$ and $\operatorname{S.} . \operatorname{Dec}_{D_{i}}(\cdot)$ are respectively denoted by $E_{i}(\cdot)$ and $D_{i}(\cdot)$.

1. $P_{i}$ takes $x \leftarrow \mathbb{Z}_{q}, k_{1} \leftarrow\{0,1\}^{\kappa}$, sends $C_{1}=E_{j}\left[k_{1} \mid g^{x}\right]$ to $P_{j}$ and starts timer $t_{i}$ from 0 .
2. Upon $C_{1}, P_{j}$ takes $y \leftarrow \mathbb{Z}_{q}, k_{2} \leftarrow\{0,1\}^{\kappa}$, sends $C_{2}=E_{i}\left[k_{2}\left|C_{1}\right| g^{y}\right]$ to $P_{i}$, starts timer $t_{j}$ from 0 .
3. Upon $C_{2}, P_{i}$ checks if $D_{i}\left(C_{2}\right)=k_{2}\left|C_{1}\right| Y$ for some $k_{2} \in\{0,1\}^{\kappa}$ and $Y \in\langle g\rangle$. If no, reject; otherwise, send $\mathrm{MAC}_{k_{2}}\left(P_{i}\left|P_{j}\right| C_{1}\left|C_{2}\right| 0\right)$ to $P_{j}$.
4. Upon $\tau$, if $\tau=\mathrm{MAC}_{k_{2}}\left(P_{i}\left|P_{j}\right| C_{1}\left|C_{2}\right| 0\right)$ and $t_{j}<t$, and if $D_{j}\left(C_{1}\right)=k_{1} \mid X$ for some $X \in\langle g\rangle$ and $k_{1} \in\{0,1\}^{\kappa}$, then set $s k=X^{y}$ and send $\sigma=$ $\mathrm{MAC}_{k_{1}}\left(P_{i}\left|P_{j}\right| C_{1}\left|C_{2}\right| 1\right)$ to $P_{i}$; otherwise, reject.
5. Upon $\sigma$, if $\sigma \neq \mathrm{MAC}_{k_{1}}\left(P_{i}\left|P_{j}\right| C_{1}\left|C_{2}\right| 1\right)$ or $t_{i} \geq t$, reject; otherwise $s k=Y^{x}$.

Remark. To better understand our protocol, some remarks are necessary.
(1) One careful reader might realize that the final message flow seemingly can be moved to the second round (i.e., put together with $C_{2}$ ). If so, $P_{j}$ needs to first derive $k_{1}$ from $C_{1}$ in order to compute $\mathrm{MAC}_{k_{1}}(*)$. However, this variant suffers from a session state reveal attack. Indeed, assume $\Pi_{i}^{\ell_{i}}$ sends $C_{1}$ to $\Pi_{j}^{\ell_{j}}$. When $\Pi_{j}^{\ell_{j}}$ replies with $C_{2}$ and $\sigma$, the attacker reveals the state of $\Pi_{j}^{\ell_{j}}$ and obtains $k_{1}$ in $C_{1}$. With $k_{1}$, the attacker forges a new $C_{2}^{\prime}$ and $\sigma^{\prime}$ using a random $y^{\prime}$. Now when $P_{i}^{\ell_{i}}$ successfully completes, it has no partner in $P_{j}$ and in addition $s k_{i}^{\ell_{i}}$ is known to the attacker. Note $\Pi_{i}^{\ell_{i}}$ is not compromised and hence the attacker is allowed to $\Pi_{i}^{\ell_{i}}$ as the test session in which he always succeeds. A simple counter measure for this is to erase $k_{1}$ after computing $\sigma$ (as $k_{1}$ wont be used by $P_{j}^{\ell_{j}}$ anymore). However, this works only in the eraser model which is not our interest.
(2) If $C_{1}$ is not encrypted in $C_{2}$, the protocol again will suffer from a session state reveal attack. Indeed, when an attacker $\mathcal{A}$ sees $\Pi_{i}^{\ell_{i}}$ 's message $C_{1}=E_{j}\left[k_{1} \mid g^{x}\right]$, he changes it to $C_{1}^{\prime}=E_{j}\left[k_{1}^{\prime} \mid g^{x^{\prime}}\right]$ and sends it to $\Pi_{j}^{\ell_{j}}$. After seeing $C_{2}$, he forwards to $\Pi_{i}^{\ell_{i}}$. When $\Pi_{i}^{\ell_{i}}$ sends out $\tau, \mathcal{A}$ reveals $\Pi_{i}^{\ell_{i}}$ and obtains $k_{2}$, with which $\mathcal{A}$ computes $\tau^{\prime}$ that matches $C_{1}^{\prime}$ and $C_{2} . \Pi_{j}^{\ell_{j}}$ then will be deceptively convinced. However, $\Pi_{j}^{\ell_{j}}$ has no partnered instance and hence is not compromised and can be chosen as a test session, in which $\mathcal{A}$ always succeeds as $x^{\prime}$ is known to him. Our protocol will not suffer from this as $C_{1}$ is encrypted in $C_{2}$ and so $\mathcal{A}$ can not mall $C_{2}$ to $C_{2}^{\prime}$ without changing $k_{2}$.
(3) If $g^{x}$ is not encrypted in $C_{1}$ but it is included in the input for $\tau$ and $\sigma$, then it still suffers from a session state reveal attack. The procedure is similar to the case in item (2).

### 5.2 Security

We analyze the deniable security. For this, we define session identifier and internal sates. For initiator $\Pi_{i}^{\ell_{i}}$ and responder $\Pi_{j}^{\ell_{j}}$, let $\operatorname{sid}_{i}^{\ell_{i}}=\operatorname{sid}_{j}^{\ell_{j}}=\left\langle P_{i}, P_{j}, C_{1}, C_{2}\right\rangle$. As $\left(C_{1}, C_{2}\right)$ determines the session key, correctness follows. Let $r_{i}$ be encryption randomness in $C_{i}$. msg $_{i}$ denotes the $i$ th message in our protocol. For $P_{i}$, stat ${ }_{i}=$ $P_{i}\left|P_{j}\right| k_{1}|x| r_{i} \mid t_{i}$ after $\mathrm{msg}_{1}$ sent; stat ${ }_{i}=P_{i}\left|P_{j}\right| k_{1}\left|k_{2}\right| x\left|r_{i}\right| C_{2}|Y| t_{i}$ after $\mathrm{msg}_{3}$ sent; stat $_{i}=P_{i}\left|P_{j}\right| k_{1}\left|k_{2}\right| x\left|r_{i}\right| C_{2}|Y| s k$ finally. For $P_{j}$, stat $_{j}=P_{i}\left|P_{j}\right| k_{2}|y| r_{j}\left|C_{1}\right| t_{j}$ after $\mathrm{msg}_{2}$ sent; stat ${ }_{j}=P_{i}\left|P_{j}\right| k_{1}\left|k_{2}\right| y\left|r_{j}\right| C_{1}|X| s k$ after $\mathrm{msg}_{4}$ sent. But if $\tau$ or $\sigma$ rejected, its state is not updated.

Deniability idea. We need to simulate the oracles without an honest user's decryption key, which is simple except decryption of $C_{1}$ or $C_{2}$. This can be done using the forceful decryption algorithm of the timed encryption. Specifically, when receiving $C_{2}$, the simulator suspends the adversary and forcefully decrypts it. Similarly, we can deal with $C_{1}$. As the forceful decryption has a polynomial time, the simulator is legal. We remark that the suspension based simulation was used by Dwork, Naor and Sahai [15]. Deniability follows.

Authentication and Secrecy can be proved using standard game hopping techniques. The details can be found in the full paper.

Theorem 3. If S is $(\alpha, t, T)$-secure and MAC is an existentially unforgeable message authentication code, then $t \mathrm{E}-\mathrm{DKE}$ is adaptively deniable secure against any PPT $\alpha$-PRAM adversary. Further, if S is a $(t, T)$-secure timed encryption, then $t \mathrm{E}-\mathrm{DKE}$ is adaptively deniable secure against any PPT adversary.

Comparison. If we use $S$ without random oracles, then our protocol has adaptive deniability and secrecy in the non-eraser model under the session state reveal attacks and eavesdropping attacks, where adaptivity means the party corruption can be made at any time and is modeled through Corrupt $(i)$ oracle and the noneraser model means the temporary data (e.g., $k_{1}, k_{2}$ ) is not erased. Session state reveal attacks are modeled by Reveal $\left(i, \ell_{i}\right)$ oracle and eavesdropping attack is modeled by Execute oracle. Raimondo et al. 13] has a non-adaptive deniability in the eavesdropping attack in the standard model. Yao and Zhao [26] has all our properties but in the random oracle model and with non-adaptive corruption. Jiang [19] and Jiang and Safavi-Naini [20] has an adaptive deniability in the public random oracle model without eavesdropping attacks, where [19] is in the eraser model while [20] is in the non-eraser model. Our only disadvantage in deniable security is that the execution requires a timing restriction. However, it is rather weak as it only requires to send $\mathrm{msg}_{3}\left(\right.$ or $\left.\mathrm{msg}_{4}\right)$ as soon as possible. Comparison results are summarized in Table
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#### Abstract

Traditional scheduling assumes that the processing time of a job is fixed. Yet there are numerous situations that the processing time increases (deteriorates) as the start time increases. Examples include scheduling cleaning or maintenance, fire fighting, steel production and financial management. Scheduling of deteriorating jobs was first introduced on a single machine by Browne and Yechiali, and Gupta and Gupta independently. In particular, lots of work has been devoted to jobs with linear deterioration. The processing time $p_{j}$ of job $J_{j}$ is a linear function of its start time $s_{j}$, precisely, $p_{j}=a_{j}+b_{j} s_{j}$, where $a_{j}$ is the normal or basic processing time and $b_{j}$ is the deteriorating rate. The objective is to minimize the makespan of the schedule.

We first consider simple linear deterioration, i.e., $p_{j}=b_{j} s_{j}$. It has been shown that on $m$ parallel machines, in the online-list model, LS (List Scheduling) is $\left(1+b_{\max }\right)^{1-\frac{1}{m}}$-competitive. We extend the study to the online-time model where each job is associated with a release time. We show that for two machines, no deterministic online algorithm is better than $\left(1+b_{\max }\right)$-competitive, implying that the problem is more difficult in the online-time model than in the online-list model. We also show that LS is $\left(1+b_{\max }\right)^{2\left(1-\frac{1}{m}\right)}$-competitive, meaning that it is optimal when $m=2$.


## 1 Introduction

Makespan scheduling of deteriorating jobs. Scheduling jobs (with fixed processing time) on single or parallel machines is a classical problem [24]. Yet, there are numerous situations that the processing time increases (deteriorates) as the start time increases. For example, to schedule maintenance or cleaning, a delay

[^25]often requires additional efforts to accomplish the task. Other examples are found in fire fighting, steel production and financial management [15, 21]. Scheduling of deteriorating jobs was first introduced by Browne and Yechiali [3], and Gupta and Gupta [11 independently. Both considered minimizing makespan on a single machine. In [3], the processing time of a job is a monotone linear function of its start time while non-linear functions are considered in [11. Since then, the problem has attracted a lot of attention, and has been studied in other time dependent models. Comprehensive surveys can be found in [1, 6, 9, which also discussed other objective functions.
Linear Deterioration. We focus on jobs with linear deterioration, which has been studied in more detail due to its simplicity while capturing the essence of real life situations. The processing time of a job is a monotone linear function of its start time. Precisely, the processing time $p_{j}$ of a job $J_{j}$ is expressed as $p_{j}=a_{j}+b_{j} s_{j}$, where $a_{j} \geq 0$ is the "normal" or "basic" processing time, $b_{j}>0$ is the deteriorating rate, and $s_{j}$ is the start time. As the start time gets larger, the actual processing time also gets larger.

Linear deterioration is further said to be simple if $a_{j}=0$, i.e., $p_{j}=b_{j} s_{j}$. In this case, in order to avoid trivial solution, it is natural to assume that the start time of the first job is $t_{0}>0$ since a start time of zero means that the processing time of all jobs is zero. Mosheiov [20, 21] justified simple linear deterioration as follows: as the number of jobs increases, the start time of jobs gets larger, and the actual processing time of infinitely many jobs is no longer affected by the normal processing time but only by the deteriorating rate.
Single and Parallel Machine Scheduling. Non-preemptive scheduling of jobs with linear deterioration has been studied in both single and parallel machines settings 1 The study first focuses on a single machine and all jobs are assumed to be available for processing at the same time. Gupta and Gupta [11] observed that with linear deterioration, it is optimal to process jobs in ascending order of $a_{j} / b_{j}$. With simple linear deteriorating rate, the makespan is indeed independent of the order of processing [21] ${ }^{2}$. On parallel machines, the problem becomes intractable; it is NP-hard for two machines and strongly NP-hard for $m$ machines because of the complexity of the corresponding problems with fixed processing time [7]. Kang and Ng [13] proposed an FPTAS. For simple linear deterioration, Kononov [14] and Mosheiov [22] independently showed that the problem is NPhard, and Ren and Kang [26] proposed an FPTAS.
Release Times and Online Algorithms. The above results assume that all jobs are available at the same time and full job information $\left(a_{j}\right.$ and $\left.b_{j}\right)$ is known in advance. In practice, jobs may be released at arbitrary times. We may also have to make decisions based on the jobs currently presented without information of future jobs. Pruhs, Sgall and Torng [25] formalized two online models. In the online-list model, jobs are available to be processed at the beginning but

[^26]are presented one by one. Each job is to be allocated to a machine and a time period to execute before the next job is presented. Such allocation cannot be changed once it is made. In the online-time model, jobs are released at arbitrary times and a job is only known at its release time. The performance of online algorithms is typically measured by competitive analysis [2]. An online algorithm is $c$-competitive if for any input instance, its cost is no more than $c$ times that of the optimal offline algorithm.

For online parallel machine scheduling with fixed processing time, Graham 10 has proposed the List Scheduling (LS) algorithm that schedules each job in turn to the machine that can complete the job the earliest. He showed that LS is $\left(2-\frac{1}{m}\right)$-competitive. Online algorithms and jobs with release times have been studied extensively for fixed processing time [25]. Yet, not much is known for deteriorating jobs with release times, let alone online algorithms.

For linear deteriorating jobs, jobs with release times have been studied in [5) 19]. In particular, it is explained in [19] in the application of steel production how jobs with release time and deteriorating rate apply in the scenario. Cheng and Ding [5] studied the complexity of the problem with release times, showing that on a single machine it is strongly NP-hard for identical normal processing time $a$ or identical deteriorating rate $b$. Lee, Wu and Chung [19] proposed some heuristics for the case of identical deteriorating rate and evaluated them by experiments. The only work on online scheduling of deteriorating jobs that we are aware of is by Cheng and Sun [4]. They considered parallel machine scheduling of jobs with simple linear deterioration and the online-list model, showing that LS is $\left(1+b_{\max }\right)^{1-\frac{1}{m}}$-competitive, where $b_{\max }$ is the maximum deteriorating rate. As we will show later, this is the best possible for any deterministic online-list algorithms. Several questions arise immediately following the work of [4].

- Intuitively, the problem becomes more difficult with arbitrary release times. In particular, for simple linear deterioration, can we show a lower bound larger than $\left(1+b_{\max }\right)^{1-\frac{1}{m}}$ ? Furthermore, what is the performance of LS for simple linear deterioration when jobs have arbitrary release times?
- What is the performance of LS or other online algorithms for other linear deterioration functions like $p_{j}=a_{j}+b s_{j}, p_{j}=a+b_{j} s_{j}$, and $p_{j}=a_{j}+b_{j} s_{j}$.
Availability Constraints. We further consider the scenario when a machine is not always available [16-18]. This may arise due to maintenance or when the machine is reserved for other purposes. When a job is interrupted by an unavailable period, it may be resumed later or it may not be resumed and has to restart again. We focus on non-resumable availability constraint.

This problem has been studied in single machine scheduling of simple linear deteriorating jobs. Gawiejnowicz [8] proved that the problem is NP-hard for one unavailable period and strongly NP-hard for an arbitrary number of unavailable periods, while an FPTAS has been proposed for one unavailable period [12]. As far as we know, the only work on online algorithms shows that LS is an optimal online-list algorithm for one unavailable period [12], with a competitive ratio $B / t_{0}$ where $B>t_{0}$ is the beginning time of the unavailable period. An immediate question is to extend the study to parallel machines.

Our Contribution. In this paper, we take one step forward to answer some of the above questions. The main results are for simple linear deterioration, where we first consider jobs with arbitrary release times. When scheduling on parallel machines, we show that the problem with arbitrary times is more difficult: for two machines, we give a lower bound of $1+b_{\max }$ on the competitive ratio, which is strictly larger than the bound $\left(1+b_{\max }\right)^{1 / 2}$ for the online-list model. We also show that the competitive ratio of LS is between $1+b_{\max }$ and $\left(1+b_{\max }\right)^{2\left(1-\frac{1}{m}\right)}$ for $m$ machines, while the ratio of RR (Round Robin) can be unbounded. Together with the general lower bound, it implies that for two machines, LS is optimal with competitive ratio $1+b_{\max }$.

We then consider scheduling on two machines where one of them is unavailable during the interval $[B, F]$, with $t_{0}<B<F$. For the online-list model, we show that a modified LS algorithm is optimal with a competitive ratio of $\min \left\{\sqrt{B / t_{0}}, 1+b_{\max }\right\}$.

Another linear deterioration function we consider is with identical deteriorating rate but different normal processing times, i.e., $p_{j}=a_{j}+b s_{j}$. In this case, we focus on the online-list model. Let $a_{\max }$ and $a_{\min }$ be the maximum and minimum $a_{j}$, respectively, and $\alpha=\frac{a_{\max }}{a_{\min }}$. We show that no online-list algorithm is better than $\alpha$-competitive, and show that Round Robin (RR) achieves this competitive ratio. We also show that LS is $\alpha$-competitive in a special case.

Technically speaking, the lower bounds for simple linear deterioration are more technically involved. The adversaries work in stages. In each stage some jobs with small $b$ are released, forcing the online algorithm to schedule jobs evenly on all machines; this is followed by a job with large $b$, forcing a large completion time. On the other hand, the optimal algorithm reserves a machine for the job with large $b$ and then evenly distribute the remaining jobs on the other machines to achieve the same makespan for each machine. The idea is similar to those for fixed processing time, yet the crux is to work out the values of $b$ 's. To analyze the performance of LS, the key idea is to give a lower bound on the makespan of the optimal algorithm in terms of the completion time of the machine having the makespan in LS.
Organization of the Paper. Section 2 gives some notations and definitions. In Section 3] we consider varying deteriorating rates while in Section 4 we consider varying normal processing times. Finally, we conclude in Section 5

## 2 Preliminaries

We are to schedule a set of $n$ jobs $\mathcal{J}=\left\{J_{1}, J_{2}, \ldots, J_{n}\right\}$ onto $m$ machines $M_{1}, M_{2}, \ldots, M_{m}$. For every job $J_{j}$, we denote by $r_{j}$ and $p_{j}$ the release time and processing time, respectively. We assume that the jobs are indexed in increasing order of release time, i.e., $r_{j} \leq r_{j+1}$. The processing time $p_{j}$ depends on the start time $s_{j}$ when the job starts being executed by a processor, i.e., $p_{j}$ differs with different schedules. In particular, we consider linear deterioration in which jobs are characterized by a normal processing time $a_{j} \geq 0$ and a deteriorating rate $b_{j}>0$ such that $p_{j}=a_{j}+b_{j} s_{j}$. When the normal processing time is
identical, it is called simple linear deterioration. Denote by $b_{\max }$ the maximum of $b_{j}, a_{\max }$ and $a_{\min }$ the maximum and minimum of $a_{j}$, and $\alpha=a_{\max } / a_{\min }$.

Jobs arrive online and the information about the jobs are only known on arrival. A schedule is to dispatch the jobs in $\mathcal{J}$ on machines and determine when to run the jobs. Preemption is not allowed. Consider a schedule $S$. For $1 \leq j \leq n$, the completion time of job $J_{j}$ in $S$ is denoted by $c_{j}(S)$. For any $1 \leq k \leq m$, the set of jobs dispatched to $M_{k}$ by $S$ is denoted by $\mathcal{J}^{(k)}(S)$. We simply use $\mathcal{J}^{(k)}$ when the context is clear. The makespan of machine $M_{k}$, denoted by $C_{\max }^{(k)}(S)$, is the maximum completion time of the jobs on $M_{k}$ by $S$. The makespan of $S$, denoted by $C_{\max }(S)$, is the maximum of the makespan over all machines. I.e., $C_{\max }^{(k)}(S)=$ $\max _{j \in \mathcal{J}^{(k)}(S)}\left\{c_{j}(S)\right\}$ and $C_{\max }(S)=\max _{1 \leq k \leq m}\left\{C_{\max }^{(k)}(S)\right\}$. The objective of the problem is to minimize the makespan of the schedule produced.

We also consider the case when there is an availability constraint. In this case, we consider only two machines and assume that machine $M_{1}$ has a known unavailable period $[B, F]$, where $t_{0}<B<F$. The semi-online algorithm we propose requires $b_{\text {max }}$ is known in advance.
Round Robin (RR). Jobs are inserted into a list in increasing order of arrival. The first job is dispatched to the first machine, and the next job is dispatched to the next machine, i.e., $J_{j}$ is dispatched to $M_{k}$ where $k=((j-1) \bmod m)+1$.
List Scheduling (LS). Jobs are inserted into a list in increasing order of arrival. Whenever a machine becomes idle, the next job in the job list is dispatched to the machine.
OPT. We denote the optimal offline algorithm (and its schedule) by OPT.

## 3 Simple Linear Deterioration $p_{j}=b_{j} s_{j}$

In this section, we consider jobs with simple linear deteriorating rate, $p_{j}=b_{j} s_{j}$, i.e., $a_{j}=0$. As we assume the normal processing time $a_{j}=0$ for all $j$, it is natural to assume that the start time of the schedule is $t_{0}>0$ instead of 0 , otherwise, $p_{j}$ would all be zero. We consider two scenarios. In Section 3.1 we consider scheduling jobs with arbitrary release times on $m$ machines. In Section 3.2] we consider the case when one of the machines may be unavailable for a certain period of time. In particular, we consider the special case with two machines and all jobs are available at $t_{0}$.

### 3.1 Online-Time Model: Scheduling Jobs with Arbitrary Release Times

In this section, we consider jobs with arbitrary release time $r_{j}$. We first make some simple observations (proof in full paper).

Property 1. Consider scheduling of jobs with $p_{j}=b_{j} s_{j}$.
(i) The completion time of any job $J_{j}, c_{j}=s_{j}\left(1+b_{j}\right)$.


Fig. 1. The first three stages of the adversary for LS on three machines. The deteriorating rates $b_{1}, b_{2}$ and $b_{3}$ of $J_{1}, J_{2}$ and $J_{3}$ satisfy $1+b_{1}=(1+b)^{3}, 1+b_{2}=(1+b)^{5}$, and $1+b_{3}=(1+b)^{7}$. Note that the machines in OPT are busy all the time while those in LS may be idle. (i) In Stage 1, jobs are released at $t_{0}$. (ii) In Stage 2, newly arriving jobs have a release time of $t_{1}=t_{0}\left(1+b_{1}\right)$ and cannot be scheduled earlier on $M_{2}$ and $M_{3}$ in LS. (iii) In Stage 3, the release time $t_{2}=t_{1}\left(1+b_{2}\right)$. (Note that the length of the jobs in the figure reflects the value of deteriorating rates but not the actual processing time, which is increasing as start time increases.)
(ii) Consider any job set $\mathcal{J}$ where $r$ denotes the earliest release time of jobs in $\mathcal{J}$. The makespan of scheduling these jobs on a single machine is at least $r \prod_{j \in \mathcal{J}}\left(1+b_{j}\right)$.
(iii) Suppose $J_{1}, J_{2}, \cdots, J_{n}$ are indexed in increasing order of release times such that $r_{j} \leq r_{j+1}$. The makespan of any $m$-machine schedule is at least

$$
\prod_{1 \leq k \leq m} r_{k}^{\frac{1}{m}} \prod_{1 \leq j \leq n}\left(1+b_{j}\right)^{\frac{1}{m}}
$$

Lower Bounds. We prove several lower bounds showing that RR is not competitive (proof in full paper), and that the problem with arbitrary release times admits a larger competitive ratio than that for the online-list model.

Lemma 1. Consider simple linear deteriorating jobs. The competitive ratio of RR is unbounded. This also holds for the online-list model.

Lemma 2. Consider simple linear deteriorating jobs with arbitrary release times. The competitive ratio of LS is at least $\left(1+b_{\max }\right)$.

Proof (Sketch). The adversary works in stages and jobs are released at time $t_{i}$ in Stage $i$, with $t_{0}>0$. In each stage, the adversary releases some jobs with deteriorating rate $b$ at time $t_{i}$. LS would schedule these jobs evenly on the machines. Then one job of a large deteriorating rate $b_{i}$ is released at $t_{i}$ and no matter which machine LS schedules this job the completion time is big. On the other hand, the optimal offline algorithm OPT can reserve one machine for the job with large deteriorating rate and schedule the jobs with small deteriorating rate on the remaining machines. This introduces a difference in the latest completion time between LS and OPT in the current stage. The idea is similar to traditional scheduling with fixed processing time and the main issue is to choose appropriate
$b_{i}$. Figure $\prod_{\text {shows the }}$ first three stages of the adversary. As to be shown in the full paper, we define a sequence $b_{i}$ such that the difference between LS and OPT keeps increasing, and finally leading to the competitive ratio stated.

The first stage of the above adversary can be used to show a lower bound on any deterministic algorithm for the online-list model (proof in full paper).

Lemma 3. Consider simple linear deteriorating jobs. No deterministic online algorithm is better than $\left(1+b_{\max }\right)^{1-\frac{1}{m}}$-competitive. This also holds for the onlinelist model.

Next we consider two machines and extend the adversary in Lemma 2 to show that when jobs have arbitrary release times, no deterministic online algorithm is better than $\left(1+b_{\max }\right)$-competitive. The main difference is that after releasing jobs of deteriorating rate $b$, the online algorithm not necessarily schedules these jobs evenly between the two machines. Therefore, before the adversary releases a job of deteriorating rate $b_{k}$, more jobs are released to maintain the same completion time on both machines and the number and deteriorating rate of these intermediate jobs vary according to how the online algorithm schedule the set of jobs of deteriorating rate $b$.

Theorem 1. Consider two-machine scheduling of jobs with arbitrary release times and simple linear deteriorating rates. No deterministic online algorithm is better than $\left(1+b_{\max }\right)$-competitive.

Upper Bound for LS. We prove that LS is at most $\left(1+b_{\max }\right)^{2\left(1-\frac{1}{m}\right)}$-competitive when jobs have arbitrary release times. First of all, we claim that without loss of generality, we can assume that at any time in the LS schedule, not all machines are idle. Otherwise, suppose $t$ is the latest time such that all machines are idle. As LS is not idle whenever there are available jobs, this means that there is a subset of jobs $\mathcal{J}^{\prime} \subseteq \mathcal{J}$, all of which have release times strictly after $t$, and $\mathcal{J}-\mathcal{J}^{\prime}$ are completed by LS before $t$. The makespan of LS on $\mathcal{J}^{\prime}$ would remain the same as on $\mathcal{J}$. On the other hand, the makespan of OPT on $\mathcal{J}^{\prime}$ is also the same as on $\mathcal{J}$ since there is a possible schedule to complete all the jobs in $\mathcal{J}-\mathcal{J}^{\prime}$ before $t$. Therefore, we can make the following assumption without affecting the competitive ratio of LS.

Observation 2 Without loss of generality, we may assume that at any time in $a \mathrm{LS}$ schedule, not all machines are idle.

Let $\ell$ be the index of a job with completion time $C_{\max }(\mathrm{LS})$; break ties arbitrarily. Let $M_{p}$ be the machine to which LS schedules $J_{\ell}$. Because of the way LS schedules job, we have the following property about $s_{\ell}(\mathrm{LS})$, the start time of $J_{\ell}$.

Property 2. (i) $s_{\ell}(\mathrm{LS})=C_{\max }^{p}(\mathrm{LS}) /\left(1+b_{\ell}\right)$. (ii) $s_{\ell}(\mathrm{LS}) \leq \min _{1 \leq k \leq m, k \neq p}\left\{C_{\max }^{(k)}(\mathrm{LS})\right\}$.
To analyze the performance of LS, we extend the analysis in [4] first to input such that there is no idle time in the LS schedule, showing that LS is $\left(1+b_{\max }\right)^{1-\frac{1}{m}}$ competitive. In the general case when LS schedule may contain idle time, we use

Lemma to upper bound the makespan of LS and use an averaging argument to lower bound the makespan of OPT．The following theorem states the competitive ratio of LS（proof in full paper）．

Theorem 3．Consider m－machine scheduling of jobs with arbitrary release times and simple linear deteriorating rate，LS is $\left(1+b_{\max }\right)^{2\left(1-\frac{1}{m}\right)}$－competitive．

Corollary 1．For two machine scheduling of jobs with arbitrary release times and simple linear deteriorating rate，LS is an optimal online algorithm with competitive ratio $1+b_{\max }$ ．

## 3．2 Online－List Model：Two Machine Scheduling with Availability Constraint

In this section，we schedule jobs on two machines $M_{1}$ and $M_{2}$ ，where $M_{1}$ is unavailable during the period $[B, F]$ ．In particular，we consider non－resumable availability constraint，i．e．，if a job is partly processed on $M_{1}$ before $B$ ，it has to be restarted from the beginning when $M_{1}$ becomes available at $F$ ．We consider jobs that are available at $t_{0}$ ，and have simple linear deteriorating rate．The online algorithm has to schedule a job as it is given，before the next job is presented，and the decision cannot be revoked．Furthermore，we assume that the online algorithm knows the maximum deteriorating rate $b_{\text {max }}$ in advance， so we are considering semi－online algorithm．We first give a lower bound of $\min \left\{\sqrt{B / t_{0}}, 1+b_{\max }\right\}$ on the competitive ratio．Then，we give a modified LS algorithm and show that it is $\min \left\{\sqrt{B / t_{0}}, 1+b_{\max }\right\}$－competitive，implying that the algorithm is optimal．

It has been observed that on a machine that is entirely available，scheduling jobs with whatever order gives the same makespan．However，this is not the case if the machine is unavailable at some time．For example，given two jobs $J_{1}$ and $J_{2}$ with deteriorating rate $b_{1}$ and $b_{2}$ such that $1+b_{1}=1+\epsilon$ and $1+b_{2}=B / t_{0}$ ． Processing $J_{1}$ before $J_{2}$ leads to a makespan of $F\left(1+b_{2}\right)=F B / t_{0}$ since $J_{2}$ cannot be completed before $B$ and has to be started at $F$ ．Processing $J_{2}$ before $J_{1}$ leads to a makespan of $F(1+\epsilon)$ ．

Property 3．On the machine with unavailability，scheduling jobs in different or－ der may result in different makespan．

Lower Bounds．First，when $t_{0}\left(1+b_{\max }\right) \leq B$ ，we show in Lemma $⿴ 囗 ⿱ 一 一 廾$ that no deterministic online－list algorithm is better than $\min \left\{\sqrt{B / t_{0}}, 1+b_{\max }\right\}$－ competitive．We present two adversaries，one for $\sqrt{B / t_{0}}<1+b_{\max }$ and one for $\sqrt{B / t_{0}} \geq 1+b_{\max }$ ．Second，when $t_{0}\left(1+b_{\max }\right)>B$ ，we show in Lemma 5 （proof in full paper）that no deterministic online algorithm is better than $\left(1+b_{\max }\right)$－ competitive．Then in Section［3．2，we give matching upper bounds．

Lemma 4．Suppose one of the two machines is unavailable during $[B, F]$ and jobs have simple linear deteriorating rates．When $t_{0}\left(1+b_{\max }\right) \leq B$ ，no deter－ ministic online－list algorithm is better than $\min \left\{\sqrt{B / t_{0}}, 1+b_{\max }\right\}$－competitive．

Proof (Sketch). Consider any online algorithm $\mathcal{A}$. We show here an adversary for the case $\sqrt{B / t_{0}} \geq 1+b_{\max }$. The case $\sqrt{B / t_{0}}<1+b_{\max }$ is given in the full paper. The adversary first gives six jobs of the same deteriorating rate $b_{1}$ such that $1+b_{1}=\left(B / t_{0}\right)^{1 / 4}$. If $\mathcal{A}$ does not schedule three jobs on each machine, then the adversary stops. Otherwise, the adversary then gives two jobs of deteriorating rate $b_{2}$ such that $1+b_{2}=(1+\epsilon)\left(B / t_{0}\right)^{1 / 4}$, for some small $\epsilon$. In both cases, one can show that the ratio can be made arbitrarily close to $1+b_{\max }$.

Lemma 5. Suppose one of the two machines is unavailable during $[B, F]$ and jobs have simple linear deteriorating rates. When $t_{0}\left(1+b_{\max }\right)>B$, no deterministic online-list algorithm is better than $\left(1+b_{\max }\right)$-competitive.

Upper Bound. We modify the LS algorithm to cater for the unavailability period on $M_{1}$ and we call the algorithm MLS. MLS distinguishes the cases of $B$ being small and large: $t_{0}\left(1+b_{\max }\right) \leq B$ and $t_{0}\left(1+b_{\max }\right)>B$.
Modified LS (MLS). If $t_{0}\left(1+b_{\max }\right) \leq B$, the interval $\left[t_{0}, t_{0}\left(1+b_{\max }\right)\right]$ on $M_{1}$ is reserved to process the first job with deteriorating rate $b_{\text {max }}$; otherwise, no interval is reserved. Apart from the job for which a time interval is reserved, a given job is scheduled on the machine that results in the minimum completion time. This includes three options: scheduling on $M_{1}$ before $B$ (if the job can be completed before $B$ ), scheduling on $M_{1}$ after $F$, and scheduling on $M_{2}$.

Let $J_{\ell}$ be the job with the maximum completion time by MLS and $M_{p}$ be the machine MLS schedules $J_{\ell}$. Note that Property 2$]$ (i) remains valid for MLS but (ii) only holds under the condition that $s_{\ell}>F$.

Property 4. (i) $s_{\ell}(\mathrm{MLS})=C_{\max }^{(p)}(\mathrm{MLS}) /\left(1+b_{\ell}\right)$. (ii) If $s_{\ell}(\mathrm{MLS})>F$, then $s_{\ell}($ MLS $) \leq C_{\max }^{(k)}($ MLS $)$, where $k \neq p$.

Furthermore, we give a lower bound on $C_{\max }(\mathrm{OPT})$ when $s_{\ell} \geq B$ (Property 5 proof in full paper) Let $C_{B}$ be the latest completion time of the MLS schedule on $M_{1}$ before $B$. This property is used in Lemmas 6 and 7

Property 5. If $s_{\ell}(\mathrm{MLS}) \geq B$, then $C_{\max }(\mathrm{OPT}) \geq s_{\ell}(\mathrm{MLS}) \sqrt{\left(1+b_{\ell}\right) \frac{C_{B}}{B}}>s_{\ell}(\mathrm{MLS})$.
We then proceed to analyze the performance of MLS, showing that the upper bounds match the lower bounds in Lemmas 4 and 5

Lemma 6. Suppose one of the two machines is unavailable during $[B, F]$ and jobs have simple linear deteriorating rates. When $t_{0}\left(1+b_{\max }\right) \leq B$, MLS is a semi-online-list algorithm and is $\min \left\{\sqrt{B / t_{0}}, 1+b_{\max }\right\}$-competitive.

Proof. Given any job set $\mathcal{J}$, we consider the case $s_{\ell} \geq B$ here and give the proof of the case $s_{\ell}<B$ in the full paper

According to how MLS schedules jobs, $J_{\ell}$ cannot be scheduled on $M_{1}$ at $C_{B}$, implying that $C_{B}\left(1+b_{\ell}\right)>B$. Furthermore, since we are considering the case $t_{0}\left(1+b_{\max }\right) \leq B$, it means that MLS reserves the interval $\left[t_{0}, t_{0}\left(1+b_{\max }\right)\right]$ for the
first job with $b_{\max }$, and hence, $t_{0}\left(1+b_{\max }\right) \leq C_{B}$. We can then obtain two bounds on the ratio $C_{\max }(\mathrm{MLS}) / C_{\max }(\mathrm{OPT})$. First, by Property $C_{\max }(\mathrm{OPT}) \geq s_{\ell}$.

$$
\frac{C_{\max }(\mathrm{MLS})}{C_{\max }(\mathrm{OPT})} \leq \frac{s_{\ell}\left(1+b_{\ell}\right)}{s_{\ell}} \leq 1+b_{\max }
$$

Furthermore, by Property [5. $C_{\max }(\mathrm{OPT}) \geq s_{\ell} \sqrt{\left(1+b_{\ell}\right) \frac{C_{B}}{B}}$.

$$
\frac{C_{\max }(\mathrm{MLS})}{C_{\max }(\mathrm{OPT})} \leq \frac{s_{\ell}\left(1+b_{\ell}\right)}{s_{\ell} \sqrt{\left(1+b_{\ell}\right) \frac{C_{B}}{B}}}=\sqrt{1+b_{\ell}} \sqrt{B / C_{B}} \leq \sqrt{1+b_{\max }} \sqrt{B / C_{B}} \leq \sqrt{B / t_{0}}
$$

where the last inequality is a consequence of $t_{0}\left(1+b_{\max }\right) \leq C_{B}$. Therefore, the ratio is at most $\min \left\{\sqrt{B / t_{0}}, 1+b_{\max }\right\}$ as required.

The proof of Lemma $\mathbf{7}$ is given in the full paper.
Lemma 7. Suppose one of the two machines is unavailable during $[B, F]$ and jobs have simple linear deteriorating rates. When $t_{0}\left(1+b_{\max }\right)>B$, MLS is a semi-online-list algorithm and is $\left(1+b_{\max }\right)$-competitive.

By Lemmas [4, 6, and we have the following corollary.
Corollary 2. Consider two machines one of which is unavailable during $[B, F]$ and jobs with simple linear deteriorating rates. MLS is an optimal semi-onlinelist algorithm.

## 4 Online-List Model: Fixed Deteriorating Rate and Varying Normal Processing Time $p_{j}=a_{j}+b s_{j}$

In this section, we consider jobs with fixed deteriorating rate but varying normal processing time. We focus on the online-list model in which jobs are presented one by one. When a job is given, it is available for process, then the online algorithm has to dispatch the job to a machine and specify the period of time to process the job. This decision has to be made before the next job is given, and cannot be changed once it is made. The machines are available for processing starting from time 0 .

Recall that $\mathcal{J}^{(k)}(S)$ denote the set of jobs dispatched on machine $M_{k}$ by schedule $S$ and $n^{(k)}(S)$ is the size of $\mathcal{J}^{(k)}(S)$. Suppose $\mathcal{J}^{(k)}(S)=\left\{J_{k, 1}, J_{k, 2}, \cdots\right.$, $\left.J_{k, n^{(k)}}\right\}$. The completion time of $J_{k, 1}$ denoted by $c_{k, 1}$ equals to $a_{k, 1}$. For the second job, $c_{k, 2}=a_{k, 2}+a_{k, 1}(1+b)$. In general, for any $1 \leq j \leq n^{(k)}$, the completion time of the $j$-th job is

$$
c_{k, j}=\sum_{1 \leq i \leq j} a_{k, i}(1+b)^{j-i} .
$$

Therefore, given a set of jobs on a particular machine, the optimal offline schedule is to schedule jobs in increasing order of normal processing time $a_{j}$. Recall that $a_{\max }$ and $a_{\min }$ denote the maximum and minimum value of $a_{j}$, and $\alpha$ denotes the ratio $\frac{a_{\max }}{a_{\text {min }}}$.

### 4.1 Lower Bounds

In this section, we give a lower bound on any online-list algorithm.
Theorem 4. Consider the online-list model with jobs having fixed deteriorating rate. On $m$ machines, the competitive ratio of any online-list algorithm is no better than $\alpha$.

Proof (Sketch). We present the adversary and leaves the detail analysis in the full paper. Consider any online-list algorithm $\mathcal{A}$. The adversary first releases $m q$ jobs all with normal processing time $a_{1}$, for some positive integer $q$. If $\mathcal{A}$ schedules $q+1$ or more jobs on one of the machines, the adversary stops releasing jobs. Otherwise, $q$ jobs are dispatched on each machine. The adversary releases another $m q$ jobs with normal processing time $a_{2}<a_{1}$. In both cases, we can show that $C_{\max }(\mathcal{A}) / C_{\max }(\mathrm{OPT})$ can be made arbitrarily close to $\alpha$.

### 4.2 Upper Bounds

In this section, we derive upper bounds on the performance of online algorithms (proofs in full paper). First of all, we observe that if there is only one machine, LS is at most $\alpha$-competitive. We can then extend this proof to show that RR is $\alpha$-competitive for parallel machines.

Lemma 8. Consider the online-list model with jobs having fixed deteriorating rate. On a single machine, the competitive ratio of LS is at most $\alpha$.

When we consider parallel machines, we notice that for any schedule, the machine with the maximum number of jobs has at least $\left\lceil\frac{n}{m}\right\rceil$ jobs. On the other hand, the algorithm RR schedules at most $\left\lceil\frac{n}{m}\right\rceil$ jobs to any machine. Using the same argument as Lemma [8, we have

$$
\frac{C_{\max }(\mathrm{RR})}{C_{\max }(\mathrm{OPT})} \leq \frac{a_{\max } \sum_{1 \leq j \leq\left\lceil\frac{n}{m}\right\rceil}(1+b)^{\left\lceil\frac{n}{m}\right\rceil-j}}{a_{\min } \sum_{1 \leq j \leq\left\lceil\frac{n}{m}\right\rceil}(1+b)^{\left\lceil\frac{n}{m}\right\rceil-j}}=\alpha
$$

Then we have the following theorem.
Theorem 5. Consider the online-list model with jobs having fixed deteriorating rate. On machines, the competitive ratio of RR is at most $\alpha$.

Notice that the maximum number of jobs LS schedules to a machine may be more than $\left\lceil\frac{n}{m}\right\rceil$. Nevertheless, the next lemma asserts that under the condition that $\alpha \leq 1+b$, a machine processing more jobs always has a larger makespan. In this case, LS schedules at most $\left\lceil\frac{n}{m}\right\rceil$ jobs to any machine, implying that LS is $\alpha$-competitive (Corollary [3).

Lemma 9. Consider the online-list model with jobs having fixed deteriorating rate. On $m$ machines, when $\alpha \leq 1+b$, the makespan of a machine processing more jobs is larger than that of a machine processing fewer jobs.
Corollary 3. Consider the online-list model with jobs having fixed deteriorating rate. On $m$ machines, when $\alpha \leq 1+b$, the competitive ratio of LS is at most $\alpha$.

## 5 Summary and Future Work

In this paper, we study online parallel machine scheduling of jobs with linear deteriorating rate. Two linear deterioration functions have been considered. For $p_{j}=b_{j} s_{j}$ and jobs with release times, we show that LS is $\left(1+b_{\max }\right)^{2\left(1-\frac{1}{m}\right)}$ competitive, where $b_{\text {max }}$ is the maximum deteriorating rate. We also show that on $m$ machines, no online algorithm is better than $\left(1+b_{\max }\right)^{1-\frac{1}{m}}$-competitive; and on two machines, no online algorithm is better than $\left(1+b_{\max }\right)$-competitive. We believe it is possible to extend the adversary for two machines to $m$ machines. An obvious open question to close the gap between the upper and lower bounds.

As for the study of availability constraint, we have given an optimal onlinelist algorithm when there are two machines one of which has an unavailable period. Extensions include considering more than two machines, more than one unavailable periods, and/or more than one machines being unavailable. It is also interesting to extend the study to the online-time model where jobs have arbitrary release times.

For the linear deterioration function $p_{j}=a_{j}+b s_{j}$, we give a lower bound and show that RR achieves this competitive ratio. We believe LS also achieves this ratio but we manage to show it for a special case. An immediate question is to determine the competitive ratio of LS for all cases. Again it is interesting to extend the study to the online-time model.

Another direction is to consider more general functions like $p_{j}=a_{j}+b_{j} s_{j}$, non-linear deterioration, or other time dependent functions [9, e.g., decrease in processing time as start time increases captures the learning effect.
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#### Abstract

Trace distance (between two quantum states) can be viewed as quantum generalization of statistical difference (between two probability distributions). On input a pair of quantum states (represented by quantum circuits), how to construct another pair, such that their trace distance is large (resp. small) if the original trace distance is small (resp. large)? That is, how to reverse trace distance? This problem originally arose in the study of statistical zero-knowledge quantum interactive proof. We discover a surprisingly simple way to do this job. In particular, our construction has two interesting features: first, entanglement plays a key role underlying our construction; second, strictly speaking, our construction is non-black-box.


Keywords: Trace distance, entanglement, non-black-box construction, statistical zero-knowledge quantum proof.

## 1 Introduction

The trace distance between two quantum states is a real number between zero and one, measuring the closeness of these two states; it can be viewed as the quantum generalization of statistical difference between two probability distributions in classical case. In analogy to statistical difference, trace distance between two quantum states is closely related to their distinguishability [8, Lecture 3]. The problem of reversing trace distance belongs to a group of similar problems under the name "manipulating trace distance", which can be viewed as quantum generalization of manipulating statistical difference. Specifically, by "manipulating" we mean on input a pair of quantum states, transform them into another pair in polynomial time, such that the new pair may have effects like increasing,

[^27]decreasing, or polarizing the original trace distance [7]. With respect to reversing trace distance, we search for a polynomial-time transformation such that the trace distance of the new pair is large (resp. small) if the original trace distance is small (resp. large).

To manipulate trace distance, we have first to choose a representation of quantum states. In this paper, we shall represent quantum state by a unitary quantum circuit with prescribed output. That is, a quantum circuit $Q$ naturally encodes a quantum state in the following way: apply $Q$ on quantum registers $(\mathrm{O}, \mathrm{G})$ that are initialized in state $|0\rangle$; afterwards, the state of register O (output) is treated as the quantum state encoded by $Q$, while register G (non-output, or, garbage) is neglected. We shall denote by $\rho^{Q}$ the quantum state encoded by quantum circuit $Q$, which is equal to $\operatorname{Tr}_{\mathcal{G}}\left(Q|0\rangle\langle 0| Q^{*}\right)$. Such representation of quantum state by quantum circuit can be viewed as the quantum generalization of representation of probability distribution by (classical) circuit [5].

The original motivation to study the manipulation of trace distance arises from the study of complete problem for complexity class QSZK - statistical zero-knowledge quantum proof. In more detail, Watrous [7] found such a complete problem for QSZK as follows: its instance consists of a pair of quantum states (represented by quantum circuits), whose trace distance is large for yes instance while small for no instance; following [7], let us call this problem QSD (Quantum State Distinguishability), which can be viewed as the quantum generalization of problem SD (Statistical Difference) [5] that is complete for statistical zero-knowledge interactive proof. From the name of problem QSD, one can imagine that manipulating trace distance plays an important role in QSZK completeness proof, as well as in the complexity-theoretic study of QSZK via this complete problem; in particular, a way to reverse trace distance will immediately imply that complexity class QSZK is closed under complement.

Apart from its connection to QSZK, the result of this paper will show that reversing trace distance may be of interest in its own right, for our way of reversing trace distance is essentially non-black-box, and closely connected to a physical phenomenon known as decoherence.

## Related Work

To prove QSZK completeness theorem, Watrous [7] studied transformations of increasing, decreasing, and polarizing traced distance. With respect to reversing trace distance, Watrous [7] proved that problems QSD and its complement are both QSZK-complete, which implicitly gives a way to reverse trace distance.

We remark that Watrous' work on QSZK and manipulating trace distance can be viewed as a quantum generalization of Sahai and Vadhan's seminal work [5] on SZK (statistical zero-knowledge interactive proof) and manipulating statistical difference, respectively. In particular, the transformations of increasing, decreasing, and polarizing traced distance given in [7] are straightforward generalizations of corresponding transformations of manipulating statistical difference. A transformation to reverse statistical difference is also given in [5] however, it is not clear whether this way can be generalized to quantum case. In spite of
this, there is yet another way [6, section 4.4] of reversing statistical difference, which could be generalized to quantum case straightforwardly, thanks to another QSZK-complete problem given by Ben-Aroya, Schwartz, and Ta-Shma [1].

## Motivation of Our Work

In classical case, to show the SZK-completeness of problem problem SD and its complement $\overline{\mathrm{SD}}$, Sahai and Vadhan [5] actually gave a general reduction from any problems in SZK to problem $\overline{\mathrm{SD}}$. So intuitively, plugging in problem SD into this general reduction will give a way to reverse statistical difference. However, this intuition does not work. This is because the general reduction is only suitable for public-coin interactive proof system; but the natural protocol for problem SD is private-coin. Though Sahai and Vadhan [5] can assume each SZK interactive proof system is public-coin without loss of generality, due to Okamoto's [4] transformation, this restriction prevents us from obtaining the explicit construction to reverse statistical distance directly.

Turing to quantum case, Watrous [7] generalized Sahai and Vadhan [5]'s result, giving a general reduction from any problems in QSZK, and thus problem QSD, to its complement $\overline{\text { QSD. Like in classical case, this reduction also implies a way to }}$ reverse trace distance. What is more interesting, compared with classical case, Watrous' reduction does not suffer any restrictions such as public-coin. This motivates us to plug problem QSD into the general reduction, having a look at what the implied way of reversing trace distance is like.

## Our Contributions

The main contribution of this paper is to extract a way of reversing trace distance from Watrous' QSZK completeness proof, and then give a direct proof for its correctness.

Our construction to reverse trace distance is described in Fig. [1] which was firstly obtained from Watrous' QSZK completeness proof. (See the full version of this paper 9 for detail.) For its correctness, we shall prove the following main theorem of this paper.

Theorem 1. Given a pair of quantum circuits $\left(Q_{0}, Q_{1}\right)$ encoding two quantum states, we can construct another pair of quantum circuits $\left(R_{0}, R_{1}\right)$, as described in Fig. [1, such that

$$
\begin{aligned}
& \delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)=1-\epsilon \\
& \delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)=\epsilon \quad \Rightarrow \delta\left(\rho^{R_{0}}, \rho^{R_{1}}\right) \leq \sqrt{2} \epsilon^{1 / 4} \\
& \Rightarrow \delta\left(\rho^{R_{0}}, \rho^{R_{1}}\right) \geq 1 / 2-\sqrt{\epsilon / 2}
\end{aligned}
$$

where $\epsilon$ is an arbitrary small constant. In particular, for the special case in which $\epsilon=0$, we have

$$
\begin{aligned}
& \delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)=1 \Rightarrow \delta\left(\rho^{R_{0}}, \rho^{R_{1}}\right)=0 \\
& \delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)=0 \Rightarrow \delta\left(\rho^{R_{0}}, \rho^{R_{1}}\right)=1 / 2
\end{aligned}
$$

On input a pair of quantum circuits $Q_{0}$ and $Q_{1}$ which act on quantum registers $(\mathrm{O}, \mathrm{G})$ initialized in state $|0\rangle$ and output register O , we construct another pair of quantum circuits $R_{0}$ and $R_{1}$, which act on quantum registers ( $\mathrm{O}, \mathrm{G}, \mathrm{B}, \mathrm{C}$ ) initialized in state $|0\rangle$ and output register (G, B). Specifically,

$$
\begin{aligned}
- & R_{0}|0\rangle=\frac{1}{\sqrt{2}}|0\rangle_{\mathcal{C}} \otimes\left(Q_{0}|0\rangle_{\mathcal{O} \otimes \mathcal{G}} \otimes|0\rangle_{\mathcal{B}}+Q_{1}|0\rangle_{\mathcal{O} \otimes \mathcal{G}} \otimes|1\rangle_{\mathcal{B}}\right), \text { outputting quantum } \\
& \text { state } \operatorname{Tr}_{\mathcal{O} \otimes \mathcal{C}}\left(R_{0}|0\rangle\langle 0| R_{0}^{*}\right) . \\
- & R_{1}|0\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle_{\mathcal{C}} \otimes\left(Q_{0}|0\rangle_{\mathcal{O} \otimes \mathcal{G}}\right) \otimes|0\rangle_{\mathcal{B}}+|1\rangle_{\mathcal{C}} \otimes\left(Q_{1}|0\rangle_{\mathcal{O} \otimes \mathcal{G}}\right) \otimes|1\rangle_{\mathcal{B}}\right), \text { outputting } \\
& \text { quantum state } \operatorname{Tr}_{\mathcal{O} \otimes \mathcal{C}}\left(R_{1}|0\rangle\langle 0| R_{1}^{*}\right) .
\end{aligned}
$$

Fig. 1. Construction to reverse trace distance between two quantum states encoded by quantum circuits

We have a remark about parameters in our main theorem. Note that if $\delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)=1-\epsilon$, then we have $\delta\left(\rho^{R_{0}}, \rho^{R_{1}}\right) \leq \sqrt{2} \epsilon^{1 / 4}$, which can be arbitrarily small if we choose $\epsilon$ small enough; this is quit good. However, when $\delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)=\epsilon$, we only have $\delta\left(\rho^{R_{0}}, \rho^{R_{1}}\right) \geq 1 / 2-\sqrt{\epsilon / 2}$, which is bounded away from 1 almost $1 / 2$. We point out that this does not matter, for we can drive it to 1 by a polarization lemma [7, Theorem 5].

One can see that our construction is very simple, as we promised; but after a careful observation, it appears quite exotic, if one notices the output of the resulting quantum circuits $R_{0}$ and $R_{1}$ : they both discard register O , while keeping register G. That is, registers containing input quantum states are discarded, while non-output registers are left! This is really surprising: after all, how can we reverse trace distance if the information about the input quantum states is lost? Additionally, since the (mixed) state of non-output register G could be totally arbitrary (applying any unitary transformation on the non-output register will not affect the state of output register), we even cannot expect it to be meaningful, what use could it be to help reversing trace distance?

Though in principle we can prove a theorem that is similar to ours (maybe with different parameters) as an immediate corollary of Watrous' QSZK completeness proof, such indirect proof cannot explain the underlying idea of our construction. To seek for a satisfiable explanation of our construction, we manage to give a direct proof for its correctness. This will be the main technical part of this paper. It turns out that the underlying idea of our construction is similar to a common quantum phenomenon known as decoherence, by which off-diagonal elements of the original quantum state are lost. More detail is referred to section 4

As for the technical contributions of this paper, we prove several technical lemmas along the way of our direct proof, which may come in handy in other places. Among others, we obtain a closed form for the 1-norm, or trace norm, of Hermitian operators of the form

$$
\sum_{i} \lambda_{i}\left(x_{i} y_{i}^{*} \otimes|0\rangle\langle 1|+y_{i} x_{i}^{*} \otimes|1\rangle\langle 0|\right),
$$

where $\left\{x_{i}\right\},\left\{y_{i}\right\}$ are orthonormal sets, $\lambda_{i}>0$, and $\sum_{i} \lambda_{i}=1$. Detail is referred to Lemma 1

Last, if we compare our construction with previous manipulations of trace distance [71], we find that all previous constructions only deal with the output state of the input quantum circuits (neglecting non-output); that is, they all treat the input quantum circuit as a black-box device that was only used to generate quantum state. We notice that this is also the case in classical setting; that is, all known manipulations of statistical difference 65] treat (classical) circuit as a black-box device to generate probability distribution. So in comparison, our construction is indeed a bit different: though we still apply the input quantum circuit as a black box, we differentiate its output and non-output parts; we no longer only treat it as a black-box device to generate quantum state. Seeing from this point, our construction has a bit non-black-box sense. Detail is referred to section 4

## Organization

In section 2, we shall first review some preliminary materials, including relevant linear algebra, quantum information and computation. Section 3 is devoted to a direct proof for the special case $(\epsilon=0)$ of our main theorem, while the proof for the general case, which can be found in the full version of this paper 9], is omitted here due to space limitation. Following is section 4, where we reveal the underlying idea of our construction as we learn from the direct proof.

## 2 Preliminaries

### 2.1 Quantum Information and Relevant Linear Algebra

We assume readers are familiar with elementary quantum information and linear algebra, which can be found in several standard textbooks (and lecture notes) such as [328.

We first need to introduce some notations that we adopt in this paper. We shall denote complex Euclidean space (or, Hilbert space) by scripted capital letters, such as $\mathcal{X}, \mathcal{Y}$. We use lower case letter like $u, v$, to denote vectors in the space, with their conjugates denoted by $u^{*}, v^{*}$, respectively. Let $\mathrm{L}(\mathcal{X}, \mathcal{Y})$ be the collection of all linear operators (or simply operators) mapping from space $\mathcal{X}$ to space $\mathcal{Y}$; let $\mathrm{L}(\mathcal{X})$ be a shorthand for $\mathrm{L}(\mathcal{X}, \mathcal{X})$. We denote operators by capital letters, such as $A, B$, with corresponding adjoint operators (or, conjugate transpose) denoted by $A^{*}, B^{*}$, respectively. The collection of Hermitian, unitary, and positive semidefinite operators of $\mathrm{L}(\mathcal{X})$ are denoted by $\mathcal{X}, \mathrm{U}(\mathcal{X})$, and $\operatorname{Pos}(\mathcal{X})$, respectively.

Density operators are those positive semidefinite operators with trace equal to one; let $\mathrm{D}(\mathcal{X})$ be the collection of all density operators over space $\mathcal{X}$. We usually use lowercase Greek letters, such as $\rho, \xi$, to denote density operators.

Operator $\Pi \in \mathrm{L}(\mathcal{X})$ is called a projector if $\Pi^{2}=\Pi$. In this paper, we shall also describe a subspace by the projector projecting on this subspace. Moreover, by abusing the notation, we shall write $\Pi$ to represent the subspace on which projector $\Pi$ projects.

Given a Hermitian operator $A \in \mathrm{H}(\mathcal{X})$, suppose the collection of its eigenvalues are $\left\{\lambda_{i}\right\}$ (with multiplicity). Then the 1-norm, or trace norm, of operator $A$, which is denoted by $\|A\|_{1}$ (many literatures use $\|A\|_{\text {tr }}$ ), is equal to $\sum_{i}\left|\lambda_{i}\right|$. Restricting to density operator, we can define the trace distance between two density operators $\rho$ and $\xi$, denoted by $\delta(\rho, \xi)$, as $\|\rho-\xi\|_{1} / 2$. We know that the trace distance between two density operators is closely related to their distinguishability; it can be viewed as the quantum generalization of statistical difference between two probability distributions (see [8, Lecture 3]). In analogy to the support of a probability distribution, we define the support of a density operator as its eigenspace corresponding to positive eigenvalues. We know that in classical case, if two probability distributions have statistical difference one, then they have disjoint support; we can generalize it to quantum case.

Fact 1. Suppose $\rho_{0}, \rho_{1}$ are two density operators in complex Euclidean space $\mathcal{X}$. If $\delta\left(\rho_{0}, \rho_{1}\right)=1$, then these two density operators can be simultaneously diagonalizable with disjoint supports.

We remark that the proof for this intuitive fact, which can be found in the full version of this paper [9], is not that straightforward: in general, the basis which diagonalizes operator $\rho_{0}-\rho_{1}$ does not necessarily diagonalize both $\rho_{0}$ and $\rho_{1}$ simultaneously.

More notations are as below. For a joint quantum system ( $\mathrm{X}, \mathrm{Y}$ ), we use partial trace $\operatorname{Tr}_{\mathcal{X}}$ and $\operatorname{Tr}_{\mathcal{Y}}$ to mean discarding register X and Y , respectively; we use $\operatorname{Tr}_{\mathcal{X} \perp}$ to mean discarding registers other than register X .

There is yet another quantity, known as fidelity, to measure the distance between two density operators. Let $F(\rho, \xi)$ be fidelity of two density operators $\rho, \xi$; we have the following fact.

Fact 2 (Uhlmann). Let $\mathcal{X}$ and $\mathcal{Y}$ be complex Euclidean spaces. Let $\rho, \xi \in D(\mathcal{X})$ be density operators, both having rank at most $\operatorname{dim}(\mathcal{Y})$, and let $u \in \mathcal{X} \otimes \mathcal{Y}$ be any purification of $\rho$. Then

$$
F(\rho, \xi)=\max \left\{\left|u^{*} v\right|: v \in \mathcal{X} \otimes \mathcal{Y} \text { is a purification of } \xi\right\}
$$

What follows are a number of basic facts that we shall use frequently (sometimes without explicit references) in this paper; all of them (with proof) can be found in 8.

Fact 3. Suppose $\mathcal{X}, \mathcal{Y}$ are two complex Euclidean spaces. Let $\rho \in D(\mathcal{X}), \xi \in$ $D(\mathcal{Y})$ be density operators. Then

$$
\|\rho \otimes \xi\|_{1}=\|\rho\|_{1} \cdot\|\xi\|_{1}
$$

Fact 4. Let $\mathcal{X}$ be a complex Euclidean space. Operator $A \in L(\mathcal{X})$. Then

$$
\|A\|_{1}=\max \left\{\operatorname{Tr}\left(A^{*} U\right) \mid U \in U(\mathcal{X})\right\}
$$

Fact 5. Let $u, v$ be two vectors in complex Euclidean space $\mathcal{X}$. Then

$$
\left\|u u^{*}-v v^{*}\right\|_{1}=2 \sqrt{1-\left|u^{*} v\right|^{2}}
$$

Fact 6. Let $\mathcal{X}, \mathcal{Y}$ be two complex Euclidean spaces. Operator $A \in L(\mathcal{X} \otimes \mathcal{Y})$. Then

$$
\left\|\operatorname{Try}_{\mathcal{Y}} A\right\|_{1} \leq\|A\|_{1} .
$$

Fact 7 (Fuchs-van de Graaf inequality). Let $\mathcal{X}$ be a complex Euclidean space. Density operators $\rho, \xi \in D(\mathcal{X})$. Then

$$
2-2 F(\rho, \xi) \leq\|\rho-\xi\|_{1} \leq 2 \sqrt{1-F(\rho, \xi)^{2}} .
$$

Fact 8 (Unitary equivalence of purifications). Let $\mathcal{X}, \mathcal{Y}$ be two complex Euclidean spaces and let $\rho \in D(\mathcal{X})$ be a density operator such that rank $(\rho) \leq$ $\operatorname{dim}(\mathcal{Y})$. Then for any choice of purifications $u_{1}, u_{2} \in \mathcal{X} \otimes \mathcal{Y}$ of $\rho$, there exists a unitary operator $U \in U(\mathcal{Y})$ such that

$$
\left(\mathbb{1}_{\mathcal{X}} \otimes U\right) u=v
$$

The next fact from [7] Lemma 12] can be viewed as the approximation version of Fact $\mathbb{} \mathbb{}$

Fact 9. Let $\mathcal{X}, \mathcal{Y}$ be complex Euclidean spaces. Let $\rho, \xi \in D(\mathcal{X})$ be density operators such that their ranks are at most $\operatorname{dim}(\mathcal{Y})$, and $F(\rho, \xi) \geq 1-\epsilon$. Suppose vectors $u, v \in \mathcal{X} \otimes \mathcal{Y}$ are purifications of $\rho, \xi$, respectively. Then there exists unitary operator $U \in U(\mathcal{Y})$ such that

$$
\left\|\left(\mathbb{1}_{\mathcal{X}} \otimes U\right) u-v\right\| \leq \sqrt{2 \epsilon}
$$

## 3 Direct Proof

Though we have an indirect proof (via QSZK completeness theorem) for the correctness of our way of reversing trace distance, one of its drawbacks is that it fails to explain the underlying idea of our construction. Since the construction is quite simple, we strongly believe that a more direct proof should exist, and hopefully, this direct proof may explain the idea of the construction. This section is devoted to a direct proof for the special case of Theorem which suffices for our purpose.

From the construction described in Fig. we have

$$
\begin{align*}
\rho^{R_{0}}= & \operatorname{Tr}_{\mathcal{O} \otimes \mathcal{C}}\left(R_{0}|0\rangle\langle 0| R_{0}^{*}\right) \\
= & \frac{1}{2}\left(\operatorname{Tr}_{\mathcal{O}}\left(Q_{0}|0\rangle\langle 0| Q_{0}^{*}\right) \otimes|0\rangle\langle 0|+\operatorname{Tr}_{\mathcal{O}}\left(Q_{1}|0\rangle\langle 0| Q_{1}^{*}\right) \otimes|1\rangle\langle 1|\right. \\
& \left.+\operatorname{Tr}_{\mathcal{O}}\left(Q_{0}|0\rangle\langle 0| Q_{1}^{*}\right) \otimes|0\rangle\langle 1|+\operatorname{Tr}_{\mathcal{O}}\left(Q_{1}|0\rangle\langle 0| Q_{0}^{*}\right) \otimes|1\rangle\langle 0|\right),  \tag{1}\\
\rho^{R_{1}}= & \operatorname{Tr}_{\mathcal{O} \otimes \mathcal{C}}\left(R_{1}|0\rangle\langle 0| R_{1}^{*}\right) \\
= & \frac{1}{2}\left(\operatorname{Tr}_{\mathcal{O}}\left(Q_{0}|0\rangle\langle 0| Q_{0}^{*}\right) \otimes|0\rangle\langle 0|+\operatorname{Tr}_{\mathcal{O}}\left(Q_{1}|0\rangle\langle 0| Q_{1}^{*}\right) \otimes|1\rangle\langle 1|\right),  \tag{2}\\
\delta\left(\rho^{R_{0}}, \rho^{R_{1}}\right)= & \frac{1}{4} \| \operatorname{Tr}_{\mathcal{O}}\left(Q_{0}|0\rangle\langle 0| Q_{1}^{*}\right) \otimes|0\rangle\langle 1|+\operatorname{Tr}_{\mathcal{O}}\left(Q_{1}|0\rangle\langle 0| Q_{0}^{*}\right) \otimes|1\rangle\langle 0| \|_{1} . \tag{3}
\end{align*}
$$

We note that compared with $\rho^{R_{1}}$, expression of $\rho^{R_{0}}$ has two extra terms corresponding to the off-diagonal elements.

Our goal is to estimate $\delta\left(\rho^{R_{0}}, \rho^{R_{1}}\right)$, given $\delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)$ is equal to either one or zero, where

$$
\begin{aligned}
\rho^{Q_{0}} & =\operatorname{Tr}_{\mathcal{G}}\left(Q_{0}|0\rangle\langle 0| Q_{0}^{*}\right), \\
\rho^{Q_{1}} & =\operatorname{Tr}_{\mathcal{G}}\left(Q_{1}|0\rangle\langle 0| Q_{1}^{*}\right) .
\end{aligned}
$$

Case 1. $\delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)=1$, or equivalently, $\left\|\rho^{Q_{0}}-\rho^{Q_{1}}\right\|_{1}=2$. In this case, by Fact [1 there exists an orthonormal basis of space $\mathcal{O}$, with respect to which both density operators $\rho^{Q_{0}}$ and $\rho^{Q_{1}}$ are simultaneously diagonalizable and with disjoint support. Moreover, note that quantum state $Q_{0}|0\rangle$ is a purification of state $\rho^{Q_{0}}$ (over space $\mathcal{O} \otimes \mathcal{G}$ ), and $Q_{1}|0\rangle$ is a purification of state $\rho^{Q_{1}}$. By Schmidt decomposition theorem, it is easy to see that $\operatorname{Tr}_{\mathcal{O}}\left(Q_{0}|0\rangle\langle 0| Q_{1}^{*}\right)=0$; and plugging this equation into equation (31) will yield $\delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)=0$.
Case 2. $\delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)=0$, or equivalently, $\left\|\rho^{Q_{0}}-\rho^{Q_{1}}\right\|_{1}=0$. In this case $\rho^{Q_{0}}=$ $\rho^{Q_{1}}$. We can choose an orthonormal basis $\left\{z_{i}\right\}$ in space $\mathcal{O}$ such that

$$
\rho^{Q_{0}}=\rho^{Q_{1}}=\sum_{i} \lambda_{i} z_{i} z_{i}^{*}
$$

where $\lambda_{i}>0$ and $\sum_{i} \lambda_{i}=1$. Again, by Schmidt decomposition theorem, there exists two orthonormal sets $\left\{x_{i}\right\}$ and $\left\{y_{i}\right\}$ in space $\mathcal{G}$ such that

$$
\begin{aligned}
Q_{0}|0\rangle & =\sum_{i} \sqrt{\lambda_{i}} z_{i} \otimes x_{i}, \\
Q_{1}|0\rangle & =\sum_{i} \sqrt{\lambda_{i}} z_{i} \otimes y_{i} .
\end{aligned}
$$

We thus have

$$
\begin{aligned}
\operatorname{Tr}_{\mathcal{O}}\left(Q_{0}|0\rangle\langle 0| Q_{1}^{*}\right) & =\sum_{i} \lambda_{i} x_{i} y_{i}^{*} \\
\operatorname{Tr}_{\mathcal{O}}\left(Q_{1}|0\rangle\langle 0| Q_{0}^{*}\right) & =\sum_{i} \lambda_{i} y_{i} x_{i}^{*}
\end{aligned}
$$

Plugging the two equations above into equation (3) gives

$$
\delta\left(\rho^{R_{0}}, \rho^{R_{1}}\right)=\frac{1}{4}\left\|\sum_{i} \lambda_{i}\left(x_{i} y_{i}^{*} \otimes|0\rangle\langle 1|+y_{i} x_{i}^{*} \otimes|1\rangle\langle 0|\right)\right\|_{1}
$$

We denote the operator inside the 1-norm of the equation above by $A$, that is,

$$
A=\sum_{i} \lambda_{i}\left(x_{i} y_{i}^{*} \otimes|0\rangle\langle 1|+y_{i} x_{i}^{*} \otimes|1\rangle\langle 0|\right) .
$$

For our purpose, we need to lowerbound $\|A\|_{1}$, and hopefully, it is $\Omega(1)$ (with respect to the input length). Clearly, operator $A$ is Hermitian; thus, all its eigenvalues are real, and its 1 -norm is equal to the sum of the absolute value of all the eigenvalues. However, it is not obvious at all how to estimate (lowerbound) $\|A\|_{1}$.

It turns out that our way to estimate $\|A\|_{1}$ is very tricky; we even can give a closed form for $\|A\|_{1}$. Since this result might be found useful in other places, we state it in the following lemma.

## Lemma 1.

$$
\begin{equation*}
\|A\|_{1}=\left\|\sum_{i} \lambda_{i}\left(x_{i} y_{i}^{*} \otimes|0\rangle\langle 1|+y_{i} x_{i}^{*} \otimes|1\rangle\langle 0|\right)\right\|_{1}=2, \tag{4}
\end{equation*}
$$

where $\lambda_{i}>0, \sum_{i} \lambda_{i}=1$, and sets $\left\{x_{i}\right\}$ and $\left\{y_{i}\right\}$ are both orthonormal sets.
Proof. Our trick is to consider $A^{2}$ instead of $A$. We have

$$
A^{2}=\sum_{i} \lambda_{i}^{2} x_{i} x_{i}^{*} \otimes|0\rangle\langle 0|+\sum_{i} \lambda_{i}^{2} y_{i} y_{i}^{*} \otimes|1\rangle\langle 1| .
$$

Note that operator $A^{2}$ happens to be diagonal, with respect to the basis that could be any expansion of orthonormal set $\left\{x_{i} \otimes|0\rangle\right\} \cup\left\{y_{i} \otimes|1\rangle\right\}$. The diagonal elements of $A^{2}$ are $\left\{\lambda_{i}^{2}, \lambda_{i}^{2}\right\}$ (with multiplicity). Therefore, together with operator $A$ being Hermitian, we know that the collection of the absolute value of eigenvalues of $A$ are $\left\{\lambda_{i}, \lambda_{i}\right\}$ (with multiplicity), summing up to two. Thus, $\|A\|_{1}=2$.

By equality (4), we have $\delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)=\|A\|_{1} / 4=1 / 2$.

## 4 A Retrospect of Our Construction

With the direct proof given in the previous section, now we are at a good position to give a retrospect of our way of reversing trace distance.

Let us first look at the expressions for quantum states $\rho^{R_{0}}$ (equation (11)) and $\rho^{R_{1}}$ (equation (21)). As we have observed, expression of $\rho^{R_{0}}$ has two extra terms than $\rho^{R_{1}}$ which correspond to off-diagonal elements. This reminds us of decoherence, a common quantum phenomena (see, e.g. [2] section 11.3]); that is, in its simplest form, qubit initialized in state $(|0\rangle+|1\rangle) / \sqrt{2}$ will forget its off-diagonal elements (terms $|0\rangle\langle 1|$ and $|1\rangle\langle 0|$ in the expression of corresponding density operator) and degrade into mixed state $(|0\rangle\langle 0|+|0\rangle\langle 0|) / 2$, after its interaction with the environment. This degradation is due to this qubit being first entangled with the environment which afterwards we cannot access. It is easy to compute that

$$
\delta(|0\rangle+|1\rangle) / \sqrt{2},(|0\rangle\langle 0|+|0\rangle\langle 0|) / 2)=1 / 2
$$

which happens to be equal to $\delta\left(\rho^{R_{0}}, \rho^{R_{1}}\right)$, when $\delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)=0$ by our construction. Indeed, this is not the coincidence; the underlying idea of our construction is exactly the same as the decoherence. Explanation follows.

Seeing from the construction described in Fig. as well as the direct proof for the special case in the previous section, we notice that

1. For quantum state $R_{1}|0\rangle$, since qubit C is entangled with qubit B , thus whatever the state of register O is, tracing out ( $\mathrm{C}, \mathrm{O}$ ) will result in the offdiagonal elements disappearing. Thus, the expression of density operator $\rho^{R_{1}}$ (equation (21)) only has diagonal elements.
2. For quantum state $R_{0}|0\rangle$, qubit C is unentangled with the rest of quantum system; thus first tracing out qubit $C$ has no effect. If $\delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)=0$, then further tracing out register O will keep off-diagonal elements. However, if $\delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)=1$, then further tracing out O will result in off-diagonal elements disappearing, like decoherence. Thus, whether $\rho^{R_{0}}$ has off-diagonal elements or not depends on whether $\delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)$ is equal to 0 or 1 .

As a result, if $\delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)=0$, then $\rho^{R_{0}}$ has off-diagonal elements, and is thus different from $\rho^{R_{1}}$; on the other hand, if $\delta\left(\rho^{Q_{0}}, \rho^{Q_{1}}\right)=1$, then $\rho^{R_{0}}$ only has diagonal elements, and is equal to $\rho^{R_{1}}$. Seeing from this, it is the entanglement between the output quantum register (register O ) and the rest of quantum system that ensures our construction work; this quite well explains the counter-intuitive operation of discarding register O we take in our construction.

Let us take another look at our construction. Compared with all previous known manipulation of trace distance [7], even classical manipulation of statistical difference [56], our construction seems a bit different. Specifically, our construction keeps the non-output of quantum circuit generating the quantum state. This is very interesting: strictly speaking, our construction is non-blackbox, by noting that black-box way only cares about the input-output behavior of the device generating the quantum state (or probability distribution in classical case). All previous known constructions are indeed black-box; for example, a way to decrease trace distance is on input quantum state $\rho_{0}, \rho_{1}$ (represented by quantum circuit), output $\rho_{0}^{\otimes k}, \rho_{1}^{\otimes k}$, where $k$ is some polynomial of input length.

The non-black-box property of our construction can also be testified from another aspect. Usually, the most notable advantage of black-box construction over non-black-box construction is that black-box construction is quite generic - applicable in many models of computation. For example, all constructions of manipulating trace distance in [7] still work in general (non-unitary) quantum circuit model. In comparison, however, it is not hard to see that our construction would fail in general quantum circuit model. (Detail can be found in the full version of this paper 9.)

We should point out that though our construction is non-black-box, it seems that we only open the black box just a little: we only use the non-output, while not inspecting the inner structure of the quantum circuit; we still apply the input quantum circuits blindly (in our construction) as a black box.

Acknowledgement. We thank John Watrous for showing us the proof of Fact $\square$ on website "Theoretical Computer Science - Stack Exchange", as an answer to the author's question "does the trace norm of the difference of two density matrices being one imply these two density matrices can be simultaneously diagonalizable?".

## References

1. Ben-Aroya, A., Schwartz, O., Ta-Shma, A.: Quantum expanders: Motivation and construction. Theory of Computing 6(1), 47-79 (2010)
2. Kitaev, A.Y., Shen, A.H., Vyalyi, M.N.: Classical and Quantum Computation. Graduate Studies in Mathematics, vol. 47. American Mathematical Society (2002)
3. Nielsen, M.A., Chuang, I.L.: Quantum computation and Quantum Informatioin. Cambridge University Press (2000)
4. Okamoto, T.: On relationships between statistical zero-knowledge proofs. J. Comput. Syst. Sci. 60(1), 47-108 (2000)
5. Sahai, A., Vadhan, S.P.: A complete problem for statistical zero knowledge. J. ACM 50(2), 196-249 (2003); Preliminary version appears in FOCS 1997
6. Vadhan, S.: Ph.D Thesis: A Study of Statistical Zero-Knowledge Proofs (1999)
7. Watrous, J.: Limits on the power of quantum statistical zero-knowledge. In: FOCS, pp. 459-468 (2002)
8. Watrous, J.: Theory of Quantum Information (2008) Online Lecture Notes, http://www.cs.uwaterloo.ca/~ watrous/798/
9. Yan, J.: A surprisingly simple way of reversing trace distance via entanglement. Full version, http://lcs.ios.ac.cn/~junyan/files/Yan12_reverse-trace-full.pdf

# Constructions for Binary Codes Correcting Asymmetric Errors from Function Fields^ 

Jun Zhang and Fang-Wei Fu<br>Chern Institute of Mathematics and LPMC, Nankai University, Tianjin, 300071, China zhangjun04@mail.nankai.edu.cn, fwfu@nankai.edu.cn


#### Abstract

Binary asymmetric error-correcting codes play an important role in communication systems modeled by the binary symmetric channel. In this paper, we study binary asymmetric error-correcting codes and give a general construction for binary asymmetric error-correcting codes. The construction makes an improvement on the lower bounds of binary asymmetric error-correcting codes in [17.
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## 1 Introduction

In some communication systems, the error probability from 1 to 0 is sufficiently higher than the error probability from 0 to 1 . So the study of binary asymmetric error-correcting codes is very important, just as the binary error-correcting codes for communication systems modeled by the binary symmetric channel. A number of researchers have studied error-correcting codes for the binary asymmetric channel, constructed a lot of good codes and derived lower and upper bounds for binary asymmetric error-correcting codes, e.g., see [1]-[28], [30], [31], [33]-[36], [37] and [40]. In particular, Kløve [20] made a collection of error-correcting codes for the binary asymmetric channel.

Several lower bounds for binary asymmetric error-correcting codes were obtained by Varshamov's constructions and their generalizations, e.g., see [20, Theorem 6.1] and [11], [12], [18], [31] and [34]. Using the polynomial rings over finite fields, Fu et al. [17] gave a simple construction for a class of binary asymmetric error-correcting codes. However, the construction can obtain all those known lower bounds given by Varshamov's constructions and their generalizations. Furthermore, some new lower bounds for binary asymmetric error-correcting codes are obtained. In this paper, we generalize the construction in [17] to function fields. Taking the rational function field, our construction is essentially the construcion given in [17]. But taking proper function fields, our construction makes an improvement on the lower bounds in [17].

[^28]In [39], Xing gave a construction for binary constant-weight codes from algebraic curves over finite fields. In Sect. 2, with a little modification of the construction of Xing, we present a general construction for binary asymmetric error-correcting codes. In Sect. 3, some examples of using function fields of small genera are presented to illustrate our improvement on the bounds in [17].

## 2 Construction

In this section, we present our construction. First, we recall some facts about function fields.

We mention a global function field $F / \mathbb{F}_{q}$ to be an algebraic function field $F$ of one variable over the finite field $\mathbb{F}_{q}$ with the full constant field $\mathbb{F}_{q}$.

We fix an $\mathbb{F}_{q}$-rational place $P_{0}$ of $F / \mathbb{F}_{q}$ and the integral ring

$$
A=\left\{x \in F: v_{P}(x) \geqslant 0 \text { for all prime divisors } P \neq P_{0}\right\} .
$$

Let $\mathbb{P}(F)$ be the set of all prime divisors of $F$, and let $D=\sum_{P \in \mathbb{P}(F)} v_{P}(D) P$ be a positive divisor of $F$ with $P_{0} \notin \operatorname{Supp}(D)$. If $x \in F^{*}$, we define

$$
x \equiv 1 \quad \bmod D
$$

to mean that

$$
(x-1)_{0} \geqslant D
$$

where $(x-1)_{0}$ denotes the zero divisor of the principal divisor $\operatorname{div}(x-1)$. More explicitly, $x \equiv 1 \bmod D$ is equivalent to saying that if $P \in \operatorname{Supp}(D)$, then $x$ lies in the valuation $\operatorname{ring} O_{P}$ and $v_{P}(x-1) \geqslant v_{P}(D)$.

Consider the the group

$$
\operatorname{Fr}_{D}(A)=\left\{G=\sum_{P \neq P_{0}} n_{P} P: \operatorname{Supp}(G) \cap \operatorname{Supp}(D)=\emptyset\right\}
$$

and its two subgroups

$$
\operatorname{Pr}_{D}(A)=\left\{\sum_{P \neq P_{0}} v_{P}(x) P: x \in F^{*} \text { and } v_{P}(x)=0 \text { for all } P \in \operatorname{Supp}(D)\right\}
$$

and

$$
\operatorname{Princ}_{D}(A)=\left\{\sum_{P \neq P_{0}} v_{P}(x) P: x \in F^{*} \text { and } x \equiv 1 \quad \bmod D\right\} .
$$

The factor group

$$
C l_{D}(A)=F r_{D}(A) / \operatorname{Princ}_{D}(A)
$$

is called the ray class group of $A$ modulo $D$.
Corresponding with $\operatorname{Pr}_{D}(A)$ and $\operatorname{Princ}_{D}(A)$, we define

$$
\mathcal{A}_{D}=\left\{x \in F^{*}: \operatorname{div}(x)-v_{P_{0}}(x) P_{0} \in \operatorname{Pr}_{D}(A)\right\}
$$

and

$$
\mathcal{S}=\left\{x \in F^{*}: \operatorname{div}(x)-v_{P_{0}}(x) P_{0} \in \operatorname{Princ}_{D}(A)\right\},
$$

respectively.
The following propositions can be found in [39].
Proposition 1. Notations as above, the canonical morphism

$$
\varphi: \mathcal{A}_{D} \rightarrow \operatorname{Pr}_{D}(A)
$$

given by

$$
x \mapsto \operatorname{div}(x)-v_{P_{0}}(x) P_{0}
$$

induces an isomorphism

$$
\left(\mathcal{A}_{D} / \mathcal{S}\right) / \mathbb{F}_{q}^{*} \cong \operatorname{Pr}_{D}(A) / \operatorname{Princ}_{D}(A) .
$$

Proof. It is easy to see that the homomorphism of groups

$$
\varphi: \mathcal{A}_{D} \rightarrow \operatorname{Pr}_{D}(A) / \operatorname{Princ}_{D}(A) ; x \mapsto \operatorname{div}(x)-v_{P_{0}}(x) P_{0}+\operatorname{Princ}_{D}(A)
$$

is surjective by the definition of $\mathcal{A}_{D}$. We want to verify $\mathbb{F}_{q}^{*} \mathcal{S}$ is the kernel.
If $x \in \mathcal{A}_{D}$ is such that $x \mapsto \operatorname{div}(x)-v_{P_{0}}(x) P_{0}+\operatorname{Princ}_{D}(A)=\operatorname{Princ}_{D}(A)$, then

$$
\operatorname{div}(x)-v_{P_{0}}(x) P_{0}+\operatorname{div}(y)-v_{P_{0}}(y) P_{0}=0
$$

for some $x \in F^{*}$ and $y \equiv 1 \bmod D$. That is equivalent to

$$
\operatorname{div}(x y)-v_{P_{0}}(x y) P_{0}=0 .
$$

So we have

$$
\operatorname{div}(x y)=0 .
$$

The condition $\operatorname{div}(x y)=0$ means $x y \in \mathbb{F}_{q}^{*}$. If $y \in \mathbb{F}_{q}^{*}$, then $x \in \mathbb{F}_{q}^{*}$. If $y \notin \mathbb{F}_{q}^{*}$, then $\operatorname{div}(x)-v_{P_{0}}(x) P_{0}=\operatorname{div}\left(y^{-1}\right)-v_{P_{0}}\left(y^{-1}\right) P_{0}$. But $v_{P}\left(y^{-1}-1\right)=v_{P}(1-y)-v_{P}(y)=$ $v_{P}(1-y) \geq v_{P}(D)$ for any $P \in \operatorname{Supp}(D)$. So $\operatorname{div}\left(y^{-1}\right)-v_{P_{0}}\left(y^{-1}\right) P_{0} \in \operatorname{Princ}_{D}(A)$. And hence $x \in \mathcal{S}$.

So $\mathbb{F}_{q}^{*} \mathcal{S}$ is the kernel, and we have an isomorphism

$$
\left(\mathcal{A}_{D} / \mathcal{S}\right) / \mathbb{F}_{q}^{*} \cong \operatorname{Pr}_{D}(A) / \operatorname{Princ}_{D}(A) .
$$

For a prime divisor $P$ of $F$ and an integer $n \geq 1$, we define $U_{P}^{(0)}$ to be the unit group of $O_{P}$, and define its subgroup $U_{P}^{(n)}$ to be

$$
U_{P}^{(n)}=\left\{x \in O_{P}: v_{P}(x-1) \geqslant n\right\} .
$$

Then we have the following proposition.

Proposition 2. Keep the notations above, we have
(1) $U_{P}^{(0)} / U_{P}^{(1)} \cong \bar{F}_{P}^{*}$;
(2) $U_{P}^{(r)} / U_{P}^{(r+1)} \cong \bar{F}_{P}^{+}$for $r \geqslant 1$.

Where $\bar{F}_{P}$ denote the residue class field $O_{P} / P, \bar{F}_{P}^{*}$ and $\bar{F}_{P}^{+}$mean the multiplicative group of the nonzero elements of $\bar{F}_{P}$ and the additive group of $\bar{F}_{P}$, respectively.
Proof. Since $U_{P}^{(0)}$ is the unit group of $O_{P}$, we have a canonical homomorphism of groups

$$
U_{P}^{(0)} \rightarrow\left(O_{P} / P\right)^{*} ; x \mapsto x+P
$$

It is surjective for $U_{P}^{(0)}=O_{P}-P$. For any $x \in U_{P}^{(0)}, x=1$ in $\left(O_{P} / P\right)^{*}$ if and only if $x-1 \in P$, i.e. $v_{P}(x-1) \geqslant 1$. So the kernel of the morphism is $U_{P}^{(1)}$ and $U_{P}^{(0)} / U_{P}^{(1)} \cong \bar{F}_{P}^{*}$.

Let $\pi$ be a uniformizer of $P$. For any element $x$ in $U_{P}^{(r)}$, there exists $\alpha \in U_{P}^{(0)} \cup\{0\}$ such that $x$ is of the form $x=1+\alpha \pi^{r}+y$ for some $y \in O_{P}$ with $v_{P}(y) \geqslant r+1$. Therefore elements in $U_{P}^{(r)} / U_{P}^{(r+1)}$ have representatives $\alpha \pi^{r}+U_{P}^{(r+1)}$, then we define

$$
U_{P}^{(r)} / U_{P}^{(r+1)} \rightarrow \bar{F}_{P}^{+} ; \bar{x}=\alpha \pi^{r}+U_{P}^{(r+1)} \mapsto \alpha .
$$

Let's check that it is a morphism from the multiplicative group $U_{P}^{(r)} / U_{P}^{(r+1)}$ to the additive group $\bar{F}_{P}^{+}$. For $x_{i}=1+\alpha_{i} \pi^{r}+y_{i}(i=1,2)$ in $U_{P}^{(r)}$ for some $y_{i} \in O_{P}$,

$$
x_{1} x_{2}=\left(1+\alpha_{1} \pi^{r}+y_{1}\right)\left(1+\alpha_{2} \pi^{r}+y_{2}\right)=1+\left(\alpha_{1}+\alpha_{2}\right) \pi^{r}+y,
$$

where $y=y_{1}+y_{2}+\alpha_{1} \alpha_{2} \pi^{2 r}+y_{1} \alpha_{2} \pi^{r}+y_{2} \alpha_{1} \pi^{r}+y_{1} y_{2} \in O_{P}$ and $v_{P}(y) \geqslant r+1$.
So $\overline{x_{1} x_{2}}$ is mapped to $\alpha_{1}+\alpha_{2}$, and hence it is a morphism of groups.
Similarly as above, one can verify it is an isomorphism.
Write

$$
D=\sum_{i=1}^{t} e_{i} Q_{i}\left(e_{i} \geqslant 1\right)
$$

with $\operatorname{deg}\left(Q_{i}\right)=d_{i}, i=1,2, \cdots, t$. And denote $U_{Q_{i}}^{(n)}$ simply by $U_{i}^{(n)}$.
Proposition 3. Notations as above, we have

$$
\mathcal{A}_{D} / \mathcal{S} \cong \prod_{i=1}^{t} U_{i}^{(0)} / U_{i}^{\left(e_{i}\right)}
$$

Proof. For any $x \in \mathcal{A}_{D}$, we have $v_{Q_{i}}(x)=0$ and hence $x \in U_{i}^{(0)}$. So we have a map

$$
\mathcal{A}_{D} \rightarrow \prod_{i=1}^{t} U_{i}^{(0)} / U_{i}^{\left(e_{i}\right)} ; x \mapsto(\bar{x}, \cdots, \bar{x})
$$

It is surjective. For any $\left(\bar{x}_{1}, \cdots, \bar{x}_{t}\right) \in \prod_{i=1}^{t} U_{i}^{(0)} / U_{i}^{\left(e_{i}\right)}$, we can choose $x_{i}^{\prime} \in U_{i}^{(0)}$ such that $x_{i}^{\prime}+1 \neq 0$ and $x_{i}^{\prime}-x_{i} \in U_{i}^{\left(e_{i}\right)}$, then replace $x_{i}$ by $x_{i}^{\prime}$. By the approximation theorem, there exists $x \in F^{*}$ such that $v_{Q_{i}}\left(x-x_{i}-1\right) \geq e_{i}$. Then by the strong inequality,

$$
v_{Q_{i}}(x)=\min \left\{v_{Q_{i}}\left(x-x_{i}-1\right), v_{Q_{i}}\left(x_{i}+1\right)\right\}=v_{Q_{i}}\left(x_{i}+1\right)=0 .
$$

So

$$
x \in \mathcal{A}_{D} .
$$

It is obvious that its kernel is $\mathcal{S}$. So we have proved it is an isomorphism

$$
\mathcal{A}_{D} / \mathcal{S} \cong \prod_{i=1}^{t} U_{i}^{(0)} / U_{i}^{\left(e_{i}\right)}
$$

Proposition 4. Keep the above notations, denote by $C l(F)$ the divisor class group of $F$. Then

$$
F r_{D}(A) / \operatorname{Pr}_{D}(A) \cong C l(F)
$$

And hence, $C l_{D}(A)$ is a finite group and its cardinality

$$
h_{D}(A)=(q-1)^{-1} h(F) \prod_{i=1}^{t}\left(q^{d_{i}}-1\right) q^{d_{i}\left(e_{i}-1\right)},
$$

where $h(F)$ is the divisor class number of $F$.
Proof. Using the strong approximation theorem, one can show the map

$$
\operatorname{Fr}_{D}(A) / \operatorname{Pr}_{D}(A) \rightarrow C l(F) ; \sum_{P \neq P_{0}} n_{P} P+\operatorname{Pr}_{D}(A) \mapsto \sum_{P \neq P_{0}} n_{P} P-\sum n_{P} P_{0}+\operatorname{Princ}\left(F^{*}\right)
$$

is an isomorphism. Combining the above isomorphism and Proposition 2.1-2.3, we get the second part of the proposition.

By the last proposition, we see that $h_{D}(A)$ is independent of the choices of $P_{0}$. So we denote it by $h_{D}(F)$. Now, we give our construction.

For two binary $n$-tuples

$$
\mathbf{x}=\left(x_{1}, x_{2}, \cdots, x_{n}\right) \text { and } \mathbf{y}=\left(y_{1}, y_{2}, \cdots, y_{n}\right)
$$

the asymmetric distance between $\mathbf{x}$ and $\mathbf{y}$ is defined as

$$
d_{a}(\mathbf{x}, \mathbf{y})=\max \{N(\mathbf{x}, \mathbf{y}), N(\mathbf{y}, \mathbf{x})\}
$$

where

$$
N(\mathbf{x}, \mathbf{y})=\#\left\{i: x_{i}=0 \text { and } y_{i}=1\right\} .
$$

For a binary code $C \subseteq\{0,1\}^{n}$, the minimum asymmetric distance of $C$ is defined as

$$
\Delta(C)=\min \left\{d_{a}(\mathbf{x}, \mathbf{y}): \mathbf{x}, \mathbf{y} \in C \text { and } \mathbf{x} \neq \mathbf{y}\right\}
$$

Let $\Gamma(n, \Delta)$ denote the maximum number of codewords in a binary code of length $n$ and minimum asymmetric distance $\Delta$.

Construction. Let $T=\left\{P_{0}=\infty, P_{1}, \cdots, P_{n}\right\}$ be a set of $\mathbb{F}_{q}$-rational places of a global function field $F / \mathbb{F}_{q}$ and $D$ a positive divisor of degree $d$ with $T \cap \operatorname{Supp}(D)=\emptyset$. Then

$$
\Gamma(n, d) \geqslant \frac{2^{n}}{h_{D}(F)} .
$$

Proof. Consider the map

$$
\pi:\{0,1\}^{n} \rightarrow C l_{D}(A) ; \mathbf{c}=\left(c_{1}, c_{2}, \cdots, c_{n}\right) \mapsto \sum_{i=1}^{n} c_{i} P_{i}+\operatorname{Princ}_{D}(A)
$$

For any $G \in C l_{D}(A)$, if $\mathbf{u}, \mathbf{v} \in\{0,1\}^{n}, \mathbf{u} \neq \mathbf{v}$ such that

$$
\pi(\mathbf{u})=\pi(\mathbf{v})=G
$$

then

$$
\sum_{i=1}^{n} u_{i} P_{i}-\sum_{i=1}^{n} v_{i} P_{i}=\operatorname{div}(f)-v_{P_{0}}(f) \text { for some } f \in \mathcal{S}
$$

Write

$$
\sum_{i=1}^{n} u_{i} P_{i}-\sum_{i=1}^{n} v_{i} P_{i}=\sum_{i \in S} P_{i}-\sum_{j \in T} P_{j}
$$

where $S$ and $T$ are two subsets of $\{1,2, \cdots, n\}$ with no intersection. Then

$$
\sum_{i \in S} P_{i}-\sum_{j \in T} P_{j}=\operatorname{div}(f)-v_{\infty}(f) \infty
$$

and

$$
d_{a}(\mathbf{u}, \mathbf{v})=\max \{\# S, \# T\} .
$$

If $v_{\infty}(f) \geq 0$, then

$$
\operatorname{deg}\left((f)_{0}\right)=\# S+v_{\infty}(f)=\# T \geq \# S
$$

Otherwise,

$$
\operatorname{deg}\left((f)_{0}\right)=\# S=\# T-v_{\infty}(f) \geq \# T
$$

In conclusion,

$$
d_{a}(\mathbf{u}, \mathbf{v})=\operatorname{deg}\left((f)_{0}\right)=\operatorname{deg}\left((f-1)_{0}\right) \geqslant \operatorname{deg}(D)=d
$$

Then there must exist at least one element $G \in C l_{D}(A)$ such that $C_{G}=\pi^{-1}(G)$ contains at least $\frac{2^{n}}{h_{D}(F)}$ elements and any pair of elements in $C_{G}$ has asymmetric distance $\geqslant d$. Hence $C_{G}$ is the desired binary asymmetric code.

Remark 5. 1. Indeed,

$$
\Gamma(n, d) \geqslant \max \left\{\# C_{G}=\# \pi^{-1}(G): G \in C l_{D}(A)\right\}
$$

2. For any integer $d \geqslant 1$, a divisor of degree $d$ exists. If there is another rational place $Q \notin T$, then we take $D=d Q$. Otherwise, $d P_{0}$ is a divisor of degree $d$, by the approximation theorem, a divisor of degree $d$ that satisfies the assumption in the construction exists. But we want to find such a $D$ that it makes $h_{D}(F)$ as small as possible. Put $h(n, d)=\min _{D, F}\left(h_{D}(F)\right)$, then

$$
\Gamma(n, d) \geqslant \frac{2^{n}}{h(n, d)} .
$$

Decoding Algorithm. Assume the received vector is

$$
\mathbf{y}=\left(y_{1}, y_{2}, \cdots, y_{n}\right) \in\{0,1\}^{n} .
$$

Find some element $f \in \operatorname{Princ}_{D}(A)$ such that

$$
G-\sum_{i=1}^{n} y_{i} P_{i}=\sum_{j=1}^{l} P_{i_{j}}+\operatorname{div}(f)-v_{\infty}(f) \infty
$$

where $1 \leq i_{1}<\cdots<i_{l} \leq n$.
(1) If $l=0$, then decode $\mathbf{y}$ to $\mathbf{y}$.
(2) If $1 \leq l \leq d-1$, decode $\mathbf{y}$ to $\mathbf{c}=\left(c_{1}, \cdots, c_{n}\right)$ where

$$
c_{j}= \begin{cases}y_{j}, & j \neq i_{1}, \cdots, i_{l} ; \\ y_{j}+1, & j=i_{1}, \cdots, i_{l}\end{cases}
$$

(3) Otherwise, we declare that the decoding has failed.

Remark 6. It can be considered as a generalization of the decoding algorithm for rational function fields in [17].

## 3 Examples

In this section, by taking some function fields and some specific divisor $D$, we give some examples to illustrate our construction. First, we take rational function fields and obtain the lower bounds in [17]. Furthermore, we take same more function fields of small genera and obtain some new lower bounds for binary asymmetric error-correcting codes which improve the results in [17].

## Example 7 (Rational function fields).

Let $F=\mathbb{F}_{q}(x)$ be the rational function field over $\mathbb{F}_{q}$ ( the minimal prime power $q \geqslant n$ ), D a prime divisor of degree $d$ (such a prime divisor exists since an irreducible polynomial in $\mathbb{F}_{q}[x]$ of degree $d$ exists). Then

$$
h(n, d) \leqslant h_{D}(F)=\frac{q^{d}-1}{q-1}=q^{d-1}+q^{d-2}+\cdots+q+1 .
$$

It follows from the remark that

$$
\begin{equation*}
\Gamma(n, d) \geqslant \frac{2^{n}}{q^{d-1}+q^{d-2}+\cdots+q+1} \tag{3.1}
\end{equation*}
$$

Since any integer $d$ can be written as $d=2 r+3 s$ for some integers $r \geqslant 0, s \in\{0,1\}$ and divisors of the form $\sum_{i=1}^{r} Q_{i}+s R$ exist where $Q_{i}$ and $R$ are pairwise distinct prime divisors of degree 2 and 3 , respectively. We have

$$
h(n, d) \leqslant h_{D}(F)=\left(q^{2}-1\right)^{r}\left(q^{3}-1\right)^{s} .
$$

It follows that

$$
\begin{equation*}
\Gamma(n, d) \geqslant \frac{(q-1) 2^{n}}{\left(q^{2}-1\right)^{r}\left(q^{3}-1\right)^{s}} \tag{3.2}
\end{equation*}
$$

Moreover, for $q=n+1$ and $d \geq 3$, take a divisor $D=P_{0}+D^{\prime}$ where $P_{0}$ is the prime divisor with a uniformizer $x$, and $D^{\prime}$ is a prime divisor of degree $d-1$. Then

$$
\begin{equation*}
\Gamma(n, d) \geqslant \frac{2^{n}}{(n+1)^{d-1}-1} \tag{3.3}
\end{equation*}
$$

For $q \geq n+2$ and $d \geq 3$, take the divisor $D=P_{0}+(d-1) P_{1}$ where $P_{0}$ is the prime divisor with a uniformizer $x$, and $P_{1}$ is the prime divisor with a uniformizer $x-1$. Then

$$
\begin{equation*}
\Gamma(n, d) \geqslant \frac{2^{n}}{q^{d-1}-q^{d-2}} . \tag{3.4}
\end{equation*}
$$

For $q=n+m$, let $\mathbb{F}_{q}=\left\{\beta_{1}, \cdots, \beta_{m}, \alpha_{1}, \cdots, \alpha_{n}\right\}$. If $2 \leq d \leq m$, and $D=P_{\beta_{1}}+\cdots+P_{\beta_{d}}$. Then

$$
\begin{equation*}
\Gamma(n, d) \geqslant \frac{2^{n}}{(q-1)^{d-1}} \tag{3.5}
\end{equation*}
$$

If $d>m$, we can write $d-m=2 r+s$ where $r$ and $s$ are two nonnegative integers and $s \in\{0,1\}$. Since $r \leq \frac{d}{2} \leq \frac{n}{2} \leq \frac{q}{2} \leq \frac{q(q-1)}{2}$, there are distinct prime divisors of degree 2, saying $P_{1}, \cdots, P_{r}$. Take

$$
D=(1+s) P_{\beta_{1}}+P_{\beta_{2}}+\cdots+P_{\beta_{m}}+P_{1}+\cdots+P_{r}
$$

Then

$$
\begin{equation*}
\Gamma(n, d) \geqslant \frac{2^{n}}{(q-1)^{m-1} q^{s}\left(q^{2}-1\right)^{r}} \tag{3.6}
\end{equation*}
$$

So far, taking proper divisors $D$, we obtain all bounds appeared in Theorem 2 and Theorem 3 in [17].

Example 8 (Elliptic function fields [35]).
Let $q>2$ be a prime power. Then exists a maximal global function field $F / \mathbb{F}_{q^{2}}$ with $q^{2}+2 q+1$ rational places (It is called maximal since it achieves the Hasse-Weil bound $N\left(F / \mathbb{F}_{q}\right) \leqslant q+1+2 g \sqrt{q}$.). Put $n=q^{2}+2 q$. For any integer $d \geqslant 2$, we know that a prime divisor $D$ of degree $d$ exists (see [39]). Then we have

$$
h(n, d) \leqslant h_{D}(F)=\frac{\left(q^{2}+2 q+1\right)\left(\left(q^{2}\right)^{d}-1\right)}{q^{2}-1}
$$

Hence,

$$
\begin{equation*}
\Gamma(n, d) \geqslant \frac{2^{n}}{\left(q^{2}+2 q+1\right)\left(q^{2(d-1)}+q^{2(d-2)}+\cdots+q^{2}+1\right)} . \tag{3.7}
\end{equation*}
$$

The bound (3.7) is better than the bound (3.1) when

$$
d \geq \frac{1}{2} \sqrt{n} \ln n(1+o(1)), \quad n \rightarrow \infty
$$

There are $B_{2}=\left(q^{2}+q\right)\left(q^{2}-q-2\right)$ prime divisors of degree 2 (see [32] Proposition V.2.9]). Using prime divisors of degrees 2 and 3, we can get a similar bound as (3.2):

$$
\begin{equation*}
\Gamma(n, d) \geqslant \frac{\left(q^{2}-1\right) 2^{n}}{\left(q^{2}+2 q+1\right)\left(q^{4}-1\right)^{r}\left(q^{6}-1\right)^{s}} \tag{3.8}
\end{equation*}
$$

where $d=2 r+3 s, s \in\{0,1\}$. The bound (3.8) is better than the bound (3.2) when

$$
d \geq \frac{1}{4} \sqrt{n} \ln n(1+o(1)), \quad n \rightarrow \infty
$$

For $n<q^{2}+2 q$, we can choose proper divisors to derive similar bounds as (3.3)-(3.6).

## Example 9 (Function fields of genus 2 [29]).

Let $q>3$ be a prime power. Then exists a maximal global function field $F / \mathbb{F}_{q^{2}}$ with $q^{2}+4 q+1$ rational places. Put $n=q^{2}+4 q$. For any integer $d \geqslant 2$, we know that a prime divisor $D$ of degree $d$ exists (see [39]). Then we have

$$
h(n, d) \leqslant h_{D}(F)=\frac{(q+1)^{4}\left(\left(q^{2}\right)^{d}-1\right)}{q^{2}-1}
$$

Hence,

$$
\begin{equation*}
\Gamma(n, d) \geqslant \frac{2^{n}}{(q+1)^{4}\left(q^{2(d-1)}+q^{2(d-2)}+\cdots+q^{2}+1\right)} \tag{3.9}
\end{equation*}
$$

The bound (3.9) is better than the bound (3.1) when

$$
d \geq \frac{1}{2} \sqrt{n} \ln n(1+o(1)), \quad n \rightarrow \infty .
$$

Using prime divisors of degrees 2 and 3, we can get a similar bound as (3.2):

$$
\begin{equation*}
\Gamma(n, d) \geqslant \frac{\left(q^{2}-1\right) 2^{n}}{(q+1)^{4}\left(q^{4}-1\right)^{r}\left(q^{6}-1\right)^{s}} \tag{3.10}
\end{equation*}
$$

where $d=2 r+3 s, s \in\{0,1\}$. The bound (3.10) is better than the bound (3.2) when

$$
d \geq \frac{1}{4} \sqrt{n} \ln n(1+o(1)), \quad n \rightarrow \infty
$$

For $n<q^{2}+4 q$, we can choose proper divisors to derive similar bounds as (3.3)-(3.6).
Example 10 (Hermitian function fields [32]).
Let $F=\mathbb{F}_{q^{2}}(x, y)$ be the function field over $\mathbb{F}_{q^{2}}$ defined by

$$
y^{q}+y=x^{q+1} .
$$

Then the genus of $F$ is $g=(q-1) q / 2$, and $F / \mathbb{F}_{q^{2}}$ has $N=1+q^{3}$ rational places. Put $n=q^{3}$. For $d \geqslant 3$, it is easy to verify that there exists a prime divisor of degree $d$. Then we have

$$
h(n, d) \leqslant h_{D}(F)=\frac{(q+1)^{(q-1) q}\left(\left(q^{2}\right)^{d}-1\right)}{q^{2}-1} .
$$

Hence,

$$
\begin{equation*}
\Gamma(n, d) \geqslant \frac{\left(q^{2}-1\right) 2^{n}}{(q+1)^{(q-1) q}\left(\left(q^{2}\right)^{d}-1\right)} \tag{3.11}
\end{equation*}
$$

The bound (3.11) is better than the bound (3.1) when

$$
d \geq n^{2 / 3}(1+o(1)), \quad n \rightarrow \infty
$$

Using prime divisors of degrees 3 and 4, we can get a similar bound as (3.2). For $n<q^{3}$, we can choose proper divisors to derive similar bounds as (3.3)-(3.6).
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#### Abstract

The stopping sets and stopping set distribution of a binary linear code play an important role in the iterative decoding of the linear code over a binary erasure channel. In this paper, we study stopping sets and stopping distributions of some residue algebraic geometry (AG) codes. For the simplest AG code, i.e., generalized Reed-Solomon code, it is easy to determine all the stopping sets. Then we consider AG codes from elliptic curves. We use the group structure of rational points of elliptic curves to present a complete characterization of stopping sets. Then the stopping sets, the stopping set distribution and the stopping distance of the AG code from an elliptic curve are reduced to the search, computing and decision versions of the subset sum problem in the group of rational points of the elliptic curve, respectively.
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## 1 Introduction

Let $C$ be a linear code over $\mathbb{F}_{q}$ with length $n$, dimension $k$ and minimum distance $d$. Denote $[s]=\{1,2, \cdots, s\}$ for any integer $s \geqslant 1$. Let $H$ be a parity-check matrix of $C$. Here we need not assume that the rows of $H$ are linearly independent, but the rows of $H$ must span the dual code $C^{\perp}$. A stopping set $S$ of $C$ with parity-check matrix $H$ is a subset of [n] such that the restriction of $H$ to $S$ does not contain a row of weight 1 . The stopping set distribution $\left\{T_{i}(H)\right\}_{i=0}^{n}$ enumerates the number of stopping sets with size $i$ of $C$ with parity-check matrix $H$. Note that $\emptyset$ is a stopping set and $T_{0}(H)=1$. The stopping set distribution of a binary linear code characterizes the performance of the linear code under iterative decoding over a binary erasure channel. A number of researchers have recently studied the stopping sets and stopping set distributions, e.g., see [1-25].

[^29]The stopping distance $s(H)$ of $C$ with the parity-check matrix $H$ is the minimum size of nonempty stopping sets. It plays an important role in the performance analysis of the iterative decoding, just as the role of the minimum Hamming distance $d$ of a code for maximum-likehood or algebraic decoding.

Let $H^{*}$ be the parity-check matrix consisting of all non-zero codewords in the dual code $C^{\perp}$. For any parity-check matrix $H$, it is obvious that $T_{i}(H) \geqslant T_{i}\left(H^{*}\right)$ for all $i$. Although the iterative decoding with parity-check matrix $H^{*}$ has the highest decoding complexity, it achieves the best possible performance as it has the smallest stopping set distribution. It is known from [17] and [10] that the iterative decoding with parity-check matrix $H^{*}$ is an optimal decoding for the binary erasure channel. From now on, we always choose the parity-check matrix $H^{*}$ for linear codes in this paper. It is well-known that

Proposition 1 ([2]). Let $C$ be a linear code, and let $H^{*}$ denote the parity-check matrix for $C$ consisting of all the nonzero codewords of the dual code $C^{\perp}$. Then $s\left(H^{*}\right)=d(C)$.

By this proposition, we see that in general it is an NP-hard problem to compute the stopping distance of an arbitrary linear code, as it is well-known [26] that computing the minimum distance of an arbitrary linear code is an NP-hard problem. It is even NP-hard [27] to approximate the stopping distance by a constant factor. In particular, we will see that it is already an NP-hard problem (under RP-reduction) to compute the stopping distance of AG codes from elliptic curves.

There are only a few linear codes with good characterizations of stopping sets. For an example, using finite geometry, Jiang and et al. 7] gave good characterizations of stopping sets of some Reed-Muller codes. Then they determine the stopping set distributions of these codes.

The generalized Reed-Solomon code $C$ with parameters $[n, k, d]$ is defined to be

$$
\left\{\left(f\left(a_{1}\right), \cdots, f\left(a_{n}\right)\right) \mid \operatorname{deg}(f) \leq k-1, f \in \mathbb{F}_{q}[x]\right\}
$$

where $\left\{a_{1}, \cdots, a_{n}\right\} \subseteq \mathbb{F}_{q}$. Its dual code $C^{\perp}$ is a generalized Reed-Solomon code with parameters [ $n, n-k, d^{\perp}=k+1$ ]. $C^{\perp}$ is defined by polynomials of degree $<n-k$. Since every polynomial of degree $<n-k$ with $n-k$ zeros will be zero polynomial, any subset of $[n]$ with cardinality $\geqslant n-k+1$ is a stopping set of $C$. And any $n-k$ evaluations at $n-k$ points there is a polynomial of degree $n-k-1$ with the exact $n-k-1$ evaluations at the corresponding $n-k$ points by Lagrange interpolation. So any non-empty subset of $[n]$ with cardinality $\leqslant n-k$ is not a stopping set of $C$.

Theorem 2. The non-empty stopping sets of any generalized Reed-Solomon code $C$ with parameters $[n, k, d]$ are given as follows:
(i) any subset of $[n]$ with cardinality $\geqslant n-k+1$ is a stopping set,
(ii) any non-empty subset of $[n]$ with cardinality $\leqslant n-k$ is not a stopping set.

Corollary 3. The stopping set distribution of any generalized Reed-Solomon code $C$ with parameters $[n, k, d]$ is

$$
T_{i}\left(H^{*}\right)= \begin{cases}1, & \text { if } i=0 \\ 0, & \text { if } 1 \leqslant i \leqslant n-k \\ \binom{n}{i} & \text { if } i \geqslant n-k+1\end{cases}
$$

As a generalization of generalized Reed-Solomon codes, next we study the stopping sets and stopping set distributions of AG codes.

## Constructions of AG Codes

Without more special instructions, we fix some notation valid for the entire paper.

- $X / \mathbb{F}_{q}$ is a geometrically irreducible smooth projective curve of genus $g$ over the finite field $\mathbb{F}_{q}$ with function field $\mathbb{F}_{q}(X)$.
- $X\left(\mathbb{F}_{q}\right)$ is the set of all $\mathbb{F}_{q}$-rational points on $X$.
- $D=\left\{P_{1}, P_{2}, \cdots, P_{n}\right\}$ is a proper subset of rational points $X\left(\mathbb{F}_{q}\right)$.
- Without any confusion, also write $D=P_{1}+P_{2}+\cdots+P_{n}$.
$-G$ is a divisor of degree $m(2 g-2<m<n)$ with $\operatorname{Supp}(G) \cap D=\emptyset$.
Let $V$ be a divisor on $X$. Denote by $\mathscr{L}(V)$ the $\mathbb{F}_{q}$-vector space of all rational functions $f \in \mathbb{F}_{q}(X)$ with the principal $\operatorname{divisor} \operatorname{div}(f) \geqslant-V$, together with the zero function. And Denote by $\Omega(V)$ the $\mathbb{F}_{q}$-vector space of all Weil differentials $\omega$ with divisor $\operatorname{div}(\omega) \geqslant V$, together with the zero differential (cf. [28]).

Then the residue AG code $C_{\Omega}(D, G)$ is defined to be the image of the following residue map:

$$
\text { res }: \Omega(G-D) \rightarrow \mathbb{F}_{q}^{n} ; \omega \mapsto\left(\operatorname{res}_{P_{1}}(\omega), \operatorname{res}_{P_{2}}(\omega), \cdots, \operatorname{res}_{P_{n}}(\omega)\right)
$$

And its dual code, the functional AG code $C_{\mathscr{L}}(D, G)$ is defined to be the image of the following evaluation map:

$$
e v: \mathscr{L}(G) \rightarrow \mathbb{F}_{q}^{n} ; f \mapsto\left(f\left(P_{1}\right), f\left(P_{2}\right), \cdots, f\left(P_{n}\right)\right)
$$

They have the code parameters $[n, n-m+g-1, d \geqslant m-2 g+2]$ and $[n, m-$ $g+1, d \geqslant n-m]$, respectively.

For the simplest AG codes, i.e., generalized Reed-Solomon codes, we have determined all the stopping sets. Then we consider AG codes $C_{\Omega}(D, G)$ from elliptic curves. In this case, using the Riemann-Roch theorem, the stopping sets can be characterized completely as follows.

Main Theorem. Let $E$ be an elliptic curve over $\mathbb{F}_{q}, D=\left\{P_{1}, P_{2}, \cdots, P_{n}\right\}$ a subset of $E\left(\mathbb{F}_{q}\right)$ such that the zero element $O \notin D$ and let $G=m O(0<m<n)$. The non-empty stopping sets of the residue code $C_{\Omega}(D, G)$ are given as follows:
(i) Any non-empty subset of $[n]$ with cardinality $\leqslant m-1$ is not a stopping set.
(ii) Any subset of $[n]$ with cardinality $\geqslant m+2$ is a stopping set.
(iii) $A \subseteq[n], \# A=m+1$, is a stopping set if and only if for all $i \in A$, the sum

$$
\sum_{j \in A \backslash\{i\}} P_{j} \neq O
$$

(iv) $A \subseteq[n], \# A=m$, is a stopping set if and only if

$$
\sum_{j \in A} P_{j}=O
$$

(v) Denote by $S(m)$ and $S(m+1)$ the stopping sets with cardinality $m$ and $m+1$ in the cases (iv) and (iii), respectively. Let

$$
S^{+}(m)=\bigcup_{A \in S(m)}\{A \cup\{i\}: i \in[n] \backslash A\}
$$

Then the union in $S^{+}(m)$ is a disjoint union, and we have

$$
S(m+1) \cap S^{+}(m)=\emptyset
$$

and

$$
S(m+1)=\{\text { all subsets of }[n] \text { with cardinality } m+1\} \backslash S^{+}(m)
$$

The proof will be given in the next section. By this theorem, the stopping set distribution of $C_{\Omega}(D, G)$ follows immediately.
Corollary 4. Notation as above. The stopping set distribution of $C_{\Omega}(D, G)$ with the parity-check matrix $H^{*}$ is

$$
T_{i}\left(H^{*}\right)= \begin{cases}1, & \text { if } i=0 \\ 0, & \text { if } 1 \leqslant i \leqslant m-1, \\ \# S(m), & \text { if } i=m, \\ \binom{n}{m+1}-(n-m) \# S(m), & \text { if } i=m+1, \\ \binom{n}{i}, & \text { if } i \geqslant m+2\end{cases}
$$

Then by Corollary 4 we easily see that the stopping distance of $C_{\Omega}(D, G)$ is $\operatorname{deg}(G)$ or $\operatorname{deg}(G)+1$. But to decide it is equivalent to a decision version of $\operatorname{deg}(G)$-subset sum problem in the group $E\left(\mathbb{F}_{q}\right)$, which is an NP-hard problem under RP-reduction 29]. Hence to compute the stopping distance of $C_{\Omega}(D, G)$ is NP-hard under RP-reduction. To compute the stopping set distribution is a counting version of $\operatorname{deg}(G)$-subset sum problem in the group $E\left(\mathbb{F}_{q}\right)$, so it is also an NP-hard problem. But for special $D \subseteq E\left(\mathbb{F}_{q}\right)$ with strong algebraic structure, it is possible to compute the complete stopping set distribution. For instance, if we take $D=E\left(\mathbb{F}_{q}\right) \backslash\{O\}$, denote $N=\# E\left(\mathbb{F}_{q}\right), E\left(\mathbb{F}_{q}\right)[d]$ the $d$-torsion subgroup of $E\left(\mathbb{F}_{q}\right)$, and

$$
N(m, 0)=\frac{1}{N} \sum_{r \mid(N, m)}(-1)^{m+\frac{m}{r}}\binom{N / r}{m / r} \sum_{d \mid r} \mu(r / d)\left|E\left(\mathbb{F}_{q}\right)[d]\right|
$$

respectively. Then we have

Theorem 5. The stopping set distribution of $C_{\Omega}(D, G)$ with the parity-check matrix $H^{*}$ is

$$
T_{i}\left(H^{*}\right)= \begin{cases}1, & \text { if } i=0, \\ 0, & \text { if } 1 \leqslant i \leqslant m-1, \\ N(m, 0)-N(m-1,0), & \text { if } i=m, \\ \binom{n}{m+1}-(n-m)(N(m, 0)-N(m-1,0)), & \text { if } i=m+1, \\ \binom{n}{i}, & \text { if } i \geqslant m+2\end{cases}
$$

## 2 Stopping Set Distributions of AG Codes from Elliptic Curves

In this section, we consider AG codes from elliptic curves. Let $X=E$ be an elliptic curve over the finite field $\mathbb{F}_{q}, D=\left\{P_{1}, P_{2}, \cdots, P_{n}\right\}$ a subset of the set $E\left(\mathbb{F}_{q}\right)$ of rational points such that the zero element $O \notin D$ and an integer $0<m<n$. let $G=m O$.

Lemma 6. Let $D$ and $G$ be as above. For the $A G$ code $C_{\Omega}(D, G)$, we have
(i) Any non-empty subset of $[n]$ with cardinality $\leqslant m-1$ is not a stopping set.
(ii) Any subset of $[n]$ with cardinality $\geqslant m+2$ is a stopping set.

Proof. (i) Recall that the AG code $C_{\Omega}(D, G)$ has the minimum distance $d \geqslant m$. By Proposition there must be no non-empty stopping set with cardinality $\leqslant m-1$.
(ii) Recall that the dual code

$$
C_{\Omega}(D, G)^{\perp}=C_{\mathscr{L}}(D, G)
$$

has the minimum distance $d^{\perp} \geqslant n-m$. So any codeword in the dual code of $C_{\Omega}(D, G)$ has at most $n-d^{\perp} \leqslant m$ zeros. Then the restriction of any codeword in the dual code to any subset of indices $[n]$ with cardinality $\geqslant m+2$ has at least 2 non-zeros. And hence any subset of $[n]$ with cardinality $\geqslant m+2$ is a stopping set.

According to Lemma [6] is enough to consider the cases that subsets of [ $n$ ] with cardinality $m$ and $m+1$. Below we use the group $E\left(\mathbb{F}_{q}\right)$ 30, 31] to give a description of these two classes of stopping sets.
(i) Suppose $A \subseteq[n]$ with cardinality $m+1$ is not a stopping set. Then there are some $i \in A$ and $f \in \mathscr{L}(G)$ such that

$$
f \in \mathscr{L}\left(G-\sum_{j \in A \backslash\{i\}} P_{j}\right) \backslash \mathscr{L}\left(G-\sum_{j \in A} P_{j}\right) .
$$

But

$$
\operatorname{deg}\left(G-\sum_{j \in A \backslash\{i\}} P_{j}\right)=m-m=0,
$$

and

$$
\operatorname{div}(f) \geqslant-G+\sum_{j \in A \backslash\{i\}} P_{j},
$$

both sides have degree zero. so

$$
\operatorname{div}(f)=-G+\sum_{j \in A \backslash\{i\}} P_{j}=\sum_{j \in A \backslash\{i\}}\left(P_{j}-O\right) .
$$

In this case, $A \subseteq[n], \# A=m+1$, is not a stopping set if and only if there exists some $i \in A$ such that the $\operatorname{sum} \sum_{j \in A \backslash\{i\}} P_{j}$ in the group $E\left(\mathbb{F}_{q}\right)$ is $O$.
(ii) Suppose $A \subseteq[n]$ with cardinality $m$ is not a stopping set. Then there are some $i \in A$ and $f \in \mathscr{L}(G)$ such that

$$
0 \neq f \in \mathscr{L}\left(G-\sum_{j \in A \backslash\{i\}} P_{j}\right) \backslash \mathscr{L}\left(G-\sum_{j \in A} P_{j}\right)
$$

So $A \subseteq[n]$ with cardinality $m$ is a stopping set if and only if for any $i \in A$, we have

$$
\mathscr{L}\left(G-\sum_{j \in A \backslash\{i\}} P_{j}\right)=\mathscr{L}\left(G-\sum_{j \in A} P_{j}\right)
$$

But

$$
\operatorname{deg}\left(G-\sum_{j \in A \backslash\{i\}} P_{j}\right)=1 \geqslant 2 g-1=1,
$$

by Riemann-Roch theorem, we have

$$
\operatorname{dim}\left(\mathscr{L}\left(G-\sum_{j \in A \backslash\{i\}} P_{j}\right)\right)=1-g+1=1
$$

So $A \subseteq[n]$ with cardinality $m$ is a stopping set if and only if

$$
\mathscr{L}\left(G-\sum_{j \in A} P_{j}\right) \neq 0
$$

That is, there exists some

$$
0 \neq f \in \mathscr{L}\left(G-\sum_{j \in A} P_{j}\right)
$$

The same as the proof in (i), the last condition is equivalent to

$$
\operatorname{div}(f)=G-\sum_{j \in A} P_{j}
$$

So $A \subseteq[n]$ with cardinality $m$ is a stopping set if and only if

$$
\sum_{j \in A} P_{j}=O
$$

in the group $E\left(\mathbb{F}_{q}\right)$.
From the argument above and Lemma 6, we get the main theorem.

Theorem 7. Let $E$ be an elliptic curve over the finite field $\mathbb{F}_{q}, D=\left\{P_{1}, P_{2}\right.$, $\left.\cdots, P_{n}\right\}$ a subset of $E\left(\mathbb{F}_{q}\right)$ such that the zero element $O \notin D$ and let $G=m O$ $(0<m<n)$. The non-empty stopping sets of the residue code $C_{\Omega}(D, G)$ are given as follows:
(i) Any non-empty subset of $[n]$ with cardinality $\leqslant m-1$ is not a stopping set.
(ii) Any subset of $[n]$ with cardinality $\geqslant m+2$ is a stopping set.
(iii) $A \subseteq[n], \# A=m+1$, is a stopping set if and only if for all $i \in A$, the sum

$$
\sum_{j \in A \backslash\{i\}} P_{j} \neq O
$$

(iv) $A \subseteq[n], \# A=m$, is a stopping set if and only if

$$
\sum_{j \in A} P_{j}=O
$$

Let us give an example to illustrate the theorem.
Example 8. Let $E$ be an elliptic curve defined over $\mathbb{F}_{5}$ by the equation

$$
y^{2}=x^{3}+x+1 .
$$

Then $E$ has 9 rational points: the infinity point $O$ and $P_{1}=(0,1), P_{2}=(4,2)$, $P_{3}=(2,1), P_{4}=(3,4), P_{5}=(3,1), P_{6}=(2,-1), P_{7}=(4,-2), P_{8}=(0,-1)$. Using Group Law Algorithm 2.3 in [31], one can check that $E\left(\mathbb{F}_{5}\right)$ forms a cyclic group with $P_{i}=[i] P_{1}$. Let $D=\left\{P_{1}, P_{2}, \cdots, P_{8}\right\}$ and $G=3 O$.

By Theorem [] all nonempty stopping sets of $C_{\Omega}(D, G)$ are given as follows:
(i) subsets of $[n]$ with cardinality $\geqslant 5$;
(ii) $\{1,2,3,7\},\{1,2,3,8\},\{1,2,4,5\},\{1,2,4,7\},\{1,2,4,8\},\{1,2,5,7\},\{1,2,5,8\}$, $\{1,2,7,8\},\{1,3,4,6\},\{1,3,4,7\},\{1,3,4,8\},\{1,3,6,7\},\{1,3,6,8\},\{1,4,5,6\},\{1,4,5,7\}$, $\{1,4,5,8\},\{1,4,6,7\},\{1,4,7,8\},\{1,5,6,8\},\{1,5,7,8\},\{1,6,7,8\},\{2,3,5,6\},\{2,3,5,7\}$, $\{2,3,5,8\},\{2,3,6,7\},\{2,3,6,8\},\{2,4,5,6\},\{2,4,5,7\},\{2,4,5,8\},\{2,4,6,7\},\{2,4,7,8\}$, $\{2,5,6,8\},\{2,5,7,8\},\{2,6,7,8\},\{3,4,5,6\},\{3,4,5,7\},\{3,4,5,8\},\{3,4,6,7\},\{3,5,6,8\}$, \{4,5,7,8\};
(iii) $\{1,2,6\},\{1,3,5\},\{2,3,4\},\{3,7,8\},\{4,6,8\},\{5,6,7\}$.

So the stopping set distribution of $C_{\Omega}(D, G)$ with the parity-check matrix $H^{*}$ is

$$
T_{i}\left(H^{*}\right)=\left\{\begin{array}{cc}
1, & \text { if } i=0 \\
6, & \text { if } i=3, \\
40, & \text { if } i=4, \\
\binom{8}{i} & \text { if } i \geqslant 5, \\
0, & \text { otherwise }
\end{array}\right.
$$

And hence the minimum distance of the code $C_{\Omega}(D, G)$ is 3 by Proposition

Theorem describes all the stopping sets of residue AG codes from elliptic curves. Next, we establish the relationship between the set of stopping sets with cardinality $m$ and the set of stopping sets with cardinality $m+1$.

Denote by $S(m)$ and $S(m+1)$ the stopping sets with cardinality $m$ and $m+1$ in the cases (iv) and (iii) in Theorem[7] respectively. Let $S^{+}(m)$ be the extended set of $S(m)$ defined as follows

$$
S^{+}(m)=\bigcup_{A \in S(m)}\{A \cup\{i\}: i \in[n] \backslash A\}
$$

Theorem 9. Notation as above. We have

$$
S(m+1) \cap S^{+}(m)=\emptyset
$$

and

$$
S(m+1)=\{\text { all subsets of }[n] \text { with cardinality } m+1\} \backslash S^{+}(m)
$$

Moreover, the union in the definition of $S^{+}(m)$ is a disjoint union. Hence

$$
\# S(m+1)=\binom{n}{m+1}-\# S^{+}(m)=\binom{n}{m+1}-(n-m) \# S(m)
$$

Proof. First, $S(m+1) \cap S^{+}(m)=\emptyset$ is obvious by parts (iii) and (iv) of Theorem[7] So

$$
S(m+1) \subseteq\{\text { all subsets of }[n] \text { with cardinality } m+1\} \backslash S^{+}(m)
$$

On the other hand, for any $A \notin S(m+1)$ and $\# A=m+1$, by Theorem $\mathbf{7}$ (iii), there is some $i \in A$ such that $\sum_{j \in A \backslash\{i\}} P_{j}=O$. By Theorem $\mathbf{7}$ (iv), $A \backslash\{i\} \in S(m)$. So

$$
A=(A \backslash\{i\}) \cup\{i\} \in S^{+}(m)
$$

Hence

$$
S(m+1)=\{\text { all subsets of }[n] \text { with cardinality } m+1\} \backslash S^{+}(m)
$$

If there exist $A \in S(m), A^{\prime} \in S(m), i \notin A$ and $i^{\prime} \notin A^{\prime}$ such that

$$
A \cup\{i\}=A^{\prime} \cup\left\{i^{\prime}\right\} \in S^{+}(m)
$$

then we have $i \in A^{\prime}, i^{\prime} \in A$ and $A \backslash\left\{i^{\prime}\right\}=A^{\prime} \backslash\{i\}$.
Since

$$
\sum_{j \in A} P_{j}=\sum_{j \in A^{\prime}} P_{j}=O
$$

we get $P_{i}=P_{i^{\prime}}$. So

$$
A=A^{\prime}, \quad i=i^{\prime}
$$

That is, the union in the definition of $S^{+}(m)$ is a disjoint union. And the formula

$$
\# S(m+1)=\binom{n}{m+1}-\# S^{+}(m)=\binom{n}{m+1}-(n-m) \# S(m)
$$

follows immediately.
Remark 10. The above theorem shows how we can get $S(m+1)$ from $S(m)$. Conversely, if we know $S(m+1)$, then by the above theorem, we can exclude $S(m+1)$ from the set of all subsets of $[n]$ with $m+1$ elements to get $S^{+}(m)$. For any $I \in S^{+}(m)$, we calculate $\sum_{i \in I} P_{i}$. Then there is some index $j_{I} \in I$ such that

$$
\sum_{i \in I} P_{i}=P_{j(I)}
$$

By the definitions of $S(m)$ and $S^{+}(m)$, we have

$$
S(m)=\left\{I \backslash\{j(I)\} \mid I \in S^{+}(m)\right\}
$$

In the above example, by Theorem [7(iv), $S(3)$ consists of all the subsets of [8] whose sums have 9 as a divisor. Then by Theorem $9, S(4)$ follows immediately from $S(3)$.

Corollary 11. The minimum distance and the stopping distance of the residue $A G$ code $C_{\Omega}(D, G)$ is $\operatorname{deg}(G)$ or $\operatorname{deg}(G)+1$. Explicitly, if $\# S(m)>0$, we have the stopping distance

$$
s\left(C_{\Omega}(D, G)\right)=d\left(C_{\Omega}(D, G)\right)=m=\operatorname{deg}(G)
$$

If $\# S(m)=0$, we have $\# S(m+1)>0$ and hence

$$
s\left(C_{\Omega}(D, G)\right)=d\left(C_{\Omega}(D, G)\right)=m+1=\operatorname{deg}(G)+1
$$

Proof. It obviously follows from Proposition [1] Theorems 7 and 9
Remark 12. For general subset $D \subseteq E\left(\mathbb{F}_{q}\right)$, to decide whether $\# S(m)>0$ is the decision $m$-subset sum problem in $E\left(\mathbb{F}_{q}\right)$. It is known that the decision msubset sum problem in $E\left(\mathbb{F}_{q}\right)$ in general is $N P$-hard under RP-reduction [2.]. So to compute the stopping distance of $C_{\Omega}(D, G)$ is NP-hard under RP-reduction.

But for subset $D \subseteq E\left(\mathbb{F}_{q}\right)$ with special algebraic structure, it is possible to compute an explicit formula for $\# S(m)$, and hence $\# S(m+1)$ and the whole stopping set distribution by Theorem [9] In the following, we consider the standard elliptic code $C_{\Omega}(D, G)$, i.e., $D=E\left(\mathbb{F}_{q}\right) \backslash\{O\}$.

Proposition 13 ([32]). Suppose we are given the isomorphism

$$
A \cong \mathbb{Z} / n_{1} \times \mathbb{Z} / n_{2} \times \cdots \times \mathbb{Z} / n_{s}
$$

with $n=|A|=n_{1} \cdots n_{s}$. Given $b \in A$, suppose $\left(b_{1}, b_{2}, \cdots, b_{s}\right)$ is the image of $b$ in the isomorphism. Let $N(k, b)$ be the number of $k$-subsets of $A$ whose elements sum to $b$. Then

$$
N(k, b)=\frac{1}{n} \sum_{r \mid(n, k)}(-1)^{k+\frac{k}{r}}\binom{n / r}{k / r} \Phi(r, b),
$$

where $\Phi(r, b)=\sum_{d\left|r,\left(n_{i}, d\right)\right| b_{i}} \mu(r / d) \prod_{i=1}^{s}\left(n_{i}, d\right)$ and $\mu$ is the usual Möbius function defined over the integers.

Set $A=E\left(\mathbb{F}_{q}\right)$ in Proposition [13. Denote $N=\# E\left(\mathbb{F}_{q}\right)$, and $E\left(\mathbb{F}_{q}\right)[d]$ the $d$ torsion subgroup of $E\left(\mathbb{F}_{q}\right)$, respectively. Then we have

Theorem 14. The number of stopping sets of $C_{\Omega}(D, m O)$ with cardinality $m$ is

$$
\# S(m)=N(m, 0)-N(m-1,0)
$$

where

$$
N(m, 0)=\frac{1}{N} \sum_{r \mid(N, m)}(-1)^{m+\frac{m}{r}}\binom{N / r}{m / r} \sum_{d \mid r} \mu(r / d)\left|E\left(\mathbb{F}_{q}\right)[d]\right|
$$

Proof. Suppose

$$
E\left(\mathbb{F}_{q}\right) \cong \mathbb{Z} / n_{1} \times \mathbb{Z} / n_{2}
$$

for some integer $n_{1}, n_{2} \in \mathbb{Z}$. It is obvious that

$$
\left|E\left(\mathbb{F}_{q}\right)[d]\right|=\prod_{i=1}^{2}\left(n_{i}, d\right)
$$

and

$$
\# S(m)=N(m, 0)-N(m-1,0)
$$

So together with Theorems [7] and 9, we obtain Theorem [5]
Thanks to Schoof [30] and Voloch [33], there are a few possible classes of groups of rational points of elliptic curves over finite fields. Then by combining Theorems 7 [9 and [4] we can determine the stopping set distribution of the standard residue AG code $C_{\Omega}(D, m O)$ from any elliptic curve $E / \mathbb{F}_{q}$ provided that we know the group structure $E\left(\mathbb{F}_{q}\right)$. Explicitly, we can compute $\# S(3)$ in Example 8

$$
\begin{aligned}
\# S(3)= & \frac{1}{9} \sum_{s \mid(9,3)}(-1)^{3+\frac{3}{s}}\binom{9 / s}{3 / s} \sum_{d \mid s} \mu(s / d) \# E\left(\mathbb{F}_{q}\right)[d] \\
& -\left(\frac{1}{9} \sum_{s \mid(9,2)}(-1)^{2+\frac{2}{s}}\binom{9 / s-1}{2 / s} \sum_{d \mid s} \mu(s / d) \# E\left(\mathbb{F}_{q}\right)[d]\right) \\
= & 10-4=6 .
\end{aligned}
$$

So $\# S(4)=\binom{8}{4}-(8-3) \# S(3)=40$. This agrees with the exhaust calculation in Example 8 .

## 3 Conclusion

In the case $g=0$, we have a complete understanding of the stopping sets and stopping set distributions of generated Reed-Solomon codes. In the case $g=1$, using the group structure of rational points of elliptic curves, we can obtain all the stopping sets of algebraic geometry codes from elliptic curves. Then determining the stopping sets, the stopping set distribution and the stopping distance of $C_{\Omega}(D, G)$ are reduced to $\operatorname{deg}(G)$-subset sum problems in finite abelian groups. In the case $g>1$, only partial results can be proved. For instance, for fixed $g>1$, we conjecture that computing the stopping distance is NP-hard. We leave this as an open problem.
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#### Abstract

Energy consumption is an important issue in the design and use of networks. In this paper, we explore energy savings in networks via a rate adaptation model. This model can be represented by a costminimization network routing problem with discrete cost functions. We formulate this problem as an integer program, which is proved to be NP-hard. Then a constant approximation algorithm is developed. In our proposed method, we first transform the program into a continuous-cost network routing problem, and then we approximate the optimal solution by a two-step rounding process. We show by analysis that, for uniform demands, our method provides a constant approximation for the uniform network routing problem with discrete costs. A bicriteria network routing problem is also developed so that a trade-off can be made between energy consumption and network delay. Analytical results for this latter model are also presented.


Keywords: network optimization, network routing, approximation.

## 1 Introduction

Energy-aware computing has recently become a hot research topic. The increasingly widespread use of Internet and the sprouting of data centers are having a dramatic impact on the global energy consumption. The energy consumed comes from the aggregate power used by many devices (CPUs, hubs, switches, routers). Recent studies ([13, [14]) show that there is significant room for energy saving in current networks in general. The main reason for this is that these networks

[^30]are designed with a significant level of redundancy and over-provisioning, to guarantee QoS and to tolerate peak load and traffic variations. However, since networks usually carry only a small fraction of the peak, a significant portion of the energy consumed is wasted. Ideally, the energy consumed in a network should be proportional to the traffic load carried.

Prior work on energy efficiency have mostly focused on two techniques to save energy: speed scaling and powering down. Under speed scaling, it is assumed that the power consumed by a device working at speed $s$ has the form $P=s^{\beta}$, where $\beta>1$ is a constant. This comes from the well known cube-root rule, which states that the speed is approximately the cube root of the power consumed. Thus, the general energy saving model with speed scaling results in a network routing problem with a convex polynomial cost function $f_{e}\left(x_{e}\right)=\mu_{e} x_{e}^{\beta}$, where $\mu_{e}$ and $\beta$ are constants, and $x_{e}$ is the total traffic carried by device $e$ (see [5], 7], [8], [11], [17]). Another approach to save energy is achieved by powering down the devices while they are idle. Andrews et al. (4) considered that network elements operate only in the full-rate active mode or the zero-rate sleeping mode. They demonstrated a trade-off between energy consumption and latency. Nedevschi et al. [15] explored both speed scaling and power down to reduce global energy consumption. Heller et al. 9] proposed a centralized method named ElasticTree, which powers down some of the routers or switches and then yields the energyefficient routes in the data center network. At the same time, some other models, such as the adversary queueing model, were used to explore the energy saving in networks [3].

In this paper we consider an energy saving model called rate adaptation. In this model, network devices can operate in one of several speeds and each device chooses a proper state according to its current traffic load. Gunaratne et al. [12] first proposed a method which worked with the adaptive link rate (ALR). Also in [15], the authors studied the rate adaptive model combined with powering down devices. Here we will present a formal model that uses rate adaptation as power saving strategy and provides route assignment for message transmission from a global view of the network. Then an approximation method to solve the energy saving problem will be developed.

### 1.1 Related Work

The network routing problem is described as follows. We are given a set of traffic demands and want to inseparably route them over a transmission network. The total traffic $x_{e}$ on link $e$ incurs a cost which is defined by a cost function $f_{e}\left(x_{e}\right)$. Our objective is to find routes for all demands so that the total incurred cost $\sum_{e} f_{e}\left(x_{e}\right)$ is minimized.

There has been significant work on the general network routing problem. Note that the complexity of this problem depends on the cost function defined on each edge. For instance, if we choose $f_{e}(\cdot)$ as subadditive functions which have the property of economies of scale, the problem becomes the well-studied Buy-at-Bulk problem. Awerbuch and Azar 6 provided an $O\left(\log ^{2} n\right)$ randomized approximation algorithm for this problem. Andrews [1] showed that for
any constant $\gamma>0$, there is no $O\left(\log ^{\frac{1}{2}-\gamma} N\right)$-approximation algorithm for nonuniform Buy-at-Bulk, and there is no $O\left(\log ^{\frac{1}{4}-\gamma} N\right)$-approximation algorithm for the uniform version, unless $N P \in Z P T I M E\left(n^{\text {polylog } n}\right)$.

Closely related to our paper is the work of Andrews et al. [2]. The authors studied a new kind of minimum-cost network design with (dis)economic of scale and presented a polylogarithmic approximation algorithm to solve this problem. In [5], randomized rounding was used to achieve a constant approximation for uniform demands. Bansal et al. [7] studied the speed scaling model with arbitrary cost functions. They gave a $(3+\epsilon)$-competitive algorithm for this problem. Unlike the works mentioned above, we focus on the network routing problem with discrete cost functions rather than continuous ones.

### 1.2 Our Results

We aim to solve the minimum-energy routing in this paper. In Section we give the formalized expression of the model and then prove it is hard to approximate. In Section [3, we introduce our proposed method. It first transforms the model into a general network routing problem with continuous cost functions. This is done by transforming the discrete function $f(\cdot)$ into a continuous function $g(\cdot)$ introducing a bounded error. Then uses a two-step rounding process to approximate the optimal set of routes. An analysis is given to show that our method obtains a constant approximation for this problem. In Section 4 we extend our model to a bicriteria network routing problem which considers not only the energy cost but also the latency so that trade-off can be made between the performance and energy consumption. Last, in Section [5 we draw conclusions.

## 2 The Model

We are given a directed graph $G=(V, E)$ and a set of traffic demands $D=$ $\left(d_{1}, d_{2}, \ldots, d_{k}\right)$ where the $i^{t h}$ demand, $1 \leq i \leq k$, requests $d_{i}$ units of bandwidth provisioned between a source node $s_{i}$ and a sink node $t_{i}$. Unless otherwise said, in the following we assume unit demands, i.e., $d_{i}=1$. We assume that links represent the abstracted resources, and each link can operate at one of a constant number of different rates $R_{1}<R_{2}<\ldots<R_{m}$. Note that for energy conservation consideration, it is reasonable to set numbers of different rates for newly designed network devices. Each rate $R_{i}, 1 \leq i \leq m$, has an cost of $f\left(R_{i}\right)$. Our goal is to route all demands in a unsplittable fashion with the objective of minimizing the total cost. Note that unsplittable routing is important in many cases in order to avoid packets reordering.

### 2.1 Hardness

Not surprisingly, the minimum cost routing problem with discrete functions is NP-hard. Furthermore, we show here that, in general, it cannot even be approximated. This is shown in the following theorem.

Theorem 1. There is no polynomial time approximation algorithm for the minimum cost routing problem with any finite approximation ratio, unless $P=N P$. This holds even if all links have the same cost function $f(\cdot)$, and the function is discrete and takes only 2 values.

Proof. We prove the theorem by using reduction from the edge-disjoint paths (EDP) problem. This problem decides whether a given collection of pairs (a source and a sink in each pair) of nodes can be connected via edge-disjoint paths in a given network. It is known that EDP is NP-hard. We show now that any algorithm $A$ that $\rho$-approximates $(1 \leq \rho<\infty)$ the minimum cost network routing problem for uniform discrete cost functions of 2 values can be used to solve the EDP problem. This will prove the theorem.

Consider an instance of the EDP problem on a network $G$. The instance of the network routing problem has one unit demand for each pair of nodes. The cost function is as follows.

$$
f(x)=\left\{\begin{array}{cc}
0 & x \leq 1  \tag{1}\\
1 & 1<x
\end{array}\right.
$$

Observe that if there are disjoint paths for the pairs of the EDP problem, then the network routing problem has a solution of zero cost. Then, algorithm $A$ must return a solution that also has zero cost. On the other hand, if there are no disjoint paths, the optimal solution of the network routing problem has cost at least 1 , and $A$ will return a solution whose cost is in the interval $[1, \rho]$. Hence, the algorithms $A$ can be used to solve the EDP problem.

From the above reduction, we conclude that the problem is hard to be approximated because we have not given any restrictions on $f\left(R_{i}\right) / f\left(R_{i-1}\right)$ which may be unbounded. If we bound the ratio between any two adjacent steps of the cost function, the reduction in the proof of Theorem $\square$ can not be built, and the inapproximability result may not hold any more. In particular, the problem with restricted step ratio can be approximated by a constant approximation ratio. We will give the details in the following sections and will discuss the step cost function with step ratio restriction. From now on, we will regard the above ratio as a constant.

### 2.2 Integer Program Formulation

Formally, we can formulate the described routing problem with integer program $\left(P_{1}\right)$. The binary variable $y_{i, e}$ indicates whether demand $i$ uses link $e$, while $x_{e}$ is the total load on $e$. Flow conservation means that for each demand $i$ the source $s_{i}$ generates a flow of $d_{i}$, the sink absorbs a flow $d_{i}$, and for the other vertices the incoming and outgoing flows of demand $i$ are the same. Observe that for $x_{e} \leq z_{e}, f\left(x_{e}\right)=f\left(z_{e}\right)$. This results in the discrete property of the cost function $f(\cdot)$. More precisely, $f(x)$ is a non-decreasing step function of $x$, where $x$ is the speed of each link. In practice, cost functions for network resources can
be different. Here we just take a uniform cost function for convenience. There is no doubt that solving $\left(P_{1}\right)$ is NP-hard for the $0-1$ constraint on variable $y_{i, e}$. Since solving our network routing problem is NP-hard (as implicitly shown in Theorem (I), so we have no hope on finding the optimal solution.

$$
\begin{array}{lr}
\left(P_{1}\right) \min \sum_{e} f\left(z_{e}\right) & \\
\text { subject to } & \forall e \\
x_{e}=\sum_{i} y_{i, e} & \forall e \\
x_{e} \leq z_{e} & \forall e \\
z_{e} \in\left\{R_{0}, R_{1}, \ldots, R_{m}\right\} & \forall i, e \\
y_{i, e} \in\{0,1\} &
\end{array}
$$

## 3 The Approximation Algorithm

In this section, it is shown how to approximate a solution of $\left(P_{1}\right)$. First we use a particular interpolation method to transform the cost function of the original program into a continuous one, which is indeed to relax the discretion. It makes the program to be solvable while introducing a bounded error. Then, we approximately solve the transformed program by a two-step rounding process. This process assigns routes to the demands and determines the rates of links. We assign a path for each demand by randomized rounding and then round the link rates based on the determined routes. At last, we analyze the performance of the proposed method.

### 3.1 Transforming the Program

We use a special interpolation method to simplify our optimization program by replacing the step function $f(\cdot)$ with a continuous function $g(\cdot)$. Before applying interpolation, we have to decide the form of the function $g(x)$ we want to get. It has suggested that most network devices consume energy in a superadditive manner [5]. That is, doubling the speed more than doubles the energy consumption. Hence the energy curve is often modeled by a polynomial function $g(x)=\mu x^{\beta}$ where $\mu$ and $\beta$ are constants associated with network elements. More precisely, the parameter $\beta$ in the ordinary form of energy consumption has been usually assumed to be in the interval $(1,3)$ [10]. The objective here is to transform a step cost function into a function in the form of $g(x)=\mu x^{\beta}$. Although, as mentioned, typically $\beta$ will be larger than 1 , and hence $g(\cdot)$ will be a convex function, the proposed interpolation method does not impose such restriction.

Now we discuss how to apply the transformation from a step function to a continuous one. A common approach has been using midpoints of the steps as
discrete values and fitting by mean squares. This approach is not appropriate if the step of the function have unequal length. Another popular method is to do interpolation on a set of points which is obtained by sampling the original function. Unfortunately, using this technique the error of the interpolation depends on the sampling method we choose, and is hard to be estimated. Here we use an alternative [16] based on integral minimization, where each point on the original function has to be considered as an observation. Without depending on some other parameters, the method works well for the fitting of step functions.

Definition. Consider the original function $f(x)$, and the one to be fitted $g(x)$, as described before. $f(x)$ is defined as follow.

$$
f(x)= \begin{cases}y_{1}, & x_{0}<x \leq x_{1}  \tag{2}\\ y_{2}, & x_{1}<x \leq x_{2} \\ \ldots & \\ y_{m}, & x_{m-1}<x \leq x_{m}\end{cases}
$$

where in our case $y_{i}=f\left(R_{i}\right)(1 \leq i \leq m)$ is the energy consumption value of each state and $x_{i}=R_{i}, x_{i+1}=R_{i+1}(0 \leq i<m)$ represents the lower and upper boundaries of the speed for each state. We aim to fit $g(x)$ to $f(x)$.

Integral Minimization. The integral to minimize can be represented as

$$
\begin{align*}
G(\mu, \beta) & =\int[f(x)-g(x \mid \mu, \beta)]^{2} d x \\
& =\sum_{i=1}^{m} \int_{x_{i-1}}^{x_{i}}\left[y_{i}-\left(\mu x^{\beta}\right)\right]^{2} d x \tag{3}
\end{align*}
$$

Since $g(x)$ is not a linear function, this minimization problem is hard to solve. But it is linear in a logarithmic transformation. Observe that

$$
\begin{equation*}
\log (g(x))=\log \mu+\beta \log x \tag{4}
\end{equation*}
$$

Let us define $v_{i}=\log y_{i}, w=\log x$, and $\mu^{\prime}=\log \mu$. Then, the alternative integral that we will in fact use can be obtained as

$$
\begin{equation*}
H(\mu, \beta)=\sum_{i=1}^{m} \int_{w_{i-1}}^{w_{i}}\left[v_{i}-\left(\mu^{\prime}+\beta w\right)\right]^{2} d w \tag{5}
\end{equation*}
$$

And now (5) is to be minimized with respect to the parameters of the general quadratic equation. Necessary conditions obtained by setting the first partial derivatives equal to zero are

$$
\left\{\begin{array}{l}
\frac{\partial H}{\partial \mu^{\prime}}=\sum_{i=1}^{m} \int_{w_{i-1}}^{w_{i}}-2\left[v_{i}-\mu^{\prime}-\beta w\right] d w=0  \tag{6}\\
\frac{\partial H}{\partial \beta}=\sum_{i=1}^{m} \int_{w_{i-1}}^{w_{i}}-2 w\left[v_{i}-\mu^{\prime}-\beta w\right] d w=0
\end{array}\right.
$$

It is obvious that the second derivatives are all positive. By solving equation ([6]), we can get the values of parameters $\mu^{\prime}$ and $\beta$, and from $\mu^{\prime}$ it is obtained $\mu$. From these, the objective function $g(x)$ of the interpolation can be determined.

Bound on the Interpolation Error. As our method is proposed to approximate the optimal solution, it is important to bound the error introduced. During the interpolation process, the error comes from the gap between the original function $f(x)$ and the fitted function $g(x)$. We define this gap as follow.

$$
\begin{equation*}
G a p=\max _{x}\left\{\frac{f(x)}{g(x)}, \frac{g(x)}{f(x)}\right\} \tag{7}
\end{equation*}
$$

While using this gap definition as interpolation error, we can show the following theorem.

Theorem 2. Given a $f(x)$ such that $y_{i} / y_{i-1} \leq \sigma(\sigma>1)$, the interpolation error satisfies $G a p \in\left[\frac{2 \sigma}{\sigma+1}, \sigma\right]$, when $y_{0} \neq 0$.

Proof. (Sketch) The proof is conducted as follows. It can be shown that functions $f(\cdot)$ and $g(\cdot)$ intersect in each interval $\left[R_{i-1}, R_{i}\right]$. This is the key of the proof. Then, consider two cases $f(x) \geq g(x)$ and $f(x) \leq g(x)$. In both cases we assume there is a bound $\delta$ for the interpolation error, and then we derive that $\delta$ satisfies some conditions in order to maintain the bound. Thus we obtain the results.

As a result, the error is not so big because our interpolation method aims to minimize the error. Another observation is that the cost is decreased when $f(x)>g(x)$ but increased when $f(x)<g(x)$. This brings a two side effects on the error.

New Integer Program. Once the function $g(x)$ is obtained, the optimization can be rewritten as follows.

$$
\left(P_{2}\right) \min \sum_{e} g\left(x_{e}\right)
$$

subject to

$$
\begin{array}{ll}
x_{e}=\sum_{i} y_{i, e} & \forall e \\
y_{i, e} \in\{0,1\} & \forall i, e \\
y_{i, e}: \text { flow conservation } &
\end{array}
$$

The problem now turns into an integer program with a convex objective function. Of course we can conclude that the problem is still NP-hard for the convex objective and the $0-1$ constraint on $y_{i, e}$.

### 3.2 Two-Step Rounding

In this section, we introduce a two-step rounding method to complete the routing and rates determination. Our routing problem has been transformed into integer programming $\left(P_{2}\right)$ with a convex objective function. After solving $\left(P_{2}\right)$, we also need to choose a proper transmission rate for each link.

First we use randomized routing in $\left(P_{2}\right)$ to approximate the optimal cost and extract routing paths for all demands. The basic idea of randomized routing is to use random choices to convert an optimal solution of a relaxation of the problem into a probabilistically provable approximation to the optimal solution of the original problem. To apply it to $\left(P_{2}\right)$, first the binary constraint $y_{i, e} \in$ $\{0,1\}$ is relaxed to $y_{i, e} \in[0,1]$. This transforms the integer program into a linear program (with convex objective function), which is optimally solvable in polynomial time. Then, we get the optimal fractional solution by solving the relaxed convex programming. Finally, randomized decisions are used to round the fractional flow.

We use the Raghavan-Thompson randomized rounding. The algorithm runs as follows. Once the optimal fractional solution has been found, the flow assigned to links is mapped to flows in paths as follows. For each demand $i$, first we generate a sub-graph $G_{i}$ defined by links $e$ where $y_{i, e}^{*}>0$. (The flows, or weights, $y_{i, e}^{*}$ are the optimal fractional solution of the relaxed program.) Then, we extract a path $p$ connecting the source and destination nodes and select the weight $y_{i, e}^{*}$ of the bottleneck link $e \in p$ to be the weight of this path, which is denoted as $w_{p}$. Hereafter the weight $y_{i, e}^{*}$ of each link $e$ in path $p$ is decreased by $w_{p}$. Run the above procedure repeatedly until all weights $y_{i, e}^{*}$ on the $G_{i}$ become zero. Because of the flow conservation constraint, this can always be achieved. At last, we randomly select one path for each demand $i$ using the path weights as probabilities. After this rounding, there is one path for each demand.

Secondly, the state of each link should be determined after the demand routes have been chosen. We select the speed of each link via the following rounding procedure. First, the carried traffic $\hat{x_{e}}$ of each link $e$ is calculated as $\hat{x_{e}}=\sum_{i} \hat{y_{i, e}}$, where $\hat{y_{i, e}}$ is the amount of demand $i$ that traverses link $e$ after the rounding. Then for each link, we search the collection of possible operational speeds and choose the minimal $s_{e}$ that can support the carried traffic. More formally,

$$
\begin{equation*}
s_{e}=\min \left\{R_{i} \mid(i \in[1, m]) \wedge\left(\hat{x_{e}} \leq R_{i}\right)\right\} \tag{8}
\end{equation*}
$$

With this the minimum cost routing problem with discrete cost functions has been solved as we have determined the link states and routed all the demands.

[^31]
### 3.3 Performance Evaluation

Now we analyze the approximation ratio of the proposed approximation algorithm. Let $x_{e}^{*}$ be the flow on link $e$ under the optimal fractional routing, $\hat{x_{e}}$ be the rounded flow, and $s_{e}$ be the selected operating state for link $e$ by our methods. We show,

Theorem 3. Let the ratio between any two adjacent steps of cost function $f(\cdot)$ be bounded by $\sigma$. For unit demands, the expected cost obtained with our routing method, $E\left[\sum_{e} f\left(s_{e}\right)\right]$, is a $\gamma$-approximation of the optimal solution with respect to the discrete cost function $f(x)$, where $\gamma$ is a constant.

The proof of this theorem proceeds by two steps. First we give the relation between solution by our two-step rounding and the one by Raghavan-Thompson randomized rounding. And then we bound the latter to optimal. Using these two results, we obtain the approximation ratio of the two-step rounding.

For the optimal fractional solution, the cost can be represented as $\sum_{e} g\left(x_{e}^{*}\right)$, and for the solution by Raghavan-Thompson randomized rounding, it is $\sum_{e} g\left(\hat{x_{e}}\right)$, while after the two-step rounding, it is $\sum_{e} f\left(s_{e}\right)$. As we have discussed before, the gap between the original function $f(x)$ and the fitted function $g(x)$ has two sides effect on the total cost. Assume $s_{e}=R_{i}$, consider the following case.

Lemma 1. If the ratio between any two adjacent steps of cost function $f(\cdot)$ is bounded by $\sigma$, then $f\left(s_{e}\right) \leq \sigma^{2} g\left(\hat{x_{e}}\right)$.

Proof. The result follows since, from Theorem [2, the largest gap between $g\left(\hat{x_{e}}\right)$ and $f\left(\hat{x_{e}}\right)$ is $\sigma$. Then, from the relation between $s_{e}$ and $\hat{x_{e}}$ (see Eq. [8]), also $f\left(s_{e}\right) \leq \sigma f\left(\hat{x_{e}}\right)$. And by Theorem [2] we have $f\left(s_{e}\right) \leq \sigma^{2} f\left(\hat{x_{e}}\right)$, which completes the proof.

Now we can give the proof of Theorem 3
Proof. The expected cost of the solution found is $E\left[\sum_{e} f\left(s_{e}\right)\right]$. From Lemma 1 , we have that $f\left(s_{e}\right) \leq \sigma^{2} g\left(\hat{x_{e}}\right)$, and hence $E\left[\sum_{e} f\left(s_{e}\right)\right] \leq \sigma^{2} E\left[\sum_{e} g\left(\hat{x_{e}}\right)\right]$. As it was shown in [5], there is a constant $\delta$ such that $E\left[\sum_{e} g\left(\hat{x_{e}}\right)\right] \leq \delta \sum_{e} g\left(x_{e}^{*}\right)$.

To complete the proof, we observe from Theorem [2] that, for all $x, g(x) / \sigma \leq$ $f(x)$. Then, if $C^{*}$ is the cost the optimal solution of the routing problem with the step function $f(\cdot)$, the optimal fractional solution of the relaxation of $P_{2}$ satisfies that $C * \geq \sum_{e} g\left(x_{e}^{*}\right) / \sigma$. Putting it all together, we have that $E\left[\sum_{e} f\left(s_{e}\right)\right] \leq$ $\sigma^{2} \delta \sum_{e} g\left(x_{e}^{*}\right) \leq \sigma^{3} \delta C^{*}$.

This result can be applied to uniform demands easily. For uniform demands where each traffic demand requests a bandwidth $d_{i}=d$, the total flow on each edge is $d$ times of that in the case with unit demands. So we have,

Corollary 1. For uniform demands, our routing method can also obtain a $\gamma$ approximation to the optimal integral solution in expectation, where $\gamma$ is a constant.

## 4 Model Extension: Bicriteria Network Routing

We give an extension to model $\left(P_{2}\right)$ in this section. For practical applications, we should consider the network performance as well as the energy consumption. There are many issues related to the network performance, like queueing delay, transmission delay etc. For convenience consideration, here we just take the transmission delay from $s_{i}$ to $t_{i}$ for demand $i$ as an example, but other assumptions can also work in our extended model. In order to express this new added metric, we assume on each edge $e$ of original graph $G=(V, E)$, we have given a scale $l_{e}$ to describe the latency. Thus our routing problem has two objectives, which are energy saving and network latency minimization.

We first consider the case in which the average latency of routing all the demands is restricted to be smaller than a value of $L$. So for the model $\left(P_{2}\right)$, we have an additional constraint

$$
\begin{equation*}
\sum_{i} \sum_{e} l_{e} \cdot y_{i, e} \leq L \tag{9}
\end{equation*}
$$

For solving this problem, we can simply introduce a Lagrange multiplier $\lambda$ and then move the constraint to the objective function as

$$
\begin{equation*}
\min \sum_{e} g\left(x_{e}\right)+\lambda\left(\sum_{i} \sum_{e} l_{e} y_{i, e}-L\right) . \tag{10}
\end{equation*}
$$

Using the Lagrange relaxation, we can solve the constrained minimum cost routing problem we have just talked in previous sections. And by the property of Lagrange relaxation, easily we have that solutions obtained by Lagrange relaxation are always the lower bound of the optimal integer solution. By setting $\lambda$ to different values, we choose a good solution from the results.

As to better understand the trade-off between energy saving and network latency, we now analyse the bicriteria network routing model. The problem can be described as minimizing both energy consumption and network latency as two objectives. Here we use an aggregated objective function method to deal with it. Recall that in $\left(P_{2}\right)$ we only take energy consumption in consideration, and aim to minimize it. Now we introduce a parameter $\alpha$ to make a convex combination of the two objectives of interest (minimizing both energy consumption and latency). As we have presented, after the interpolation process, the energy consumption cost is given by a convex function. Denote the energy cost as Cost $_{e}$ and latency cost as Cost $_{l}$. The total cost is obtained as Cost $=\alpha \cdot$ Cost $_{e}+(1-\alpha)$ Cost $_{l}$.

The convex combination can preserve the convex property of the two individual costs. And thus our routing problem with objective to minimizing the combined cost is still a convex programming. So the methods we proposed in the previous sections are still contributing. At the same time, the introduced parameter $\alpha$ provide flexibility in our model where adjusting $\alpha$ to different values leads to different trade-off effects for the two unrelated metrics. In particular, when $\alpha$ is set to be zero, the total cost only consists of the latency cost. Thus the problem is degraded to be the shortest path routing, which is polynomial
time solvable. And $\alpha=1$ leads to the routing problem with only one objective to minimize the energy cost, which we have just studied before.

We explore now the ratio between the latency of the routes found with our method and the latency of the shortest paths. That is the stretch ratio $r_{i}$, that we define for a demand $i$ as the latency of paths we obtain divides by the latency of shortest paths. Then we define the Stretch as the maximum stretch ratio among all demands.

$$
\begin{equation*}
\text { Stretch }=\max _{i \in[1, k]}\left\{r_{i}\right\} \tag{11}
\end{equation*}
$$

Using this definition, we have
Theorem 4. There is no bound between the latency of the paths used in the trade-off method and the latency of the shortest paths. In other words, the stretch can not be bounded.

The proof of this theorem is omitted from this extend abstract. As a result, the only way to obtain good performance for this trade-off is to choose a proper value for $\alpha$. In practice, we can vary $\alpha$ in $(0,1)$ to get the relation between the two objectives, which helps to determine the parameter. Usually, satisfying the necessary performance requirements, we aim to maximize the energy savings.

## 5 Conclusion

In this paper, we investigate the network routing problem with discrete cost functions which aims to route demands under a minimum cost way. The problem comes from the green computing sceneries which are quite important recently. Our contributions are mainly on the following results: for the rate adaptive energy-saving strategy, we give a model expression by an integer program which is believed to be NP-hard; our proposed method for solving this problem consists of two parts. First we provide a particular interpolation method to transform the discrete cost function into a continuous one which makes the complicated integer program solvable. Then a two-step rounding method is developed to give routes to demands and determine link rates by approximately solving the integer program. By using this method, we obtain a constant approximation to the optimal for uniform demands; also we discuss how to extend our original model to a bicriteria network routing which can give trade-off between the two metrics.
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#### Abstract

A set of genes that are proximately located on multiple chromosomes often implies their origin from the same ancestral genomic segment or their involvement in the same biological process. Among the numerous studies devoted to model and infer these gene sets, the recently introduced approximate common interval (ACI) models capture gene loss events in addition to the gene insertion, duplication and inversion events already incorporated by earlier models. However, the computational tractability of the corresponding problems remains open in most of the cases. In this contribution, we propose an algorithmic study of a unifying model for ACI, namely Multi-Related-segments, and demonstrate that capturing gene losses induces intractability in many cases.


## 1 Introduction

The genetic blueprint of an organism is encoded in a set of DNA sequences, known as chromosomes. During evolution, some subsequences of a chromosome diverged while others, known as genes, were conserved among different organisms. A chromosome is typically represented as a sequence of genes, then evolution is described as a series of discrete events: gene insertion, loss, duplication and inversion. One of the most important goals in comparative genomics is to identify a set of genes that are in proximate locations on multiple chromosomes and their actual chromosomal occurrences. Indeed, preservation of gene co-locality tends to indicate that the corresponding genes either form a functional unit (e.g., operons) or result from speciation or duplication events [12]. In the literature, the former is termed "gene cluster" [3], whereas the latter is
known as "synteny" [22]. Both were extensively studied during the past decade, and numerous models and algorithms were proposed to define and identify them. From an algorithmic point of view, we present a unified model to capture approximate common intervals and provide tractability results in association with evolutionary events.

## 2 Gene Proximity: Properties and Models

Modeling gene proximity based on biological intuition is known to be difficult, but some key properties have been raised by Hoberman and Durand [12]. We present a formalization of these properties by developing the notion of Multi-RelatedSEGMENTS [20 21], meanwhile, show that some of them are inadequately captured by existing models. We consider here related algorithmic aspects.

### 2.1 Key Properties of Gene Proximity

Observing the co-occurrence of a gene set $\mathcal{A}$ in different chromosomal segments indicates the common origin of these segments. Genes in $\mathcal{A}$ are referred as ancestral genes. Naturally, these segments of interest are subject to evolutionary constraints. The first crucial constraint consists in evidence of any gene of interest as being ancestral. This property is usually related to observing a minimum $\beta$ occurrences of such a gene among the segments, thereby reducing the possibility of misinterpreting what is in fact a chance occurrence. Secondly, each segment contributes sufficiently to the ancestral gene set. More formally, each segment contains at least $\epsilon_{m}$ different ancestral genes. Then, consider gene loss and insertion events that may have occurred, such an segment may not necessarily contain all ancestral genes while each may pick up genes independently. To constrain the frequency of these events so that the signal of common origin can still be detected, local and global ancestral gene density constraints apply. The former is captured by allowing at most $\alpha$ interleaving genes between two consecutive ancestral genes, while the latter is captured by allowing a maximum $\epsilon_{l}$ gene losses in each segment and a maximum $\epsilon_{t}$ total gene losses among all segments.

### 2.2 Existing Models

Consider $k$ chromosomes, each represented as a permutation over a given gene set $\mathcal{A}$. A conserved segment [14] consists of a set of genes that occur consecutively in the same order on every input chromosome. Once the constraint of the preserved ordering is removed, it leads to the Common interval (CI) model definition 19. If the unordered pair of the first and the last genes of a CI is the same on each chromosome, this CI is moreover called conserved [5]. Furthermore, if we relax the constraint that genes in a CI have to be consecutive in each chromosomal occurrence - namely, two genes belonging to a CI can be interleaved by a bounded number of genes not belonging to it - the definition of GENE-TEAMS
(GT) model [4 follows. The GT model is of higher biological relevance since it in addition captures gene insertions. The aforementioned models can be applied to strings to account for gene duplications, but the number of resulting gene sets complying the model may increase exponentially. More recently, APPROXImate common interval (ACI) models were introduced 117713 , where not all ancestral genes need to occur in every segment. Among these, Median gene CLUSTER (MGC) model [7] is the most recent formulation, but the complexity of this model remains open.

## 3 Multi-Related Segments Model

We now present Multi-Related-segments (Mrs) model 20 21], which is defined as consisting of a set of segments of interest, each evolved from an ancestral segment with gene set $\mathcal{A}$ via gene insertion, loss, duplication, and inversion events. Formally, a Mrs is defined as follows. To ensure evidence of being ancestral genes, each gene in $\mathcal{A}$ occurs in at least $\beta(\geq 2)$ segments. Each segment of interest has to contain at least $\epsilon_{m}$ different ancestral genes and is maximal (i.e., not extendable by including surrounding genes) - thus, imposing a constraint on the minimum contribution to $\mathcal{A}$. Similar to the GT model, the local ancestral gene density is constrained allowing at most $\alpha$ non-ancestral genes between any two consecutive ancestral genes. To control global ancestral gene density, we require each segment to induce no more than $\epsilon_{l}$ gene losses and the total number of gene losses of all segments to be lower than $\epsilon_{t}$. Then, given a set of chromosomes and parameters $\alpha, \beta, \epsilon_{m}, \epsilon_{l}$ and $\epsilon_{t}$, the general problem is to identify all Mrs.

The formulation of Mrs captures existing models and holds a better biological intuition. Mrs corresponds to a CI when $\beta=k, \epsilon_{m}=|\mathcal{A}|$ and $\alpha=0$, and to a GT when $\alpha \geq 0$. Compared with these two models, MRS further captures gene loss events. Note that this aspect was already considered in the Mgc model [7]. Nevertheless, there are several major differences. Firstly, Mrs captures the same origin of more than two segments in the absence of strong pairwise similarity information, such as differential gene loss [18] and uber-operon [8] - which is not the case for MGC due to the requirement that segments pairwisely share some common genes. Secondly, the minimum evidence of a gene being ancestral is more flexible in MRs by requiring $\beta$ occurrences of any ancestral gene - which has to be at least $\frac{k}{2}$ in Mgc. Finally, the local ancestral gene density is not required in MGC - which is, as explained in [12], crucial.

From an algorithmic point of view, regarding all above mentioned models, complexity increases when chromosomes are delineated as strings rather than permutations: the problem is still tractable when considering CI [29] but folds into the hardness as soon as conserved CI is considered [6]. The GT model, which captures gene insertions, duplications and inversions, is polynomial on permutations [4] but exponential over strings [16]. Considering the complexity of ACI models, which further captures gene losses, an algorithm with $O\left(k n^{3}+o c c\right)$ run time over strings was proposed [1] where occ is bounded by the number of substrings of the genomes. In this paper, we further investigate the complexity of

ACI models, by considering from an algorithmic point of view the problem of MRS inference. Since known algorithmic results are available in previous modeling of gene duplications, insertions and inversions, our focus is on deriving if the problem is tractable when trying to model gene losses.

## 4 Complexity Analysis of Mrs

One has to note that, in the following, we will set the numerical parameters of the model to specific values. This just consists in an algorithmic trick for ease of proof. We first consider the case when the ancestral gene set $\mathcal{A}$ is a priori known. The problem, termed Locatemrs, then corresponds to locate, given $k$ chromosomes $\mathcal{S}=\left\{S_{1}, S_{2}, \ldots, S_{k}\right\}$ represented as strings, a feasible MRS originating from $\mathcal{A}$. We prove that this problem is NP-hard even in the restricted case where $\left|\mathcal{C S}\left(S_{i}\right)\right|=\left|S_{i}\right|$ and meanwhile, at most one substring per $S_{i}$ can belong to the resulting Mrs, for every $S_{i} \in \mathcal{S}$. It follows that LocateMrs problem is NP-hard. Next, we prove LocateMrs to be fixed-parameter tractable (FPT) [10], and provide an efficient dynamic programming solution. Then, we prove that the optimization problem to identify all MRS is hard to approximate. Finally, we show that with the removal of the maximum number of gene loss constraint and the maximum number of substrings per input sequence constraint, a polynomial algorithm can be derived. Due to space constraint, some proofs are deferred to the full version of the paper.

### 4.1 Identify a Mrs Given $\mathcal{A}$

Let us consider that no gene insertion is allowed $(\alpha=0), \beta \geq 2$ and $\epsilon_{t}=\epsilon_{l}=\infty$. Then, by definition, any Mrs consists of substrings involving only genes in $\mathcal{A}$. Thus, each input chromosome can be pre-processed in order to remove any gene not belonging to $\mathcal{A}$, resulting in a sequence of substrings. One may then filter out any substring that does not respect the minimum contribution to $\mathcal{A}$ criterion (i.e., using $\epsilon_{m}$ ). Any remaining substring will be referred as of interest. Finally, since in the Mrs definition, we are looking for maximal substrings (i.e., not extendable by including surrounding genes), any substring of interest will be either kept or fully removed in the solution.

Definition 1. Locatemrs: Given a character set $\mathcal{A}$, a string set $\mathcal{S}=$ $\left\{S_{1}^{1}, S_{1}^{2}, \ldots, S_{2}^{1}, S_{2}^{2}, \ldots, S_{k}^{1}, S_{k}^{2} \ldots\right\}$ where $S_{j}^{i}$ corresponds to the $i^{\text {th }}$ substring of interest of $S_{j}$ (i.e., $j^{\text {th }}$ chromosome), find a subsets $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ corresponding to a Mrs, such that $\mathcal{A}=\bigcup_{S \in \mathcal{S}^{\prime}} \mathcal{C S}(S)$ and each character of $\mathcal{A}$ appears in at least two elements of $\mathcal{S}^{\prime}$, and $\forall S_{i}^{a}, S_{j}^{b} \in \mathcal{S}^{\prime}, i \neq j$.

We will prove that Locatemrs is hard but fixed-parameter tractable. We first consider that $|S|=|\mathcal{C} \mathcal{S}(S)|$ for any $S \in \mathcal{S}$ (i.e., $S$ is a permutation). Note that this problem is in NP. Indeed, given a subset $\mathcal{S}^{\prime}$ of $\mathcal{S}$, one can check in polynomial time that each character of $\mathcal{A}$ appears in at least two elements of $\mathcal{S}^{\prime}$ and that no more than one substring $S_{j}^{i}$ of any $S_{j}$ belongs to $\mathcal{S}^{\prime}$. To prove that

$$
\begin{aligned}
& \mathcal{S}_{\mathcal{X}}\left\{\begin{array}{lll}
S_{1,1}=\mathbf{x}_{\mathbf{1}} & S_{2,1}=\mathbf{x}_{\mathbf{2}} & S_{6,1}=\mathbf{x}_{\mathbf{6}} \\
S_{1,2}=u_{1}-\mathbf{w}_{\mathbf{1}} & S_{2,2}=u_{2}-\mathbf{w}_{\mathbf{2}} & S_{6,2}=u_{6}-\mathbf{w}_{\mathbf{6}} \\
S_{1,3}=u_{1}-\mathbf{v}_{\mathbf{1}} & S_{2,3}=u_{2}-\mathbf{v}_{\mathbf{2}} & S_{6,3}=u_{6}-\mathbf{v}_{\mathbf{6}} \\
S_{1,4}=w_{1}-\mathbf{v}_{\mathbf{1}} & S_{2,4}=w_{2}-\mathbf{v}_{\mathbf{2}} & S_{6,4}=w_{6}-\mathbf{v}_{\mathbf{6}} \\
S_{3,1}=\mathbf{x}_{\mathbf{3}} & S_{4,1}=\mathbf{x}_{\mathbf{4}} & S_{5,1}=\mathbf{x}_{\mathbf{5}} \\
S_{3,2}=u_{3}-\mathbf{v}_{\mathbf{3}} & S_{4,2}=\mathbf{u}_{\mathbf{4}}-v_{4} & S_{5,2}=\mathbf{u}_{\mathbf{5}}-v_{5} \\
S_{3,3}=\mathbf{w}_{\mathbf{3}}-v_{3} & S_{4,3}=w_{4}-\mathbf{v}_{\mathbf{4}} & S_{5,3}=\mathbf{w}_{\mathbf{5}}-v_{5}
\end{array}\right.
\end{aligned}
$$

Fig. 1. Illustration of the construction on the following instance of $\mathrm{X} 3 \mathrm{C}: \mathcal{X}=$ $\{1,2,3,4,5,6\}$ and $\mathcal{T}=\{(\mathbf{1}, \mathbf{2}, \mathbf{3}),(2,3,4),(3,4,5),(\mathbf{4}, \mathbf{5}, \mathbf{6}),(1,5,6)\}$. A correspondance between the solutions of the problems is highlighted in bold.
this problem is moreover NP-hard, we provide a polynomial reduction from the NP-complete problem Exact Cover by 3-SEts (X3C) 11]: Given a finite set $\mathcal{X}=\left\{x_{1}, \ldots, x_{|\mathcal{X}|}\right\}$ and a family $\mathcal{T}=\left\{t_{1}, \ldots, t_{|\mathcal{T}|}\right\}$ of triples over $\mathcal{X}$, is there a subfamily $\mathcal{T}^{\prime} \subseteq \mathcal{T}$ such that every $x_{i} \in \mathcal{X}$ is contained in exactly one element of $\mathcal{T}^{\prime}$ ?

X3C problem is hard even in the special case where each element of $\mathcal{X}$ appears at most three times in $\mathcal{T}$ [11]. Then, it is sufficient to consider the case where each element appears either two or three times. Indeed, any triple containing some element that occurs only once has to be part of any solution and can be removed from further consideration. According to the problem definition, a solution corresponds to a selection of one among the at most three occurrences of any element of $\mathcal{X}$. Without loss of generality, we fix the triple order in $\mathcal{T}$.

Let us now provide the construction from any instance $(\mathcal{X}, \mathcal{T})$ of X3C problem (an example is given in Figure (11). For each element $x_{i} \in \mathcal{X}$, let $x_{i}, u_{i}, v_{i}, w_{i}$ and $z_{i}$ be some characters. The set $\mathcal{S}$ will be built on $|\mathcal{T}|$ sequences, which represent the triples of $\mathcal{T}$, and four (resp. three) additional sequences, which represent any element of $\mathcal{X}$ occurring twice (resp. three times) in $\mathcal{T}$. Let $\mathcal{S}_{\mathcal{T}}=\left\{T_{1}, \ldots T_{|\mathcal{T}|}\right\}$ (resp. $\mathcal{S}_{\mathcal{X}}$ ) be the set of sequences representing the triples (resp. the elements of $\mathcal{X}$ ). Moreover, we use the symbol "-" to separate the non-adjacent substrings in a given string, e.g., $S=S^{1}-S^{2}-S^{3}$. Note that, the order of the characters in these substrings is not important according to the definition of Mrs. Let us first construct $\mathcal{S}_{\mathcal{T}}$ as follows. First, for each element $x_{i} \in \mathcal{X}$ occurring twice in $\mathcal{T}$, concatenate $u_{i} x_{i}$ (resp. $v_{i} x_{i}$ ) to $T_{j}^{1}$ (initially empty) and $v_{i} w_{i}$ (resp. $u_{i} w_{i}$ ) to $T_{j}^{2}$ (initially empty) if the first (resp. second) occurrence of $x_{i}$ appears in the $j^{\text {th }}$ triple of $\mathcal{T}$. Second, for each element $x_{i} \in \mathcal{X}$ occurring three times in $\mathcal{T}$, concatenate $u_{i} x_{i}$ (resp. $v_{i} x_{i}$ and $w_{i} x_{i}$ ) to $T_{j}^{1}$ and $v_{i} w_{i} z_{i}$ (resp. $u_{i} w_{i} z_{i}$ and $u_{i} v_{i} z_{i}$ ) to $T_{j}^{2}$ if the first (resp. second and third) occurrence of $x_{i}$ appears in
the $j^{\text {th }}$ triple of $\mathcal{T}$. Let us now construct the set $\mathcal{S}_{\mathcal{X}}$. For each element $x_{i} \in \mathcal{X}$ occurring two times in $\mathcal{T}$, add the following four sequences to $\mathcal{S}_{\mathcal{X}}$ : $S_{i, 1}=x_{i}$, $S_{i, 2}=u_{i}-w_{i}, S_{i, 3}=u_{i}-v_{i}, S_{i, 4}=w_{i}-v_{i}$. And, for each element $x_{i} \in \mathcal{X}$ occurring three times in $\mathcal{T}$, add the following three sequences to $\mathcal{S}_{\mathcal{X}}: S_{i, 1}=x_{i}$, $S_{i, 2}=u_{i}-v_{i}, S_{i, 3}=w_{i}-v_{i}$. We finally define $\mathcal{A}$ to be the set of all characters used in the construction.

Lemma 1. There exists a solution $\mathcal{T}^{\prime} \subseteq \mathcal{T}$ to X 3 C problem over $(\mathcal{X}, \mathcal{T})$ if and only if in the corresponding built instance $(\mathcal{A}, \mathcal{S})$ of LOcateMrs there exists a subset $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ corresponding to a MRS.

Correctness of Lemma 1 implies the following result.
Theorem 1. LocateMrs problem is NP-complete even in the special case where none of the input strings contains duplicated characters and at most one substring $S_{j}^{i}$ of every $S_{j}$ can belong to any solution $\mathcal{S}^{\prime}$.

We now prove that LocateMrs belongs to the class of the fixed-parameter tractable (FPT) problems [10]. In other words, it can be solved efficiently by an algorithm exponential only with respect to a fixed parameter $-|\mathcal{A}|$ in our case - while polynomial in the size of the input.

Theorem 2. LocateMrs problem is Fixed-Parameter Tractable in $|\mathcal{A}|$
To show this, we provide a dynamic programming solution. According to LoCATEMRS definition, one has to select exactly one substring of interest among all of them in each sequence $S_{j}$. A naive algorithm may try all such combinations and check for each if any character appears in at least two substrings. Such an algorithm has an exponential running time. We will prove that by using an efficient dynamic programming strategy, one may hold the exponential factor in the size of the ancestral gene set. Note that one does not need to compute the exact number of times each character occurs but only to ensure that it occurs in at least two substrings in the solution. According to this remark, consider a fixed ordering of characters $\left(a_{1}, a_{2}, \ldots, a_{|\mathcal{A}|}\right)$ of $\mathcal{A}$, we compute after adding substring $S$ to the current solution a vector $\mathcal{C}=\left(c_{1}, c_{2}, \ldots, c_{|\mathcal{A}|}\right)$, where $c_{i} \in\{0,1,2\}$ denotes respectively that $a_{i}$ is not contained, contained in one, or contained in at least two substrings. For example, consider $\mathcal{A}=\{1,2,3,4,5\}$ and current solution $\mathcal{S}^{\prime}=\{124\}$, one may derive a vector $\mathcal{C}=(2,1,0,2,1)$ after adding substring " 1445 " to $\mathcal{S}^{\prime}$. The main property of this representation is that, given $\mathcal{A}$, there are only $3^{|\mathcal{A}|}$ possible vectors. Further, let $\mu(x)$ and $\chi_{S}(x)$ denote, respectively, the position of $x$ in the fixed ordering of $\mathcal{A}$ and the boolean function indicating whether $x$ occurs in $S$. We define a boolean dynamic table $D$ indexed by the last substring added and the vector $\mathcal{C}$ for the current solution. The main recursion is defined as follows:

[^32]\[

D\left(S_{j}^{i},\left(c_{1}, ··· c_{|\mathcal{A}|}\right)\right)=\left\{$$
\begin{array}{c}
1-\text { if } \exists i^{\prime}, j^{\prime}<j \text { s.t. } D\left(S_{j^{\prime}}^{i^{\prime}},\left(c_{1}^{\prime}, \ldots c_{|\mathcal{A}|}^{\prime}\right)\right)=1 \\
\quad \text { and } \forall 1 \leq l \leq|\mathcal{A}|, \chi_{S_{j}^{i}}(x)+c_{l}^{\prime}=\min \left\{2, c_{l}\right\} \\
\quad \text { where } \mu(x)=l \\
0-\text { otherwise }
\end{array}
$$\right.
\]

```
Algorithm 1. LocateMrs \(\left(\mathcal{A}, \mathcal{S}=\left\{S_{1}^{1}, S_{1}^{2}, \ldots, S_{2}^{1}, S_{2}^{2}, \ldots, S_{k}^{1}, S_{k}^{2}, \ldots\right\}\right)\)
    Initialize all entries of \(D\) to 0
    for each \(S_{1}^{i} \in \mathcal{S}\) do \(D\left(S_{1}^{i},\left(c_{1}, \ldots, c_{\mid \mathcal{A |}}\right)\right)=1\) where \(\forall x \in S_{1}^{i}, c_{\mu(x)}=\chi_{S_{1}^{i}}(x)\) done
    for \(j=2\) to \(k\) do
        for each \(S_{j}^{i} \in \mathcal{S}\) do Fill out \(D\left(S_{j}^{i},\left(c_{1}, \ldots, c_{|\mathcal{A}|}\right)\right)\) done
    end for
    for each \(S_{k}^{i} \in \mathcal{S}\) do
        if \(D\left(S_{k}^{i},(2, \ldots, 2)\right)=1\) then return True end if
    end for
    return False
```

Given this function, one can apply Algorithm The algorithm computes, for each sequence $S_{j}$ the possible character set solution induced by any combination of substrings of interest from sequences $S_{j^{\prime}}$ with $j^{\prime}<j$. Therefore, any entry $D\left(S_{j}^{i},(2, \ldots, 2)\right)=1$ corresponds to a MRS being found. One may, using a simple back-tracking technic, rebuild one optimal solution. Let us now prove the time complexity of this algorithm. In order to fill out $D$, one has to compute $|\mathcal{S}| \times 3^{|\mathcal{A}|}$ entries. Indeed, there are at most $|\mathcal{S}|$ different substrings and $3^{|\mathcal{A}|}$ possible character sets. The main recursion needs, for each entry, to browse at most $|\mathcal{S}| \times 3^{|\mathcal{A}|}$ other entries of $D$. This leads to an overall $O\left(\left(|\mathcal{S}| \times 3^{|\mathcal{A}|}\right)^{2}\right)$ running time algorithm. Hence, the problem is FPT with respect to $|\mathcal{A}|$.

### 4.2 Identify All Mrs When $\mathcal{A}$ Is Unknown

We will prove that finding all Mrs problem is hard even in the special case where none of the sequences contains duplicated characters and in any solution $\mathcal{S}^{\prime}$, for any sequence $S_{j}$ at most one substring $S_{j}^{i} \in \mathcal{S}^{\prime}$ (i.e., $\alpha=0, \beta \geq 2, \epsilon_{t}=\epsilon_{l}=\infty$ ).

First, note that the problem is in NP since given a subset $\mathcal{S}^{\prime}$ of $\mathcal{S}$, one can polynomially check that each element of $\mathcal{A}$ appears in at least two substrings and no more than one substring of any sequence belongs to $\mathcal{S}^{\prime}$. To prove that this problem is moreover NP-hard, we provide a polynomial reduction from the NP-complete problem X3C [21] based on a slight modification of the reduction of the previous section. Indeed, if one replaces each of the separations "-" between substrings of interest by a unique character appearing only once in $\mathcal{S}$, then by definition, those added characters will never be part of a MRS since any character should appear at least twice in a Mrs. Due to the unextandability property of Mrs, one should be able to find neither a smaller nor a bigger substring of interest in each sequence than in the Locatemrs formulation. The rest of the proof still holds, leading to the following theorem.

Theorem 3. Finding a MRs problem is NP-complete even in the special case where none of the sequences contains duplicated characters and in any solution $\mathcal{S}^{\prime}$, at most one substring from each $S_{j}$ belongs to $\mathcal{S}^{\prime}$.

Let us then consider the optimization version of the problem (Definition [2) where one wants to find a Mrs induced by the maximum unknown ancestral gene set (in other words, one constrains the minimum size of $\mathcal{A}$ ), and at the same time, at most one substring of each $S_{j}$ can belong to the Mrs.

Definition 2. MaxMrs: Given a set of $k$ strings $\mathcal{S}=\left\{S_{1}, \ldots S_{k}\right\}$, find any possible $\left(\mathcal{A}, \mathcal{S}^{\prime}\right)$ where $\mathcal{S}^{\prime}=\left\{S_{1}^{\prime}, S_{2}^{\prime}, \ldots S_{k}^{\prime}: S_{i}^{\prime}\right.$ is a substring of $\left.S_{i}\right\}, \mathcal{A}=$ $\bigcup_{i=1}^{k} \mathcal{C S}\left(S_{i}^{\prime}\right)$, and $|\mathcal{A}|$ is maximum.

We will demonstrate that this optimization problem is hard to approximate. Meanwhile, we show that the inapproximability of this problem may stem from forbidding more than one substring per input chromosome, the relaxation of which leads to polynomiality.

In the following, we consider that $\beta \geq 2, \alpha=0, \epsilon_{m}=1$, and $\epsilon_{t}=\epsilon_{l}=\infty$. We prove the inapproximability of MaxMrs below by proposing a reduction from the Minimum Set Cover (MinSC) problem: Given a family $\mathcal{F}$ of subsets of a finite universe $\mathcal{U}$, find a set cover $\mathcal{F}^{\prime}$ for $\mathcal{U}$ - that is a subfamily $\mathcal{F}^{\prime} \subseteq \mathcal{F}$ whose union is $\mathcal{U}$ - of the minimum cardinality.

Since any character appearing once in an input string will not be part of a Mrs, we use the symbol "-" to denote any such character. The presence of symbol "-" will induce, in MaxMrs problem, that characters appearing before and after it in any input string cannot be part of the same solution. Given any instance $(\mathcal{F}, \mathcal{U})$ of MinSC, where $\mathcal{U}=\left\{u_{1}, \ldots u_{n}\right\}$ and $\mathcal{F}=\left\{F_{i}: F_{i}=\right.$ $\left.\left\{u_{i}^{1}, u_{i}^{2}, \ldots u_{i}^{n_{i}}\right\}, 1 \leq i \leq m\right\}$, we define a set of strings $\mathcal{S}=\left\{S_{0}, \ldots, S_{k=2 m}\right\}$ with $S_{0}=u_{1} \ldots u_{n}, S_{i}=S_{i}^{1}-S_{i}^{2}=u_{i}^{1} u_{i}^{2} \ldots u_{i}^{n_{i}}-v_{i}$ and $S_{m+i}=v_{i}$, for $1 \leq i \leq m$.

Lemma 2. If there exists a cover $\mathcal{F}^{\prime} \subseteq \mathcal{F}$ for $\mathcal{U}$ (i.e. $\mathcal{U}=\bigcup_{F \in \mathcal{F}^{\prime}} F$ ) then there exists a solution $\left(\mathcal{A}, \mathcal{S}^{\prime}\right)$ (i.e. a Mrs) for the built up instance $\mathcal{S}$ of MaxMrs such that $|\mathcal{A}|=n+m-\left|\mathcal{F}^{\prime}\right|$.

Lemma 3. Given a solution $\left(\mathcal{A}, \mathcal{S}^{\prime}\right)$ for a built up instance $\mathcal{S}$ of MaxMrs, we can construct in polynomial-time a cover $\mathcal{F}^{\prime} \subseteq \mathcal{F}$ for $\mathcal{U}$, such that $\left|\mathcal{F}^{\prime}\right| \leq$ $m-(|\mathcal{A}|-n)$.

Proof. We first define a polynomial-time subroutine that transforms any solution $\left(\mathcal{A}, \mathcal{S}^{\prime}\right)$ to an equally good solution where $\mathcal{C} \mathcal{S}\left(S_{0}\right) \subseteq \mathcal{A}$. For any character of $S_{0}$ not belonging to $\mathcal{A}$ - say $u_{j}$, add to $\mathcal{S}^{\prime}$ one substring $S_{i}^{1}$ that was not in $\mathcal{S}^{\prime}$ but contains $u_{j}$, meanwhile, remove from $\mathcal{S}^{\prime}$ correspondingly two substrings $S_{i}^{2}$ and $S_{m+i}$. Every such replacement operation will change a given $v_{i}$ by $u_{j}$ in $\mathcal{A}$ without decreasing the cardinality of $\mathcal{A}$ (i.e. an equally good solution). Once this subroutine has been applied to $\left(\mathcal{A}, \mathcal{S}^{\prime}\right)$, one can build a cover $\mathcal{F}^{\prime}=\left\{F_{i}: S_{i}^{2} \notin \mathcal{S}^{\prime}\right\}$. The subroutine guarantees that all elements of $S_{0}$ belong to $\mathcal{F}^{\prime}$ - a cover for $\mathcal{U}$.

Clearly, $|\mathcal{A}|-n$ corresponds to the number of $v_{j}$ s belonging to $\mathcal{A}$. Considering $S_{1}, S_{2} \ldots S_{m}$ (where $S_{j}^{2}$ s appear), there exist at most $m-(|\mathcal{A}|-n)$ strings such that $S_{j}^{2} \notin \mathcal{S}^{\prime}$; inducing that $\left|\mathcal{F}^{\prime}\right| \leq m-(|\mathcal{A}|-n)$.

Theorem 4. MaxMrs is APX-hard even in the special case where, for every input string $S_{i},\left|\mathcal{C S}\left(S_{i}\right)\right|=\left|S_{i}\right|$.

Proof. Consider Minimum 3-SetCover-3 (Min3SC-3), a subproblem of MinSC, where the size of any set in $\mathcal{F}$ is bounded by 3 as well as the number of times each character of $\mathcal{U}$ occurs in $\mathcal{F}$. We will prove the theorem by contradiction, assuming that MaxMrs admits a Polynomial-Time Approximation Scheme (PTAS), i.e. one would be able to find an approximation algorithm leading to an approximate solution $\left(\mathcal{A}_{A P X}, \mathcal{S}_{A P X}\right)$, which compared with the optimal solution $\left(\mathcal{A}_{O P T}, \mathcal{S}_{O P T}\right)$, induces $\left|\mathcal{A}_{A P X}\right| \geq(1-\epsilon) \cdot\left|\mathcal{A}_{O P T}\right|$ for a parameter $\epsilon>0$. Accordingly, under the same assumption, we will prove that Min3SC-3 also admits a PTAS, i.e. one would be able to find an approximation algorithm leading to an approximate solution $\mathcal{F}_{A P X}$, which compared with the optimal solution $\mathcal{F}_{O P T}$, induces $\left|\mathcal{F}_{A P X}\right| \leq(1+\gamma) \cdot\left|\mathcal{F}_{O P T}\right|$ for a parameter $\gamma>0-\mathrm{a}$ contradiction to the fact that Min3SC-3 is APX-hard [15].

Since each character of $\mathcal{U}$ occurs at most three times in $\mathcal{F}$, the size of the ground set used to build $\mathcal{F}$ is at most $3 n$, leading to $m \leq 3 n$. Moreover, any cover $\mathcal{F}^{\prime} \subseteq \mathcal{F}$ of $\mathcal{U}$ is at least of size $\frac{n}{3}$ since $\mathcal{F}$ is composed of sets of size at most three. Hence, $\frac{n}{3} \leq\left|\mathcal{F}_{O P T}\right|$ and consequently, $m \leq 9 \cdot\left|\mathcal{F}_{O P T}\right|$.

If we have an approximate solution $\left(\mathcal{A}_{A P X}, \mathcal{S}_{A P X}\right)$, then
By Lemma 3

$$
\left|\mathcal{F}_{A P X}\right| \leq m-\left(\left|\mathcal{A}_{A P X}\right|-n\right)
$$

By assumption, $\quad m-\left(\left|\mathcal{A}_{A P X}\right|-n\right) \leq m-\left((1-\epsilon) \cdot\left|\mathcal{A}_{O P T}\right|-n\right)$
By Lemma 2
$\left|\mathcal{A}_{O P T}\right|=n+m-\left|\mathcal{F}_{O P T}\right|$
Which leads to,
$\left|\mathcal{F}_{A P X}\right| \leq \epsilon \cdot n+\epsilon \cdot m+(1-\epsilon) \cdot\left|\mathcal{F}_{O P T}\right|$
( $m \leq 3 n \leq 9\left|\mathcal{F}_{O P T}\right|$ )
$\leq 12 \epsilon \cdot\left|\mathcal{F}_{O P T}\right|+(1-\epsilon) \cdot\left|\mathcal{F}_{O P T}\right|$
Finally, $\leq(1+11 \epsilon) \cdot\left|\mathcal{F}_{O P T}\right|$

We now prove the following result on restricted instances.
Theorem 5. If one restricts neither the maximum number of gene losses per substring of interest, nor the maximum number of substrings of interest per chromosome, and if every input sequence contains no duplicated characters, finding all the MRs becomes a polynomial task.

Proof. Consider a graph $G=(V, E)$ obtained from $\mathcal{S}$ in such a way that a vertex is assigned to every character in each string $S_{i} \in \mathcal{S}$ and a red (resp. blue) colored edge is created between any two adjacent characters (resp. any two vertices representing identical characters). Given this representation, the notion of character set naturally extends to any subgraph $G\left[V^{\prime}\right]$ of $G$ as the set of represented characters by $V^{\prime}$. Our method consists in an iterative procedure which stops when none of the following operations can be applied anymore. The results will consist of a set of connected components, each corresponding to a Mrs. The first operation consists in removing from $V$ any vertex which
is only incident to red colored edges. This polynomial operation results in the removal of genes not appearing twice in a candidate connected component. The second operation gets rid of candidates not fulfilling the minimum contribution to the ancestral gene set by pruning any red edge-induced subgraph $G^{\prime}$ such that $\left|\mathcal{C S}\left(G^{\prime}\right)\right|<\epsilon_{m}$. This operation can be done in linear time by browsing any connected component. Once none of these operations can be done anymore, it is easy to see that each remaining connected component corresponds to a Mrs.
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#### Abstract

This paper considers the quasi-random rumor spreading model introduced by Doerr, Friedrich, and Sauerwald in [SODA 2008], hereafter referred to as the list-based model. Each node is provided with a cyclic list of all its neighbors, chooses a random position in its list, and from then on calls its neighbors in the order of the list. This model is known to perform asymptotically at least as well as the random phonecall model, for many network classes. Motivated by potential applications of the list-based model to live streaming, we are interested in its worst case behavior.

Our first main result is the design of an $O(m+n \log n)$-time algorithm that, given any $n$-node $m$-edge network $G$, and any source-target pair $s, t \in V(G)$, computes the maximum number of rounds it may take for a rumor to be broadcast from $s$ to $t$ in $G$, in the list-based model. This algorithm yields an $O(n(m+n \log n)$ )-time algorithm that, given any network $G$, computes the maximum number of rounds it may take for a rumor to be broadcast from any source to any target, in the list-based model. Hence, the list-based model is computationally easy to tackle in its basic version.

The situation is radically different when one is considering variants of the model in which nodes are aware of the status of their neighbors, i.e., are aware of whether or not they have already received the rumor, at any point in time. Indeed, our second main result states that, unless $\mathrm{P}=$ NP, the worst case behavior of the list-based model with the additional feature that every node is perpetually aware of which of its neighbors have already received the rumor cannot be approximated in polynomial time within a $\left(\frac{1}{n}\right)^{\frac{1}{2}-\epsilon}$ multiplicative factor, for any $\epsilon>0$. As a byproduct of this latter result, we can show that, unless $\mathrm{P}=\mathrm{NP}$, there are no PTAS enabling to approximate the worst case behavior of the list-based model, whenever every node perpetually keeps track of the subset of its neighbors which have sent the rumor to it so far.


Keywords: Rumor spreading, broadcast, gossip, random phone-call model.

[^33]
## 1 Introduction

Randomized rumor spreading, also known as randomized gossip, or epidemic protocol, is a simple, scalable and naturally fault-tolerant protocol to disseminate information in networks. It has been proposed for various applications, including, e.g., the maintenance of replicated databases [9], publish-subscribe [8], application-level multicast [428, and live streaming [23]. The random phone-call model [34], in its push variant, captures the essence of such a protocol. Communications proceed in synchronous rounds and, at each round, a node aware of an atomic piece of information selects one of its neighbors in the network, uniformly at random, and forwards the piece of information to that node. It was noticed in [10] that a quasi-random analogue to the random phone-call model, hereafter referred to as the list-based model, where each node is provided with a cyclic list of all its neighbors, chooses a random position in its list, and from then on calls its neighbors in the order of the list, performs asymptotically at least as well as in the random phone-call model. By "performs as well", it is meant that, in expectation, or with a certain probability, the numbers of rounds required for a piece of information initiated at any source node to reach all nodes in the network, are of similar order of magnitude in both models. This holds for a large number of networks classes, even when the lists are given by an adversary.

In fact, results in the literature demonstrate that randomized phone-call rumor spreading and list-based rumor spreading offer performances close to the best that can be achieved for large classes of networks, that is, close to the optimal communication schedule that could be computed by a centralized algorithm aware of the structure of the entire network. For instance, it is known 101925 that, for almost all random graphs in $\mathcal{G}_{n, p}$ with $p$ above the connectivity threshold $\ln n / n$, both protocols perform asymptotically in $O(\log n)$ rounds, with high probability (whp), that is with probability at least $1-O\left(1 / n^{\alpha}\right)$ for some $\alpha>0$.

Unfortunately, such a nice behavior of the different variants of randomized rumor spreading is, for many reasons, not sufficient to guarantee a good performance for all kinds of applications. First, the random graph model $\mathcal{G}_{n, p}$ is not necessarily reflecting the structure of real world networks. For arbitrary networks, the behavior of randomized rumor spreading is not precisely known. Upper bounds on the number of rounds required for an information to spread over all nodes are known 671011263839 . However, although these bounds are often tight, they are general and therefore do not necessarily capture the behavior of rumor spreading for each network $G$. This holds even if one restricts the analysis to networks with given properties such as bounded edge-expansion [38], bounded node-expansion [39, or bounded conductance 6 7 26] (see also [5]). Second, applications like file sharing or data streaming require sending a large number of information pieces - called packets or chunks or frames, depending on the context. In such circumstances, results in expectation, or even whp, may not guarantee that some (or even a constant fraction) of these pieces will not experience high delay, which may result in increasing the packet loss ratio, preventing good reception of files. Indeed, "whp" refers to a certain statistical guarantee expressed as a function of the network size $n$. Thus, if the number of packets is
of a similar or larger order of magnitude than $n$, then this guarantee may not be sufficient to prevent several "bad events" to occur. Third, applications like audio or video streaming requires to control the jitter, i.e., the difference in time between the reception of two consecutive packets. Again, results on expectation, or even whp, may not allow the designer to calibrate well the size of application buffers so as to make sure that high jitter will not prevent a good reception of the audio or video stream.

It is worth noticing that enforcing higher probability $1-O\left(1 / n^{\alpha}\right)$ of success for each packet, i.e., increasing $\alpha$, does not necessarily provide a solution to the above concerns. Indeed, for doing so, one must assume that the analysis of the protocol allows us to establish explicit tradeoffs between the probability of success and the bound on the number of rounds for the specific network, or class of networks, we are dealing with. Moreover, it may happen that explicit tradeoffs are not tight enough, in the sense that increasing the probability of success above the desired threshold may result in a bound on the number of rounds that actually exceeds the worst case behavior of the randomized gossip protocol. For instance, it is proved in [10] that list-based gossip propagates a rumor to all nodes of the hypercube in at most $1542 \cdot \log n$ rounds, with probability at least $1-1 / n$. This bound on the number of rounds is above the trivial bound $\log ^{2} n$ on the worst case behavior of the list-based protocol in hypercubes, for all reasonable values of the number of nodes 1 .

So, in order to address the above concerns, this paper tackles the question of how bad randomized rumor spreading can be.

More specifically, given a network $G$, we are interested in computing the worst case behavior of randomized rumor spreading in $G$. Since the general version of randomized gossip does not prevent a packet to ping-pong between two adjacent nodes for an arbitrarily large number of rounds, we perform our investigation in the framework of list-based randomized rumor spreading. In this context, the worst case behavior of the protocol is given by a worst case choice for the cyclic lists of neighbors provided to the nodes, combined with a worst case choice for the starting positions in these lists. Let us denote by $t_{\mathrm{Sn}}(G, s, t)$ the maximum number of rounds it can take for a packet initiated at source $s$ to reach target $t$ in network $G$ when applying the list-based randomized rumor spreading, and let $t_{\mathrm{sn}}(G)=\max _{s, t \in V(G)} t_{\mathrm{Sn}}(G, s, t)$. The index "sn" stands for "skip none", as every node visits its list blindly, sending the information to each of its neighbors, ignoring the fact that it may be aware that some neighbors have already received the information from other nodes. Thus, $t_{\mathrm{sn}}(G)$ is an absolute upper bound on the maximum delay between two consecutive packets spread in the network using the randomized list-based protocol. Of course, this bound captures only delays caused by the protocol itself, and ignores other reasons that may cause delay, like traffic congestion, which are beyond the scope of this paper.

[^34]It is easy to come up with networks for which $t_{\mathrm{sn}}(G)=\Omega(n)$ (e.g., complete networks and star networks), and with other networks for which $t_{\mathrm{sn}}(G)=$ $O(\log n)$ (e.g., complete binary trees). However, computing $t_{\mathrm{sn}}(G)$ for an arbitrary network $G$ does not appear as easy (see Section [2.1). The analysis becomes even more tricky when one is dealing with natural optimization of the list-based protocol. For instance, at every round, every node could skip sending a piece of information to neighbors from which it had received the same piece during previous rounds, including the neighbor from which it received the piece first. We denote by $t_{\mathrm{SS}}(G, s, t)$ and $t_{\mathrm{SS}}(G)$ the corresponding worst case performances of the list-based protocol, where the index "ss" stands for "skip senders". More generally, one can assume some underlying mechanism enabling nodes to be perpetually aware of the subset of neighbors which are already informed, and we define $t_{\mathrm{si}}(G, s, t)$ and $t_{\mathrm{si}}(G)$ as the corresponding worst case performances of the list-based protocol, where the index "si" stands for "skip informed". To illustrate the difficulty of the skip-informed model, note that it is only known that $\frac{3}{2} \log n \leq t_{\mathrm{si}}\left(Q_{d}\right) \leq \frac{1}{2} \log ^{2} n$ for the $d$-dimensional hypercube $Q_{d}$ (see [31]). By definition, for every network $G$, and every source-target pair $s, t \in V(G)$, we have

$$
\Omega(\log n) \leq t_{\mathrm{si}}(G, s, t) \leq t_{\mathrm{SS}}(G, s, t) \leq t_{\mathrm{sn}}(G, s, t) \leq O(n)
$$

The lower bound $\Omega(\log n)$ follows from the fact that, at each round, an informed node can inform at most one uniformed node, which implies that the number of informed nodes at most doubles at each round. The upper bound $O(n)$ follows from the fact that the sum of node degrees along a shortest path from the source to any node cannot exceed $3 n$ [19]. This paper is interested in the design of algorithms to compute the above three parameters $t_{\mathrm{sn}}, t_{\mathrm{ss}}$, and $t_{\mathrm{si}}$ for any given network $G$ and any source-target pair $(s, t)$.

### 1.1 Our Results

We exhibit exponential gaps between $t_{\mathrm{Sn}}, t_{\mathrm{SS}}$, and $t_{\mathrm{si}}$. Specifically, we show that there are networks $G$ and source-target pairs $s, t \in V(G)$ such that $t_{\mathrm{sn}}(G, s, t)=$ $\Omega(n)$ whereas $t_{\mathrm{SS}}(G, s, t)=O(\log n)$. Similarly, we show that there are networks $G$ and source-target pairs $s, t \in V(G)$ such that $t_{\mathrm{SS}}(G, s, t)=\Omega(n)$ whereas $t_{\mathrm{si}}(G, s, t)=O(\log n)$. Hence, small variations in the implementation of the listbased randomized rumor spreading protocol can have a tremendous impact on the worst case behavior of the protocol.

Our first main result is the design of an $O(m+n \log n)$-time algorithm, that, for any given $n$-node $m$-edge network $G$, and any pair ( $s, t$ ) of nodes in $G$, computes $t_{\mathrm{sn}}(G, s, t)$. More specifically, for any fixed target $t$, our algorithm computes a set of lists $\mathcal{L}=\left\{L_{u}, u \in V\right\}$ such that, for any source $s$, broadcasting from $s$ to $t$ according to this set $\mathcal{L}$ takes $t_{\mathrm{sn}}(G, s, t)$ rounds. Thus, our algorithm directly yields an $O(n(m+n \log n))$-time algorithm that, given any $n$-node $m$ edge network $G$, computes the maximum number of rounds $t_{\mathrm{sn}}(G)$ it may take for a rumor to be broadcast from any source to any target, in the list-based model. Hence, the list-based protocol is computationally easy to tackle in its basic version.

The situation is radically different when one is considering the two aforementioned variants of the protocol. Indeed, we show that, unless $\mathrm{P}=\mathrm{NP}$, there are no PTAS (polynomial-time approximation scheme) for $t_{\mathrm{SS}}(G, s, t)$. More specifically, we show that there are no polynomial-time algorithms enabling to approximate $t_{\mathrm{SS}}(G, s, t)$ up to multiplicative factor $\frac{1}{2}+\epsilon$ for arbitrarily small positive $\epsilon$, unless $\mathrm{P}=\mathrm{NP}$. This result is actually based on a construction used to establish our second main result stating that, unless $\mathrm{P}=\mathrm{NP}, t_{\mathrm{si}}(G, s, t)$ cannot be approximated in polynomial time within a $\left(\frac{1}{n}\right)^{\frac{1}{2}-\epsilon}$ multiplicative factor, for any $\epsilon>0$.

The results of this paper can be extended to directed graphs. In the context of directed graphs, the skip-none model remains tractable (i.e., solvable in polynomial time), and the skip-informed model remains intractable. Actually, it is possible to show that, for both skip-sender and skip-informed models, the worst case performances of the list-based protocol cannot be approximated in polynomial time within a $\left(\frac{1}{n}\right)^{1-\epsilon}$ multiplicative factor, for any $\epsilon>0$.

The point of view of the adversary. Whether our results can be viewed as good news depends on the perspective. On one hand, it is a good news because the existence of a polynomial-time algorithm for the skip-none model guarantees that the designer can calibrate its application according to the maximum delay experienced by a packet. On the other hand, the same result states that, if the broadcast protocol does not use randomization, and just uses lists to distribute the packets to neighbors in a round-robin manner, then an adversary can easily compute the lists that will generate the worst performance for rumor spreading. Instead, our inapproximability result for the skip-informed model shows that a deterministic adversary will experience serious difficulties in computing the worst case lists in general. This is just a relative good news for the designer since the skip-informed model requires perpetual exchanges of signaling messages between neighbors, which may be hard to implement. Instead, removing from the list the entries corresponding to neighbors from which a node has received a packet does not require extra communication facilities. Hence, using the skip-sender model could be a good solution for the designer, if hard to approximate (as, e.g., in directed networks). So far, our upper bound $\frac{1}{2}+\epsilon$ does not guarantee that an adversary cannot efficiently generate lists for which the (deterministic) list-based protocol would perform poorly.

### 1.2 Other Related Work

The one-to-all broadcast problem has a long history, initiated in the 1960s by investigations aiming at understanding the structure of networks enabling fast information dissemination (see [32] for a survey). Motivated by the emergence of tightly coupled multi-processor architectures for parallel computers in the 1980s, lots of investigations have addressed the broadcast problem in specific network families, including hypercubes and butterfly-like graphs (see the surveys [22 33]). The problem of computing an optimal (i.e., minimum time) broadcast protocol
for an arbitrary source in an arbitrary network is known to be hard, even to approximate [12], and a sub-logarithmic approximation algorithm has been derived only recently 13] (see also [237]).

Randomized rumor spreading has been introduced in [24] where it is proved that it performs in $O(\log n)$ rounds in the complete graphs (see also [36]). Its "push" variant has been then analyzed for various graph topologies, including random graphs [25], hypercubes [19], Star graphs 15], Cayley graphs [16], regular graphs [18], and random regular graphs [20]. The "push-pull" variant aiming at reducing the number of transmissions has been analyzed in [314172134]. Other variants of randomized rumor spreading, aiming at reducing the amount of randomness, have been successfully described in 10 1127.

The worst case behavior of randomized rumor spreading has already been addressed in the literature, in the framework of so-called "messy" broadcasting, introduced in [1], where $t_{\mathrm{si}}, t_{\mathrm{Ss}}$ and $t_{\mathrm{sn}}$ are denoted by $t_{1}, t_{2}, t_{3}$, respectively. For instance, it was proved in [30] that, for every network $G, t_{\mathrm{sn}}(G) \leq 2 n-3$. Specific network topologies have been considered in [31]. For instance, regarding hypercubes, it is known that $t_{\mathrm{SS}}\left(Q_{d}\right)=\frac{d(d-1)}{2}+1, t_{\mathrm{Sn}}\left(Q_{d}\right)=\frac{d(d+1)}{2}$, but it is not known whether $t_{\mathrm{si}}\left(Q_{d}\right)=O(d)$ or $t_{\mathrm{si}}\left(Q_{d}\right)=\Omega\left(d^{2}\right)$, or whether it lies between these two bounds (see [29 31]).

## 2 Model and Preliminary Results

### 2.1 The List-Based Model

Let $G=(V, E)$ be a simple and connected $n$-node graph, and let $s \in V$ be a source node. We are interested in computing the time it takes for a rumor initiated at $s$ to reach all nodes in $G$, in the list-based model. Communications perform in synchronous rounds. At each round, every node informed of the rumor sends this rumor to one of its neighbors. Each broadcast scenario can be described by assigning an ordered list $L_{u}$ to every node $u \in V$, listing its neighbors in $G$ in some order. Upon reception of the rumor for the first time, say at round $r$, node $u$ propagates the rumor by sending it to its $i$ th neighbor in list $L_{u}$ at round $r+i, 1 \leq i \leq \operatorname{deg}(u)$ where $\operatorname{deg}(u)$ denotes the degree of $u$ in $G$. Note that $u$ may send the rumor to neighbors that already got it from other nodes. It will actually even send the rumor back to the node from which it originally got the rumor. To take into account this phenomenon, the model has three different variants.

- The skip none (sn) variant. This is the basic version of the list-based model, as described above: every node $u$ propagates the rumor to all its neighbors, in the order defined by the list $L_{u}$. Let $\mathcal{L}=\left\{L_{u}, u \in V\right\}$, and let $\varrho(G, \mathcal{L}, s, t)$ be the number of rounds it takes for a rumor initiated by $s$ to reach node $t$ when the rumor is spread in $G$ according to the protocol defined by the lists in $\mathcal{L}$. We define $t_{\mathrm{sn}}(G, s, t)=\max _{\mathcal{L}} \varrho(G, \mathcal{L}, s, t)$ and $t_{\mathrm{Sn}}(G)=\max _{s, t \in V} t_{\mathrm{Sn}}(G, s, t)$.
- The skip senders (ss) variant. When a node $u$ performs rumor spreading according to $L_{u}$, this variant assumes that $u$ skips sending the rumor to nodes from which it has received the rumor so far. More precisely, assume $u$ receives the rumor at round $r$. For $i \geq 1$, let $S_{i}$ be the subset of $u$ 's neighbors from which $u$ has received the same rumor at some round in $[r, r+i-1]$. At round $r+i$, node $u$ sends the rumor to the next neighbor in the list $L_{u} \backslash S_{i}$. We then define $t_{\mathrm{SS}}(G, s, t)$ and $t_{\mathrm{SS}}(G)$ as above.
- The skip informed (si) variant. This variant assumes the existence of an underlying mechanism letting every node know which of its neighbors has received the rumor, at any point in time. More precisely, assume $u$ receives the rumor at round $r$. For $i \geq 1$, let $I_{i}$ be the subset of $u$ 's neighbors which are aware of the rumor before round $r+i$. At round $r+i$, node $u$ sends the rumor to the next neighbor in the list $L_{u} \backslash I_{i}$. We then define $t_{\mathrm{si}}(G, s, t)$ and $t_{\mathrm{si}}(G)$ as above.

The three models skip informed, skip senders, and skip none are respectively denoted $M_{1}, M_{2}$, and $M_{3}$ in [1]. Observe that the model skip-sender is practical in case of the broadcasting of a single rumor, while the model skip-none is probably the most practical in case of a sequence of rumors. Indeed, the former model requires every node to maintain the list of neighbors from which it has already received every message, while the latter model is oblivious to multiple receptions of the same message. The last variant, skip-informed, is the most efficient of the three variants, for it avoids a node to receive the same message again and again at different rounds. Nevertheless, there are $n$-node graphs $G$ satisfying $t_{\mathrm{si}}(G)-1$. (We obviously have $t_{\mathrm{si}}(G) \leq n-1$ for every $n$-node graph since at least one new node gets informed at each round in the skip-informed variant). The following result actually characterizes the "slowest" graphs for the skip-informed variant (due to lack of space, the proof is omitted).

Property 1. For every $n$-node graph, $t_{\mathrm{si}}(G)-1$ if and only if $G$ is an interval graph.

Note that the characterization of the "slowest" graphs for the skip-none model turns out to be far more difficult. In particular, they cannot be characterized by a finite list of excluded minors or subgraphs. Indeed, for any graph $H$, there is a worst-case graph $G$ containing $H$ as a subgraph: it is obtained by connecting the nodes of $H$ and those of a complete graph $K$ of size at least $|V(H)|$ by a complete bipartite graph, with a universal node $u$ connected to all nodes in $H$, all nodes in $K$, and to an additional node $t$. With $s$ in the complete graph $K$, we have $t_{\mathrm{sn}}(G, s, t)=2 n-3$ where $n=|V(H)|+|V(K)|+2$. See [30] for a subset of all possible slowest graphs.

### 2.2 Exponential Gaps

In order to illustrate the differences between the three variants of the list-based model, we underline the existence of exponential gaps between the three parameters $t_{\mathrm{sn}}, t_{\mathrm{SS}}$, and $t_{\mathrm{si}}$. The property below deals with the skip-none variant versus
the skip-sender variant (due to lack of space, the proof, as well as the proof of next property are omitted).

Property 2. There exists a graph $G=(V, E)$ and $s, t \in V$ such that $t_{\mathrm{sn}}(G, s, t)=$ $\Omega(n)$ whereas $t_{\mathrm{SS}}(G, s, t)=O(\log n)$.

The next result deals with the skip-sender variant versus the skip-informed variant.

Property 3. There exists a graph $G=(V, E)$ and $s, t \in V$ such that $t_{\mathrm{SS}}(G, s, t)=$ $\Omega(n)$ whereas $t_{\mathrm{si}}(G, s, t)=O(\log n)$.

Remark. Using the same graph as Property [2 one can prove that there exists a graph $G$ such that $t_{\mathrm{Sn}}(G)=\Omega(n)$ whereas $t_{\mathrm{SS}}(G)=O(\log n)$. On the other hand, it is not clear whether such an exponential gap exists for $t_{\mathrm{SS}}$ versus $t_{\mathrm{si}}$. The best we know is the existence of a graph $G$ such that $t_{\mathrm{SS}}(G)=\Omega(n)$ whereas $t_{\mathrm{si}}(G)=O(\sqrt{n})$.

## 3 A Polynomial-Time Algorithm for the "Skip None" Variant

This section is dedicated to our first main result. We show that the model skipnone is computationally tractable.

Theorem 1. There exists an algorithm running in time $O(m+n \log n)$ in $n$ node $m$-edge graphs which, for any graph $G=(V, E)$ and any target $t \in V$, computes the $n$ values $t_{\mathrm{sn}}(G, s, t)$, for all $s \in V$.

Proof. We describe an algorithm that achieves the performance claimed in the statement of the theorem. This algorithm is described in Algorithm To each node $v \in V$ are associated three variables: a non-negative integer value $(v)$, a boolean $\operatorname{tag}(v)$, and an auxiliary variable $\operatorname{maxlab}(v) \in\{1, \ldots, \operatorname{deg}(v)\}$. We will prove that, after the algorithm completes, we have $t_{\mathrm{sn}}(G, s, t)=\operatorname{value}(s)$ for every $s \in V$. The boolean $\operatorname{tag}(v)$ indicates whether $\operatorname{value}(v)$ is fixed $(\operatorname{tag}(v)=1)$ or can still be updated $(\operatorname{tag}(v)=0)$. The auxiliary variable $\operatorname{maxlab}(v)$ indicates the maximum label that can currently be assigned to incident edges of $v$, during the execution of the algorithm. Indeed, to each edge $\{u, v\} \in E$ are associated two labels label $(u, v)$ and $\operatorname{label}(v, u)$. We will prove that, after the algorithm completes, for every node $u$, we have all labels $\operatorname{label}(u, v)$ pairwise distinct for all nodes $v$ in the neighborhood $N(u)$ of $u$, with values between 1 and $\operatorname{deg}(u)$.

First, observe that, by the setting of $\operatorname{label}(u, v)$ in the while-loop in Algorithm we do have $1 \leq \operatorname{label}(u, v) \neq \operatorname{label}\left(u, v^{\prime}\right) \leq \operatorname{deg}(u)$ for any two neighbors $v, v^{\prime}$ of $u$. Using this fact, we directly get that $t_{\mathrm{Sn}}(G, s, t) \geq \operatorname{value}(s)$ for every $s$. To see why, let us consider the protocol where each node $u$ receiving the message at time $\tau$ forwards the message to $v \in N(u)$ at time $\tau+\operatorname{label}(u, v)$, where $N(u)$ denotes the set of neighbors of $u$. This protocol is consistent with the

```
Input: \(G=(V, E)\), and \(t \in V\);
Output: \(t_{\mathrm{Sn}}(G, s, t)\) for every \(s \in V\);
value \((t) \leftarrow 0\);
\(\operatorname{tag}(t) \leftarrow 0\);
forall the \(u \in V \backslash\{t\}\) do
    value \((u) \leftarrow \infty\);
    \(\operatorname{tag}(u) \leftarrow 0 ;\)
    \(\operatorname{maxlab}(u) \leftarrow \operatorname{deg}(u)\)
end
while \(\exists u \mid \operatorname{tag}(u)=0\) do
    \(v \leftarrow \operatorname{argmin}\{\) value \((u) \mid \operatorname{tag}(u)=0\} ;\)
    forall the \(u \in N(v)\) do
        \(\operatorname{label}(u, v) \leftarrow \operatorname{maxlab}(u)\);
        \(\operatorname{maxlab}(u) \leftarrow \operatorname{maxlab}(u)-1\);
        value \((u) \leftarrow \min \{\operatorname{value}(u), \operatorname{label}(u, v)+\operatorname{value}(v)\}\)
    end
    \(\operatorname{tag}(v) \leftarrow 1 ;\)
end
output value \((s)\) for every \(s \in V\).
```

Algorithm 1: Algorithm for computing $t_{\mathrm{sn}}$
skip-none model. Therefore, $t_{\mathrm{Sn}}(G, s, t) \geq \operatorname{dist}_{D}(s, t)$ where the distance is computed in the weighted digraph $D$ obtained by replacing every edge $\{u, v\}$ by two $\operatorname{arcs}(u, v)$ and $(v, u)$, with respective weights $\operatorname{label}(u, v)$ and $\operatorname{label}(v, u)$. Now, by construction, we have $\operatorname{dist}_{D}(s, t)=\operatorname{value}(s)$ as the assignment of value $(s)$ performed by Algorithm is achieved in a way similar to Dijkstra's algorithm, applied for computing the single-target shortest-paths in directed graphs with nonnegative weights. In our algorithm, the edge-weights are the edge-labels, which are set online, while running the algorithm. Thus, $t_{\mathrm{sn}}(G, s, t) \geq$ value $(s)$.

Now we show that $t_{\mathrm{Sn}}(G, s, t) \leq \operatorname{value}(s)$ for every $s$. Note that the value of a node can only decrease while processing the algorithm, and, once a node is tagged 1, its value remains unchanged until the end of the algorithm, Moreover, the following holds:
$(\star)$ once a node is tagged 1 , its value is upper bounded by the final values of all nodes still tagged 0 .

Indeed, when a node $v$ is tagged 1 , it has the minimum value $x=\operatorname{value}(v)$ among all nodes currently tagged 0 . Let us consider $u$ with $\operatorname{tag}(u)=0$. By the choice of $v$, we have $\operatorname{value}(u) \geq x$. If value $(u)$ is eventually modified, the new value is of the form $\operatorname{label}(u, w)+\operatorname{value}(w)$ where $\operatorname{tag}(w)=0$. Since $\operatorname{tag}(w)=0$, we have $\operatorname{value}(w) \geq x$, and thus the new $\operatorname{value}(u)$ is at least $x+1$.

We prove $t_{\mathrm{sn}}(G, s, t) \leq \operatorname{value}(s)$ by contradiction. Assume that there exists a node $s$ with $\operatorname{value}(s)<t_{\mathrm{sn}}(G, s, t)$. Among these nodes, let $v$ be the node that is tagged 1 first. At the moment $v$ is tagged 1 , some of its neighbors $w_{1}, \ldots, w_{k_{0}}$
are tagged 0 while others $w_{k_{0}+1}, \ldots, w_{k_{0}+k_{1}}$ are tagged 1 , with $k_{0}+k_{1}=\operatorname{deg}(v)$. If $v$ has no neighbors tagged 1 , then either $v=t$ and $\operatorname{value}(t)=t_{\mathrm{Sn}}(G, t, t)=0$, or $\operatorname{value}(v)=\infty$. In both cases, we would have value $(v) \geq t_{\mathrm{Sn}}(G, v, t)$. So, we have $k_{1}>0$. Assume, w.l.o.g., that the nodes $w_{i}$ are indexed so that, for $1 \leq i<k_{0}+k_{1}, w_{i}$ is (eventually) tagged 1 after $w_{i+1}$ is. Therefore, for any $i$, $1 \leq i \leq k_{0}+k_{1}$, by the setting of the labels from $\operatorname{deg}(v)$ down to 1 , we have
$(\star \star)$ if $w_{i}$ is tagged 1 , then $\operatorname{label}\left(v, w_{i}\right)=i$,
and, as a direct consequence of $(\star)$, we get
$(\star \star \star)$ if $w_{i+1}$ is also tagged 1 , then $\operatorname{value}\left(w_{i}\right) \geq \operatorname{value}\left(w_{i+1}\right)$.
We are now ready to establish a contradiction. Let $\Sigma$ be set of permutations of $1, \ldots, \operatorname{deg}(v)$. We have $t_{\mathrm{sn}}(G, v, t) \leq \max _{\pi \in \Sigma} \min _{1 \leq i \leq k_{0}+k_{1}}\left(\pi(i)+t_{\mathrm{sn}}\left(G, w_{i}, t\right)\right)$ where $\pi(i)$ is the time at which $v$ sends the information to $w_{i}$. We get the following:

$$
\begin{aligned}
t_{\mathrm{sn}}(G, v, t) & \leq \max _{\pi \in \Sigma} \min _{1 \leq i \leq k_{1}}\left(\pi\left(k_{0}+i\right)+t_{\mathrm{sn}}\left(G, w_{k_{0}+i}, t\right)\right) \\
& \leq \max _{\pi \in \Sigma} \min _{1 \leq i \leq k_{1}}\left(\pi\left(k_{0}+i\right)+\operatorname{value}\left(w_{k_{0}+i}\right)\right) \text { because } v \text { is the first node } \\
& \quad \text { tagged } 1 \text { among those satisfying value }(v)<t_{\mathrm{sn}}(G, v, t) \\
& =\min _{1 \leq i \leq k_{1}}\left(k_{0}+i+\operatorname{value}\left(w_{k_{0}+i}\right)\right) \text { because of }(\star \star \star) \\
& =\min _{1 \leq i \leq k_{1}}\left(\operatorname{label}\left(v, w_{k_{0}+i}\right)+\operatorname{value}\left(w_{k_{0}+i}\right)\right) \text { because of }(\star \star) \\
& =\operatorname{value}(v)
\end{aligned}
$$

Thus, we get $t_{\mathrm{sn}}(G, v, t) \leq \operatorname{value}(v)$, a contradiction.
Finally, the running time of Algorithm is $O(m+n \log n)$, as the running time of the algorithm is the same as the running time of Dijkstra's algorithm. (Here we assume that the nodes whose tags are null are stored in a priority queue implemented by a Fibonacci heap).

Corollary 1. There exists an algorithm running in time $O(n(m+n \log n))$ in $n$-node $m$-edge graphs which, for any graph $G$, computes $t_{\mathrm{sn}}(G)$.

## 4 Inapproximability Results

In this section, we show that, as opposed to the skip none variant of the listbased model, the two other variants of the model are hard to approximate. Given a maximization problem $\mathcal{P}$, we say that a (polynomial-time) algorithm $\mathcal{A}$ is a $\rho$ approximation algorithm for $\mathcal{P}$ if for any instance $x$ of $\mathcal{P}$, we have $\rho \cdot \operatorname{OPT}(x) \leq$ $\mathcal{A}(x) \leq \mathrm{OPT}(x)$. First, we show that the worst case performance of the listbased protocol in the skip-informed model is essentially non approximable.

Theorem 2. Unless $\mathrm{P}=\mathrm{NP}$, $t_{\mathrm{si}}(G, s, t)$ cannot be approximated in polynomial time within a $\left(\frac{1}{n}\right)^{\frac{1}{2}-\epsilon}$ multiplicative factor, for any $\epsilon>0$.


Fig. 1. Graphical representation of the gadget used in the proof of Theorem [2]

Proof. The proof is by reduction from 3-SAT. Actually, for convenience, we do a reduction from the negation of E3-SAT (exactly 3-SAT), denoted by E3-DNFUNSAT. Let $\Phi$ be a E3-DNF formula, i.e., a disjunction of clauses where each clause is a conjunction of exactly three literals. $\Phi$ is in E3-DNF-UNSAT if and only if there exists an assignment of its variables such that $\Phi$ is false.

We will use the following gadget, called diode. A diode $D$ is a graph of size $2 \nu+1$, for any $\nu$ power of 2 , with two identified nodes, called entrance and exit, each of them of degree 1 . It is obtained from a complete binary tree $T$ with $\nu$ leaves by (1) connecting the leaves of $T$ as a complete graph $K_{\nu}$, (2) adding an entrance node $v_{i n}$ connected to the root of $T$, and (3) adding an exit node $v_{\text {out }}$ connected to one arbitrary leaf of $T$. It is easy to check that $t_{s i}\left(D, v_{\text {in }}, v_{\text {out }}\right)=\Theta(\log \nu)$ and $t_{s i}\left(D, v_{\text {out }}, v_{\text {in }}\right)=\nu+\Theta(\log \nu)$. Thus $D$ satisfies a "diode property", i.e., messages flow rapidly in one direction from $v_{\text {in }}$ to $v_{\text {out }}$, while they flow very slowly in the other direction from $v_{o u t}$ to $v_{\text {in }}$.

Let $\Phi$ be an E3-DNF formula with $p$ variables $x_{1}, \ldots, x_{p}$ and $q$ clauses $C_{1}, \ldots, C_{q}$. Given $\Phi$, we construct a graph $G$ with two identified nodes $s$ and $t$, such that $t_{\mathrm{si}}(G, s, t)$ is polynomial if $\Phi$ is in E3-DNF-UNSAT, and logarithmic otherwise. A graphical representation of $G$ is displayed in Figure【To each variable $x_{i}$ corresponds a node $x_{i}$ in $G$, called variable node. The source node $s$ is the root of a complete binary tree $A$ of $\operatorname{depth}\lceil\log p\rceil$, and every variable
node is a leaf of this tree. Fix $\nu \geq \max \{p, q\}$. Each variable node $x_{i}$ is the entrances of $2 \nu$ different diodes, each with $2 \nu+1$ nodes. Two nodes $x_{i}^{0}$ and $x_{i}^{1}$, called false-node and true-node, respectively, are associated to each variable $x_{i}$, $1 \leq i \leq p$. (They will correspond to the two possible assignments of $x_{i}$, true or false). The nodes $x_{i}^{0}$ and $x_{i}^{1}$ are roots of complete binary trees, $T_{i}^{0}$ and $T_{i}^{1}$, respectively, each with $\nu$ leaves. The $2 \nu$ leaves of $T_{i}^{0}$ and $T_{i}^{1}$ are the $2 \nu$ exits of the $2 \nu$ diodes corresponding to $x_{i}$. Nodes $x_{i}^{0}$ and $x_{i}^{1}$ are also roots of complete binary trees, $S_{i}^{0}$ and $S_{i}^{1}$, respectively, each of depth $\lceil\log q\rceil$. The first $q$ leaves of the tree $S_{i}^{\alpha}$ are denotes by $x_{i, 1}^{\alpha}, \ldots, x_{i, q}^{\alpha}$, for $\alpha \in\{0,1\}$, where $x_{i, l}^{\alpha}$ corresponds to the variable $x_{i}$ and the clause $C_{l}, 1 \leq i \leq p$, and $1 \leq l \leq q$. Assume that the literal $x_{i}$ appears in $C_{l}$. If it appears positively (respectively, negatively), then $x_{i, l}^{1}\left(\right.$ respectively, $\left.x_{i, l}^{0}\right)$ is the root of a binary tree $R_{i, l}^{1}$ (respectively, $R_{i, l}^{0}$ ) with $\nu$ leaves where all leaves are connected into a clique. Theses leaves are called duplicates of $x_{i, l}^{1}$ (respectively, $x_{i, l}^{0}$ ). To each clause $C_{l}$ correspond a node $C_{l}$ in $G$, called clause node. Let us rewrite the clause so that a literal $x$ appearing positively in a clause $C$ is denoted by $x^{1}$, while a literal $x$ appearing negatively in a clause $C$ is denoted by $x^{0}$. We connect the clause node $C_{l}=x_{i}^{\alpha_{i}} \wedge x_{j}^{\alpha_{j}} \wedge x_{k}^{\alpha_{k}}$ to all duplicates of $x_{i, l}^{\alpha_{i}}, x_{j, l}^{\alpha_{j}}$ and $x_{i, k}^{\alpha_{k}}$, respectively. Finally, the target node $t$ is the root of a complete binary tree $B$ of depth $\lceil\log q\rceil$, whose leaves are the $q$ clause nodes. The graph $G$ has $n=4 p \nu^{2}+4 p \nu+6 q \nu+O(p q)$ nodes.

We now show that $t_{\mathrm{si}}(G, s, t)$ changes radically according to whether $\Phi$ is unsatisfiable or not. Note that once an interior node of any of the complete binary trees in $G$ is informed, all the nodes in that tree are informed in a number of rounds $\operatorname{logarithmic}$ in the size of the tree, thus in $O(\log \nu)$ rounds.

First, we show that if $\Phi$ is unsatisfiable then $t_{\mathrm{si}}(G, s, t) \geq \nu$. The fact that $\Phi$ is unsatisfiable means that there is an assignment $x_{i}^{\alpha_{i}}, \alpha_{i} \in\{0,1\}$, of the $p$ variables so that $\Phi$ is false. Let us fix such an assignment. Once the variable-node $x_{i}$ is informed, it starts forwarding the message to the $\nu$ entrances of the $\nu$ different diodes leading toward $x_{i}^{\alpha_{i}}$, which takes $\nu$ rounds. (Since $t_{\mathrm{si}}\left(D, v_{o u t}, v_{\text {in }}\right)>\nu$ in a diode $D$, these $\nu$ entrances do not get the message before it is received from $x_{i}$ ). Then, $x_{i}^{\alpha_{i}}$ gets informed at round $\Theta(\log \nu)$. However, node $x_{i}^{1-\alpha_{i}}$ gets informed only after $\nu$ rounds. The same delay holds for their respective duplicates. Since $\Phi$ is false, each clause is false. Thus, in any clause $C_{l}$, if all literals are false, then the clause node $C_{l}$ is informed after at least $\nu$ rounds. On the other hand, if at least one literal is true, then $C_{l}$ is informed in $\Theta(\log \nu)$ rounds. Let us consider the $\nu$ duplicates of a node $x_{i, l}^{\alpha_{i}}$ with $x_{i}^{\alpha_{i}}$ false in the clause $C_{l}$ by the assignment. These duplicates form a clique. It is possible to inform only one duplicate per round. Indeed, up to round $\nu$, the clause node $C_{l}$ and the informed duplicates send the message to the same uninformed duplicate. Due to the delay of $\nu$ rounds caused by $x_{i}$ while sending the message to the $\nu$ diodes, these duplicates will not get informed via the tree $R_{i, l}^{\alpha_{i}}$ before round $\nu$. Therefore, the clause node $C_{l}$ can wait until round $\nu$ before sending the message to an interior node of the tree $B$ rooted at $t$. Overall, $t$ does not get the message before round $\nu$.

Next, we show that if $\Phi$ is not unsatisfiable then $t_{\mathrm{si}}(G, s, t)=O(\log \nu)$. The fact that $\Phi$ is not unsatisfiable means that, for every assignment of the variables,
$\Phi$ is true, i.e., there is a clause whose three literals are true. Let us fix a broadcast schedule from $s$ to $t$ in $G$, denoted by $\mathcal{S}$. By construction of $G$, each variable node gets informed in $O(\log \nu)$ rounds in $\mathcal{S}$. Thus, we only care about the first node informed by each variable node in $\mathcal{S}$. If this node is the root of the tree of the diode leading toward its true-node, then the corresponding variable is assigned to true, else it is assigned to false. That way, $\mathcal{S}$ yields an assignment of the $p$ variables. Since $\Phi$ is not unsatisfiable, there is a clause $C_{r}$ such that its three literals are true. The three true- or false-nodes that make $C_{r}$ true are informed in $O(\log \nu)$ rounds. The same holds for all the corresponding duplicates of these three nodes. Therefore, after $O(\log \nu)$ rounds, $C_{r}$ has to send the message in the tree $B$ rooted at $t$. Thus $t$ is informed in $O(\log \nu)$ rounds.

From this we derive that unless $\mathrm{P}=\mathrm{NP}, t_{\mathrm{si}}(G, s, t)$ cannot be approximated in polynomial time within a $\left(\frac{1}{\nu}\right)^{1-\epsilon}$ multiplicative factor, for any $\epsilon>0$. The theorem follows by choosing $\nu$ arbitrarily large, polynomially in $p$ and $q$.

Remark. The construction in the proof of Theorem 2 can be used to show that, unless $\mathrm{P}=\mathrm{NP}, t_{\mathrm{si}}(G)$ cannot be approximated in polynomial time within a $\left(\frac{1}{n}\right)^{\frac{1}{3}-\epsilon}$ multiplicative factor, for any $\epsilon>0$. This construction can also be used to prove that, unless $\mathrm{P}=\mathrm{NP}, t_{\mathrm{SS}}(G, s, t)$ cannot be approximated in polynomial time within a $\frac{2}{3}+\epsilon$ multiplicative factor, for any $\epsilon>0$. Indeed, with the same graph $G$, same source, and same target as in the proof, one can show that if $\Phi$ is unsatisfiable then $t_{\mathrm{SS}}(G, s, t) \geq 3 \nu$, while, if $\Phi$ is satisfiable then $t_{\mathrm{SS}}(G, s, t)=$ $2 \nu+\Theta(\log \nu)$. The following improves this bound.

Theorem 3. Unless $\mathrm{P}=\mathrm{NP}$, $t_{\mathrm{SS}}(G, s, t)$ cannot be approximated in polynomial time within $a \frac{1}{2}+\epsilon$ multiplicative factor, for any $\epsilon>0$.

Proof. We construct a graph $G$, with source node $s$ and target node $t$, by modifying the construction in the proof of Theorem 2 as follows. First, we replace the diodes by paths of length $\nu / 2$. The second transformation concerns the connections between $x_{i, l}^{1}$ (respectively $x_{i, l}^{0}$ ) and their duplicates. If $x_{i}$ appears positively (respectively negatively) in $C_{l}$ then $x_{i, l}^{1}$ (respectively $x_{i, l}^{0}$ ) is the root of a complete binary tree with $\nu$ leaves. Each of these leaves is one extremity of a path of length $\nu / 2$. The other extremities of these paths are the new duplicates of $x_{i, l}^{1}\left(\right.$ respectively $\left.x_{i, l}^{0}\right)$. As in the proof of Theorem 2, these duplicates are connected to the corresponding clause node. We show that if $\Phi$ is unsatisfiable then $t_{\mathrm{SS}}(G, s, t) \geq 2 \nu$, else $t_{\mathrm{SS}}(G, s, t) \leq \nu+\Theta(\log \nu)$. To see why, we just observe the following.
(1) Once the variable node $x_{i}$ is informed, one of the two nodes $x_{i}^{0}$ or $x_{i}^{1}$ is informed in $\nu / 2+\Theta(\log \nu)$ rounds. (This node is the one that is the root of the tree connected to the first path chosen by $x_{i}$ ). Note that the message takes at least $\nu-O(\log \nu)$ rounds for a neighbor of $x_{i}$ to be informed by a node different from $x_{i}$. Thus $x_{i}$ spends $\nu$ rounds to send the message to the $\nu$ paths leading to the same node $x_{i}^{\alpha}$. The node $x_{i}^{1-\alpha}$ thus gets the information with a delay of $\nu$ rounds.
(2) If a clause is true, then at time $\nu+\Theta(\log \nu)$ the corresponding clause node has no other choice than sending the message within the tree $B$ rooted
at $t$. Indeed, as observed in (1), the message takes at least $\nu-O(\log \nu)$ rounds to return to the clause-node, thus this node can spend approximately $\nu$ rounds before sending the message within the tree $B$ rooted at $t$.

Apart from the two above modifications, each increasing the broadcast time by an additive factor $\nu / 2$, the proof follows from the same arguments as in the proof of Theorem [2.

Remark. The same construction as in the proof of Theorem 3] can be used to show that, unless $\mathrm{P}=\mathrm{NP}, t_{\mathrm{SS}}(G)$ cannot be approximated in polynomial time within a $\frac{1}{2}+\epsilon$ multiplicative factor, for any $\epsilon>0$.

It is worth noticing that there is a fundamental reason why the construction provided for the skip-informed model in the proof of Theorem 2 does not provide better inapproximability bounds in the skip-sender model. Essentially, diodes do not exist in the skip-sender model. Indeed, in this latter model, if information flows at a certain rate from $s$ to $t$, then it flows at the same rate from $t$ to $s$. The following result states formally this crucial symmetry property satisfied by the skip-sender model (due to lack of space, the proof is omitted).

Theorem 4. Let $G$ be a connected graph, and let $s, t$ be two nodes in $G$, both of degree 1. Then $t_{\mathrm{SS}}(G, s, t)=t_{\mathrm{SS}}(G, t, s)$.

Note that a diode for the skip-none model does exist. In fact the diodes for the skip-none and skip-informed models are instances enabling to establish exponential gaps between the models (see Properties 2 and 3).

## 5 The Case of Directed Graphs

The results of this paper can be extended to directed graphs. In the context of directed graphs, the skip-none model remains tractable (i.e., solvable in polynomial time), and the skip-informed model remains intractable. Actually, it is possible to show that, for both skip-sender and skip-informed models, the worst case performances of the list-based protocol cannot be approximated in polynomial time within a $\left(\frac{1}{n}\right)^{1-\epsilon}$ multiplicative factor, for any $\epsilon>0$. Indeed, in the case of directed graphs, it is easy to construct diodes, the core gadget used in the proof of Theorem [2] whereas diodes do not exist in undirected graphs for the skip-sender model (cf. Theorem (4).
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#### Abstract

An essential problem in the design of holographic algorithms is to decide whether the required signatures can be realized by matchgates under a suitable basis. For domain size two, 13] characterized all functions directly realizable as matchgate signatures without a basis transformation, and 7] gave a polynomial time algorithm for the realizability problem for symmetric signatures under basis transformations. We generalize this to arbitrary domain size $k$. Specifically, we give a polynomial time algorithm for the realizability problem on domain size $k \geq 3$. Using this, one can decide whether suitable signatures for a holographic algorithms on domain size $k$ are realizable and if so, to find a suitable linear basis to realize these signatures by an efficient algorithm.


Keywords: Holographic Algorithms, Matchgates, Simultaneous Realizability Problem.

## 1 Introduction

Valiant [12] introduced holographic algorithms with matchgates. Computation in these algorithms is expressed and interpreted through a choice of linear basis vectors in an exponential "holographic" mix. Then the actual computation is carried out, via the Holant Theorem, by the Fisher-Kasteleyn-Temperley algorithm for counting the number of perfect matchings in a planar graph 8910 . This methodology has produced polynomial time algorithms for a variety of problems, and minor variations of which are known to be NP-hard.

For example, Valiant showed that the restrictive SAT problem $\#_{7} \mathrm{Pl}$-Rtw-Mon-3CNF (counting the number of satisfying assignments of a planar read-twice monotone 3CNF formula, modulo 7) is solvable in P [13]. The same counting problem without mod 7 is known to be \#P-complete [15], and the problem mod 2 is $\oplus \mathrm{P}$-complete [15]. The surprising tractability $\bmod 7$ is due to the unexpected existence of some basis transformations for matchgate signatures.

For a general CSP-type counting problem, one can assume there is a natural parameter $k$, called its domain size. This is the range over which variables

[^35]take values. For example, Boolean CSP problems all have domain size 2. A $k$ coloring problem on graphs has domain size $k$. In holographic algorithms one considers a linear transformation, which can be expressed as a $2^{n} \times k$ matrix $M=\left(\alpha_{0}, \alpha_{1}, \cdots, \alpha_{k-1}\right)$. This is called a basis of $k$ components, and $n$ is called the size of the basi. A holographic algorithm is said to be on domain size $k$ if the respective signatures are realized by matchgates using a basis of $k$ components. When designing a holographic algorithm for any particular problem, an essential step is to decide whether there is a linear basis for which certain signatures of both generators and recognizers can be simultaneously realized. This is called the Simultaneous Realizability Problem (SRP). These signatures are specified by families of algebraic equations, and dealing with such algebraic equations can be difficult since they are typically exponential in size. Searching for their solutions is what Valiant called "enumeration" of "freak objects" in [12]. While finding the "exotic" solution is artistry, the situation with ever more complicated algebraic constraints on such signatures can quickly overwhelm such an artistic approach (as well as a computer search). Meanwhile, failure to find such solutions to a particular algebraic system yields no proof that such solutions do not exist and it generally does not give us any insight as to why.

In [1347, a systematic theory has been built for symmetric signatures of domain size 2. First, they established a complete characterization of matchgates and their signatures without a basis transformation, called standard signatures. Then they characterized the symmetric signatures realizable over all bases with 2 components, and the algebraic varieties of bases. It is known that bases with 2 components and size 1 are fully general for domain size 2 [56]. From these results, they gave a polynomial time algorithm for SRP on domain size 2. The algorithm enables one to decide, for domain size 2, whether suitable signatures for a holographic algorithm are realizable and if so, to find a suitable linear basis to realize these signatures by an efficient algorithm.

In [12], all the problems are solved by holographic algorithms on domain size 2 with the exception of PL-FO-2-COLOR, for which Valiant gave a holographic algorithm on domain size 3. Recently, Valiant in [14] used holographic algorithms on domain size 3 to compute the parity of the following quantities for degree three planar undirected graphs: the number of 3 -colorings up to permutation of colors, the number of connected vertex covers, and the number of induced forests or feedback vertex sets. In each case, he presented a "magic" design of a $2 \times 3$ basis $M$, and signatures realizable by matchgates with $M$, to derive the algorithm. Obviously, utilizing bases of more components is useful. But for holographic algorithms on domain size $k \geq 3$ over bases of size 1 , the realizability theory of [47] cannot be directly applied. One technical difficulty is that a basis as a $2 \times k$ matrix has no inverse when $k \geq 3$.

In this paper, we solve SRP on domain size $k \geq 3$ for symmetric signatures over a basis of size 1. Our idea can be summarized as follows: Let $R$ and $G$ be a

[^36]pair of recognizer and generator that a holographic algorithm needs respectively. First we present a necessary and sufficient condition to check if the recognizer $R$ is realizable in polynomial time. This is a necessary condition for the holographic algorithm. If $R$ is realizable, we can construct a recognizer $R^{\prime}$ and a generator $G^{\prime}$ on domain size 2 from $R$ and $G$ such that, $R$ and $G$ are simultaneously realizable iff $R^{\prime}$ and $G^{\prime}$ are simultaneously realizable. Checking if $R^{\prime}$ and $G^{\prime}$ are simultaneously realizable can be done in polynomial time by the algorithm of 7] since they are signatures of domain size 2 . When $R$ and $G$ are simultaneously realizable, we can efficiently compute a common basis of $R$ and $G$ from a common basis of $R^{\prime}$ and $G^{\prime}$ found by the algorithm of 7].

The above result is proved by ruling out a degenerate case, which happens when all the recognizers are of the form $\alpha^{\otimes n}$, where $\alpha$ is a vector of $k$ entries. We will argue that holographic algorithms which only use degenerate recognizers are not interesting. They essentially degenerate into ordinary algorithms, without any holographic superpositions.

## 2 Background and Some Results about Domain Size 2

### 2.1 Some Background

In this section, we review some definitions and results. More details can be found in [1], 3], 7], 12, [13].

Let $G=(V, E, w)$ be a weighted undirected planar graph, where $w$ assigns edge weights. A generator (resp. recognizer) matchgate $\Gamma$ is a tuple $(G, X)$ where $X \subseteq V$ is a set of external output (resp. input) nodes. The external nodes are ordered clock-wise on the external face. $\Gamma$ is called an odd (resp. even) matchgate if it has an odd (resp. even) number of nodes.

Each matchgate is assigned a signature tensor. A generator $\Gamma$ with $n$ output nodes is assigned a contravariant tensor $\mathbf{G}$ of type $\binom{n}{0}$. Under the standard basis $\left[\begin{array}{ll}e_{0} & e_{1}\end{array}\right]=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$, it takes the form $\underline{G}$ with $2^{n}$ entries, where

$$
\underline{G}^{i_{1} i_{2} \cdots i_{n}}=\operatorname{PerfMatch}(G-Z), \quad i_{1}, i_{2}, \ldots, i_{n} \in\{0,1\} .
$$

Here $Z$ is the subset of the output nodes having the characteristic sequence $\chi_{Z}=i_{1} i_{2} \cdots i_{n}, G-Z$ is the graph obtained from $G$ by removing $Z$ and its adjacent edges. PerfMatch $(G-Z)$ is the sum, over all perfect matchings $M$ of $G-Z$, of the product of the weights of matching edges in $M$. (If all weights are 1 , this is the number of perfect matchings.) $\underline{G}$ is called the standard signature of the generator $\Gamma$. We can view $\underline{G}$ as a column vector (whose entries are ordered lexicographically according to $\chi_{Z}$ ).

Similarly a recognizer $\Gamma^{\prime}=\left(G^{\prime}, X^{\prime}\right)$ with $n$ input nodes is assigned a covariant tensor $\mathbf{R}$ of type $\binom{0}{n}$. Under the standard basis, it takes the form $\underline{R}$ with $2^{n}$ entries,

$$
\underline{R}_{i_{1} i_{2} \cdots i_{n}}=\operatorname{PerfMatch}(G-Z), \quad i_{1}, i_{2}, \ldots, i_{n} \in\{0,1\},
$$

where $Z$ is the subset of the input nodes having the characteristic sequence $\chi_{Z}=i_{1} i_{2} \cdots i_{n} . \underline{R}$ is called the standard signature of the recognizer $\Gamma^{\prime}$. We can view $\underline{R}$ as a row vector (with entries ordered lexicographically).

Generators and recognizers are essentially the same as far as their standard signatures are concerned. The distinction is how they transform with respect to a basis transformation over some field (the default is $\mathbf{C}$ ). A basis $M$ of size 1 contains $k$ vectors ( $\alpha_{0} \alpha_{1} \cdots \alpha_{k-1}$ ), each of them has dimension 2 . We use the following notation: $M=\left(a_{j}^{i}\right)=\left(\alpha_{0} \alpha_{1} \cdots \alpha_{k-1}\right)$, where $i \in\{0,1\}$ and $j \in\{0,1, \ldots, k-1\}$. Unless otherwise specified, we assume $\operatorname{rank}(M)=2$ in this paper because a basis of $\operatorname{rank}(M) \leq 1$ is useless. Under a basis $M$, we can talk about the signature of a matchgate after the transformation.

Definition 1. The contravariant tensor $\boldsymbol{G}$ of a generator $\Gamma$ has signature $G$ under basis $M$ iff $M^{\otimes n} G=\underline{G}$ is the standard signature of the generator $\Gamma$.

Definition 2. The covariant tensor $\boldsymbol{R}$ of a recognizer $\Gamma^{\prime}$ has signature $R$ under basis $M$ iff $\underline{R} M^{\otimes n}=R$ where $\underline{R}$ is the standard signature of the recognizer $\Gamma^{\prime}$.

Definition 3. A contravariant tensor $\boldsymbol{G}$ (resp. a covariant tensor $\boldsymbol{R}$ ) is realizable over a basis $M$ iff there exists a generator $\Gamma$ (resp. a recognizer $\Gamma^{\prime}$ ) such that $G$ (resp. R) is the signature of $\Gamma$ (resp. $\Gamma^{\prime}$ ) under basis $M$.

We have

$$
\underline{G}^{i_{1} i_{2} \cdots i_{n}}=\sum_{j_{1}, j_{2}, \ldots, j_{n} \in\{0,1, \ldots, k-1\}} G^{j_{1} j_{2} \cdots j_{n}} a_{j_{1}}^{i_{1}} a_{j_{2}}^{i_{2}} \cdots a_{j_{n}}^{i_{n}} .
$$

where $i_{l} \in\{0,1\}$, for $l=1,2, \cdots, n$.

$$
R_{j_{1} j_{2} \cdots j_{n}}=\sum_{i_{1}, i_{2}, \ldots, i_{n} \in\{0,1\}} \underline{R}_{i_{1} i_{2} \cdots i_{n}} a_{j_{1}}^{i_{1}} a_{j_{2}}^{i_{2}} \cdots a_{j_{n}}^{i_{n}}
$$

where $j_{l} \in\{0,1, \cdots, k-1\}$, for $l=1,2, \cdots, n$.
Definition 4. A signature $\left(R_{j_{1} j_{2} \cdots j_{n}}\right)$, where $j_{t} \in\{0,1, \cdots, k-1\}$ is symmetric if $R \ldots j_{s} \cdots j_{t} \cdots=R_{\cdots j_{t} \cdots j_{s} \cdots}$, for all $1 \leq s<t \leq n$. Similarly for $\left(G^{j_{1} j_{2} \cdots j_{n}}\right)$.

We denote a symmetric signature of domain size 2 by $\left[x_{0}, x_{1}, \cdots, x_{n}\right]$, where $x_{i}$ is the value of a signature entry whose Hamming weight (the number of 1's) of its index is $i$. For $k \geq 3$, let the distinct indices that occur among $i_{1} i_{2} \cdots i_{n}$ in $R_{i_{1} i_{2} \cdots i_{n}}$ be $s_{1}, s_{2}, \ldots, s_{l} \in\{0,1, \cdots, k-1\}$, and let $s_{j}$ occur $t_{j} \geq 0$ times. Then $R_{i_{1} i_{2} \cdots i_{n}}$ can be denoted by $R_{t_{1} t_{2} \cdots t_{l}}^{\left(s_{1} s_{2} \cdots s_{l}\right)}$. For example, $R_{00}=R_{2}^{(0)}, R_{01}=R_{11}^{(0,1)}$.

On domain size 3, for example, a recognizer $R=\left(R_{00}, R_{01}, R_{02}, R_{10}, R_{11}\right.$, $\left.R_{12}, R_{20}, R_{21}, R_{22}\right)$ is symmetric iff $R_{01}=R_{10}, R_{02}=R_{20}$ and $R_{12}=R_{21}$. We also use the following notation

$$
{ }_{R_{00}}{ }^{R_{02}}{ }^{R_{22}}{ }^{R_{01}}{ }^{R_{12}}{ }_{R_{11}}
$$

A symmetric generator signature of arity 3 on domain size 3 can be denoted as


In the design of holographic algorithms so far, symmetric signatures are most useful since they have a clear combinatorial meaning. Unless otherwise specified, we only consider symmetric signatures in the following discussion.

A matchgrid $\Omega=(A, B, C)$ is a weighted planar graph consisting of a disjoint union of: a set of $g$ generators $A=\left(A_{1}, A_{2}, \cdots, A_{g}\right)$, a set of $r$ recognizers $B=\left(B_{1}, B_{2}, \cdots, B_{r}\right)$, and a set of $f$ connecting edges $C=\left(C_{1}, C_{2}, \cdots, C_{f}\right)$, where each $C_{i}$ edge has weight 1 and joins an output node of a generator with an input node of a recognizer, so that every input and output node in every constituent matchgate has exactly one such incident connecting edge.

Let $G\left(A_{i}, M\right)$ be the signature of generator $A_{i}$ under the basis $M$ and $R\left(B_{j}, M\right)$ be the signature of recognizer $B_{j}$ under the basis $M$. Let $G=\bigotimes_{i=1}^{g} G\left(A_{i}, M\right)$ and $R=\bigotimes_{j=1}^{r} R\left(B_{j}, M\right)$ be their tensor product, then Holant $(\Omega)$ is defined to be the contraction of these two product tensors (the sum over all indices of the product of the corresponding values of $G$ and $R$ ), where the corresponding indices match up according to the $f$ connecting edges in $C$.

Valiant's Holant Theorem is
Theorem 1. (Valiant [12]) For any mathcgrid $\Omega$ over any basis $M$, let $\Gamma$ be its underlying weighted graph, then

$$
\operatorname{Holant}(\Omega)=\operatorname{PerfMatch}(\Gamma)
$$

The FKT algorithm can compute the weighted sum of perfect matchings PerfMatch $(\Gamma)$ for a planar graph in $\operatorname{P}$. So Holant $(\Omega)$ is computable in P.

### 2.2 Some Results on Signatures of Domain Size 2

In this subsection, we review some results concerning signatures on domain size 2 (more details can be found in [1], [7]) and we prove some results about symmetric signatures on domain size 2 that will be used.

Theorem 2. 77 A symmetric signature $\left[x_{0}, x_{1}, \cdots, x_{n}\right]$ on domain size 2 is realizable on some basis iff there exist three constants $a, b, c$ (not all zero) such that for all $i, 0 \leq i \leq n-2$,

$$
a x_{i}+b x_{i+1}+c x_{i+2}=0
$$

Definition 5. A symmetric signature $\left[x_{0}, x_{1}, \cdots, x_{n}\right]$, where $n \geq 2$, is called non-degenerate iff rank $\left[\begin{array}{ccc}x_{0} \cdots & x_{n-1} \\ x_{1} \cdots & x_{n}\end{array}\right]=2$. Otherwise it is degenerate.

Definition 6. Assume that $R=\left(R_{i_{1} i_{2} \cdots i_{n}}\right)$ is a recognizer on domain size $k \geq 3$, then the signature $R^{(s, t)}=\left(R_{j_{1} j_{2} \cdots j_{n}}\right)$, where $0 \leq s<t \leq k-1$, and $j_{1}, j_{2}, \ldots, j_{n}=s, t$ (and whose entries are ordered lexicographically), is called the restriction of $R$ to $s, t$.

For example, the restriction of $R$ to 0,1 for $R=\left(R_{00}, R_{01}, R_{02}, R_{10}, R_{11}\right.$, $\left.R_{12}, R_{20}, R_{21}, R_{22}\right)$ is $R^{(0,1)}=\left(R_{00}, R_{01}, R_{10}, R_{11}\right)$.

Lemma 1. 77 A symmetric signature $\left[x_{0}, x_{1}, \cdots, x_{n}\right]$ on domain size 2 is degenerate iff it has the form $\lambda(a, b)^{\otimes n}$ for some $\lambda, a, b$.

Lemma 2. [1] A symmetric signature $\left[x_{0}, x_{1}, \cdots, x_{n}\right]$ is the standard signature of some even (odd) matchgate iff $x_{i}=0$ for all odd (even) $i$, and there exist $r_{1}$ and $r_{2}$ not both zero, such that for every even $2 \leq k \leq n($ odd $3 \leq k \leq n)$,

$$
r_{1} x_{k-2}=r_{2} x_{k}
$$

Definition 7. The Simultaneous Realizability Problem (SRP) for domain size 2:

Input: A set of symmetric signatures for generators and/or recognizers of domain size 2.
Output: A common basis of these signatures if one exists; "NO" if they are not simultaneously realizable.

In [7] a characterization is given for the set of all possible 2-component bases for which a symmetric signature $\left[x_{0}, x_{1}, \cdots, x_{n}\right]$ as a recognizer (resp. a generator) is realizable. A polynomial time algorithm is given to find these algebraic varieties.

Lemma 3. Assume that $M=\left(\begin{array}{cc}a_{0}^{0} & a_{1}^{0} \\ a_{0}^{1} & a_{1}^{1}\end{array}\right)=\binom{\alpha^{0}}{\alpha^{1}}$ is not of full rank and $R=$ $\underline{R} M^{\otimes n}$, then $R$ is degenerate.

Proof. Since $M$ is not of full rank, there are constants $a^{0}, a^{1}$ and a vector $\alpha$ such that $\alpha^{0}=a^{0} \alpha$, and $\alpha^{1}=a^{1} \alpha$. Assume $\underline{R}=\left(\underline{R}_{i_{1} i_{2} \cdots i_{n}}\right)$, then

$$
R=\sum_{i_{1} i_{2} \cdots i_{n}} \underline{R}_{i_{1} i_{2} \cdots i_{n}} a^{i_{1}} a^{i_{2}} \cdots a^{i_{n}} \alpha^{\otimes n}=\lambda \alpha^{\otimes n}
$$

where $\lambda=\sum_{i_{1} i_{2} \cdots i_{n}} \underline{R}_{i_{1} i_{2} \cdots i_{n}} a^{i_{1}} a^{i_{2}} \cdots a^{i_{n}}$. Thus $R$ is degenerate by Lemma $\square$
Lemma 4. A symmetric standard signature $\left[x_{0}, x_{1}, \cdots, x_{n}\right]$ is degenerate iff it has the form $[\lambda, 0, \cdots, 0]$ or $[0, \cdots, 0, \lambda]$.

Proof: If $x_{i} \neq 0$ for any $i \in\{1,2, \cdots, n-1\}$, then $x_{i-1}=0, x_{i+1}=0$ by Lemma [2] It follows that rank $\left(\begin{array}{cc}x_{i-1} & x_{i} \\ x_{i} & x_{i+1}\end{array}\right)=2$. This implies that $x_{i}=0$ for $1 \leq i \leq n-1$.

If $x_{0} \neq 0$ and $x_{n} \neq 0$, then rank $\left(\begin{array}{cc}x_{0} & x_{n-1} \\ x_{1} & x_{n}\end{array}\right)=2$.
So a symmetric standard signature $\left[x_{0}, x_{1}, \cdots, x_{n}\right]$ is degenerate iff it has the form $[\lambda, 0, \cdots, 0]$ or $[0, \cdots, 0, \lambda]$.

Definition 8. A symmetric recognizer $R$ of domain size $k \geq 3$ is degenerate iff for any $i \neq j, 0 \leq i, j \leq k-1$, the restriction of $R$ to $i, j$ is degenerate. Otherwise it is non-degenerate.

Lemma 5. Assume that a recognizer $R=\underline{R} M^{\otimes n}$ on any domain size $k$ is realizable over a full rank basis $M$, where $\underline{R}$ is a standard signature, then $R$ is degenerate iff $\underline{R}=[\lambda, 0, \cdots, 0]$ or $[0, \cdots, 0, \lambda]$.

Proof. This is equivalent to proving that $R$ is degenerate iff $\underline{R}$ is degenerate.
If $\underline{R}$ is degenerate, then $\underline{R}=\lambda(1,0)^{\otimes n}$, or $\lambda(0,1)^{\otimes n}$. Then clearly $R=$ $\lambda[(1,0) M]^{\otimes n}$, or $\lambda[(0,1) M]^{\otimes n}$. Conversely, let $M^{\prime}$ be a 2 by 2 submatrix of $M$ with rank 2 . Without loss of generality suppose it is column-indexed by 0 and 1. Let $R^{\prime}=R^{(0,1)}$ be the restriction of $R$ to 0,1 . If $R$ is degenerate, then so is $R^{\prime}$ and there is a vector $\beta$ and constant $\lambda$ such that $R^{\prime}=\lambda \beta^{\otimes n}$ by Lemma It follows that $\underline{R}=\lambda \alpha^{\otimes n}$ is degenerate, where $\alpha=\beta M^{\prime-1}$.

## 3 SRP of Signatures on Domain Size $k$

If a basis $M$ of size 1 is not of full rank 2 , then any holographic algorithm using $M$ is trivial. So in this section, we assume that $k \geq 3$ and the basis $M=\left(\alpha_{0} \alpha_{1} \cdots \alpha_{k-1}\right)$ has full rank 2 , where $\alpha_{i}=\binom{a_{i}^{0}}{a_{i}^{1}}, a_{i}^{0}, a_{i}^{1} \in \mathbf{C}$.

The lexicographic order on $\{0,1, \cdots, k-1\} \times\{0,1, \cdots, k-1\}$ is as follows, and is used in Definition [9,

$$
(i, j)<(k, l) \quad \text { iff } \quad i<k \text { or }(i=k \text { and } j<l)
$$

Definition 9. For a non-degenerate recognizer $R$, $R^{(\tau, \lambda)}$ is called the leading non-degenerate domain size 2 part of $R$, where in lexicographic order

$$
(\tau, \lambda)=\min \left\{(s, t) \mid R^{(s, t)} \text { is non-degenerate }\right\}
$$

Lemma 6. If $R=\underline{R} M^{\otimes n}$, then $R$ is symmetric iff $\underline{R}$ is symmetric.
Proof. If $\underline{R}$ is symmetric, it is obvious that $R$ is symmetric.
Conversely, since $\operatorname{rank}(M)=2$, there are $\alpha_{i}, \alpha_{j}$ such that $\operatorname{rank}\left(\alpha_{i} \alpha_{j}\right)=2$. If $R$ is symmetric, then $R^{(i, j)}=\underline{R}\left(\alpha_{i} \alpha_{j}\right)^{\otimes n}$ is symmetric. Thus $\underline{R}=R^{(i, j)} A^{\otimes n}$ is symmetric, where $A=\left(\alpha_{i} \alpha_{j}\right)^{-1}$.

### 3.1 Degenerate Recognizers

Theorem 3. If a symmetric recognizer $R$ is degenerate and realizable, then $R=\lambda \alpha^{\otimes n}$, where $\alpha$ is a vector of $k$ entries.

Proof. Let $R=\underline{R} M^{\otimes n}$. By Lemma [回 $\underline{R}=[\lambda, 0, \cdots, 0]$ or $[0, \cdots, 0, \lambda]$. Let $M=\binom{\beta}{\gamma}$, then $R=\lambda \beta^{\otimes n}$ or $\lambda \gamma^{\otimes n}$.

As indicated in [5], a holographic algorithm that only employs degenerate recognizers is trivial, and we will not discuss them any further.

### 3.2 Simultaneous Realizable Problem on Domain Size $\boldsymbol{k}$

In this section, we assume that $R$ is a symmetric non-degenerate recognizer on domain size $k$ and $R^{(\tau, \lambda)}$ is the leading non-degenerate domain size 2 part of $R$.

Remark 1. Assume that $R=\underline{R} M^{\otimes n}$, then $R^{(\tau, \lambda)}=\underline{R}\left(\alpha_{\tau} \alpha_{\lambda}\right)^{\otimes n}$. So $\left(\alpha_{\tau} \alpha_{\lambda}\right)$ has rank 2 by Lemma 3

For $0 \leq w \leq k-1$ and $w \neq \tau, \lambda$, we define

$$
\begin{aligned}
& A_{w}=\left(\begin{array}{cccccccc}
R_{n, 0,0}^{(\tau \lambda w)} & R_{n-1,1,0}^{(\tau \lambda w)} & \cdots & R_{1, n}^{(\tau \lambda 1,0} 0 & R_{n-1,0,1}^{(\tau \lambda w)} & \cdots & R_{1, n}^{(\tau \lambda-2,1} & \cdots
\end{array} R_{1,0, n-1}^{(\tau \lambda w)}\right), \\
& b_{w}=\left(R_{n-1,0,1}^{(\tau \lambda w)} R_{n-2,1,1}^{(\tau \lambda w)} \cdots R_{0, n-1,1}^{(\tau \lambda w)} R_{n-2,0,2}^{(\tau \lambda w)} \cdots R_{0, n-2,2}^{(\tau \lambda w)} \cdots R_{0,0, n}^{(\tau \lambda w)}\right) .
\end{aligned}
$$

Then we have the following Lemma:
Lemma 7. If $R=\underline{R} M^{\otimes n}$, then $A_{w} X=b_{w}$ has a unique solution $X_{w}=\binom{x_{w}^{0}}{x_{w}^{1}}$ for $0 \leq w \leq k-1, w \neq \tau, \lambda$. We also write $X_{\tau}=\binom{x_{\bar{\chi}}^{0}}{x_{\tau}^{\delta}}=\binom{1}{0}$ and $X_{\lambda}=\binom{x_{\lambda}^{0}}{x_{\lambda}^{1}}=$ $\binom{0}{1}$. Then $M=\left(\alpha_{\tau} \alpha_{\lambda}\right) M_{\tau, \lambda}$, where $M_{\tau, \lambda}=\left(\begin{array}{cccc}x_{0}^{0} & x_{1}^{0} & \cdots & x_{k-1}^{0} \\ x_{0}^{1} & x_{1}^{1} & \cdots & x_{k-1}^{1}\end{array}\right)$ has rank 2.
Proof: Since $\operatorname{rank}\left(\alpha_{\tau} \alpha_{\lambda}\right)=2$, there exists a unique solution $\binom{x_{w}^{0}}{x_{w}^{1}}$ of the system of linear equations $\left(\alpha_{\tau} \alpha_{\lambda}\right) X=\alpha_{w}$ for $0 \leq w \leq k-1$, and

$$
M=\left(\alpha_{\tau} \quad \alpha_{\lambda}\right)\left(\begin{array}{ccc}
x_{0}^{0} & x_{1}^{0} & \cdots
\end{array} x_{k-1}^{0}, ~ .\right.
$$

Now we prove that $\binom{x_{w}^{0}}{x_{w}^{1}}$ is the unique solution of $A_{w} X=b_{w}$, for $w \neq \tau, \lambda$.
Firstly, $\operatorname{rank}\left(A_{w}\right)=2$ since $R^{(\tau, \lambda)}$ is a submatrix of $A_{w}$ and is non-degenerate. So the solution of $A_{w} X=b_{w}$ is unique if it exists.

Secondly, by definition we have

$$
R_{t_{1} t_{2} \cdots t_{l}}^{\left(s_{1} s_{2}\right)}=R_{i_{1} i_{2} \cdots i_{n}}=\left\langle\underline{R}, \alpha_{i_{1}} \otimes \alpha_{i_{2}} \otimes \cdots \otimes \alpha_{i_{n}}\right\rangle .
$$

Here $\langle\cdot, \cdot\rangle$ denotes inner product. Since $R$ is symmetric,

$$
\left\langle\underline{R}, \alpha_{i_{1}} \otimes \alpha_{i_{2}} \cdots \otimes \alpha_{i_{n}}\right\rangle=\left\langle\underline{R}, \alpha_{s_{1}}^{\otimes t_{1}} \otimes \alpha_{s_{2}}^{\otimes t_{2}} \otimes \cdots \otimes \alpha_{s_{l}}^{\otimes t_{l}}\right\rangle
$$

where $t_{j}>0$ is the cardinality of $s_{j} \in\{0,1, \cdots, k-1\}$ in $\left\{i_{1}, i_{2}, \cdots, i_{n}\right\}$ and $\sum_{j=1}^{l} t_{j}=n$. So for $i+j<n$,

$$
\begin{aligned}
R_{i, j, n-i-j}^{(\tau \lambda w)} & =\left\langle\underline{R}, \alpha_{\tau}^{\otimes i} \otimes \alpha_{\lambda}^{\otimes j} \otimes \alpha_{w}^{\otimes n-i-j-1} \otimes \alpha_{w}\right\rangle \\
& =\left\langle\underline{R}, \alpha_{\tau}^{\otimes i} \otimes \alpha_{\lambda}^{\otimes j} \otimes \alpha_{w}^{\otimes n-i-j-1} \otimes\left(x_{w}^{0} \alpha_{\tau}+x_{w}^{1} \alpha_{\lambda}\right)\right\rangle \\
& =x_{w}^{0}\left\langle\underline{R}, \alpha_{\tau}^{\otimes i+1} \otimes \alpha_{\lambda}^{\otimes j} \otimes \alpha_{w}^{\otimes n-i-j-1}\right\rangle \\
& +x_{w}^{1}\left\langle\underline{R}, \alpha_{\tau}^{\otimes i} \otimes \alpha_{\lambda}^{\otimes j+1} \otimes \alpha_{w}^{\otimes n-i-j-1}\right\rangle \\
& =x_{w}^{0} R_{i+1, j, n-i-j-1}^{(\tau \lambda w)}+x_{w}^{1} R_{i, j+1, n-i-j-1}^{(\tau \lambda w)} .
\end{aligned}
$$

This implies that $\binom{x_{w}^{0}}{x_{w}^{w}}$ is a solution of $A_{w} X=b_{w}$ and completes the proof.
We can illustrate Lemma [7 by Fig 1.


Fig. 1. $\alpha_{w}=x_{w}^{0} \alpha_{\tau}+x_{w}^{1} \alpha_{\lambda}$, every triangle corresponds to a linear equation and $\binom{x_{w}^{0}}{x_{w}^{1}}$ is their unique common solution

Theorem 4. A non-degenerate recognizer $R$ is realizable iff
(i) The leading domain size 2 part of the signature $R^{(\tau, \lambda)}$ is realizable,
(ii) $A_{w} X=b_{w}$ has a unique solution $\binom{x_{w}^{0}}{x_{w}^{w}}$, for $0 \leq w \leq k-1$ and $w \neq \tau, \lambda$,
(iii) $R=R^{(\tau, \lambda)} M_{\tau, \lambda}^{\otimes n}$, where $M_{\tau, \lambda}=\left(\begin{array}{lll}x_{0}^{0} & x_{1}^{0} & \cdots\end{array} x_{k-1}^{0}\right)$ with $\left(\begin{array}{l}x_{\Upsilon}^{0} \\ x_{0}^{1} \\ x_{\tau}^{1}\end{array}\right)=\binom{1}{0}$ and $\binom{x_{\lambda}^{0}}{x_{\lambda}^{1}}=\binom{0}{1}$.
Proof: If $R=\underline{R} M^{\otimes n}$, then $R^{(\tau, \lambda)}=\underline{R}\left(\alpha_{\tau} \alpha_{\lambda}\right)^{\otimes n}$ is realizable. Furthermore, by Lemma $\mathbb{Z} A_{w} X=b_{w}$ has a unique solution $\binom{x_{w}^{0}}{x_{w}^{w}}$ for $0 \leq w \leq k-1$ and $w \neq \tau, \lambda$, and $M=\left(\alpha_{\tau} \alpha_{\lambda}\right) M_{\tau, \lambda}$, where $M_{\tau, \lambda}=\left(\begin{array}{cccc}x_{0}^{0} & x_{1}^{0} \\ x_{0}^{1} & x_{1}^{1} & \cdots & x_{k-1}^{0} \\ x_{k-1}^{1}\end{array}\right)$ with $\binom{x_{\frac{1}{0}}^{0}}{x_{\tau}^{\mathrm{T}}}=\binom{1}{0}$ and $\binom{x_{\lambda}^{0}}{x_{\lambda}^{1}}=\binom{0}{1}$. Thus

$$
R=\underline{R} M^{\otimes n}=\underline{R}\left(\alpha_{\tau} \alpha_{\lambda}\right)^{\otimes n} M_{\tau, \lambda}^{\otimes n}=R^{(\tau, \lambda)} M_{\tau, \lambda}^{\otimes n} .
$$

Conversely, since $R^{(\tau, \lambda)}$ is realizable, there exists a basis $\left(\alpha_{\tau} \alpha_{\lambda}\right)$ such that

$$
R^{(\tau, \lambda)}=\underline{R}\left(\alpha_{\tau} \alpha_{\lambda}\right)^{\otimes n} .
$$

So

$$
R=R^{(\tau, \lambda)} M_{\tau, \lambda}^{\otimes n}=\underline{R}\left(\alpha_{\tau} \alpha_{\lambda}\right)^{\otimes n} M_{\tau, \lambda}^{\otimes n}=\underline{R}\left(\left(\alpha_{\tau} \alpha_{\lambda}\right) M_{\tau, \lambda}\right)^{\otimes n} .
$$

This implies that $R$ is realizable over the basis $M=\left(\alpha_{\tau} \alpha_{\lambda}\right) M_{\tau, \lambda}$.
Remark 2. If a recognizer $R$ is realizable, $M_{\tau, \lambda}$ can be constructed in polynomial time by Theorem Then we can construct in polynomial time an $n \times n$ invertible matrix $M_{\tau, \lambda}^{\prime}$ such that $M_{\tau, \lambda} M_{\tau, \lambda}^{\prime}=\left(\begin{array}{ccccc}1 & 0 & 0 & \cdots & 0 \\ 0 & 1 & 0 & \cdots & 0\end{array}\right)$ by linear algebra.

Lemma 8. Let $R_{0}=R M_{\tau, \lambda}^{\prime \otimes n}$ and $R^{\prime}$ be the restriction of $R_{0}$ to 0,1 , then $R^{\prime}=$ $R^{(\tau, \lambda)}$.

## Proof

$$
\begin{equation*}
R_{0}=R M_{\tau, \lambda}^{\prime \otimes n}=R^{(\tau, \lambda)} M_{\tau, \lambda}^{\otimes n} M_{\tau, \lambda}^{\prime \otimes n}=\underline{R}\left(\alpha_{\tau} \alpha_{\lambda}\right)^{\otimes n} M_{\tau, \lambda}^{\otimes n} M_{\tau, \lambda}^{\prime \otimes n}=\underline{R}\left(\alpha_{\tau} \alpha_{\lambda} 0 \cdots 0\right)^{\otimes n} . \tag{1}
\end{equation*}
$$

So $R^{\prime}=R^{(\tau, \lambda)}$.
Now let $R_{0}=R M_{\tau, \lambda}^{\prime \otimes n}, G_{0}=\left(M_{\tau, \lambda}^{\prime-1}\right)^{\otimes n} G$ and let $R^{\prime}, G^{\prime}$ be the restriction of $R_{0}, G_{0}$ to 0,1 respectively, then we have the following theorem:

Theorem 5. Suppose $R$ is a non-degenerate and realizable recognizer. Then $R, G$ are simultaneously realizable if and only if $R^{\prime}, G^{\prime}$ are simultaneously realizable.

Proof: If $R, G$ are simultaneously realizable and $R=\underline{R} M^{\otimes n}, M^{\otimes n} G=\underline{G}$, then

$$
\begin{gathered}
R_{0}=R M_{\tau, \lambda}^{\prime \otimes n}=\underline{R}\left(M M_{\tau, \lambda}^{\prime}\right)^{\otimes n}, \\
\left(M M_{\tau, \lambda}^{\prime}\right)^{\otimes n} G_{0}=\left(M M_{\tau, \lambda}^{\prime}\right)^{\otimes n}\left(M_{\tau, \lambda}^{\prime-1}\right)^{\otimes n} G=M^{\otimes n} G=\underline{G} .
\end{gathered}
$$

Since $M M_{\tau, \lambda}^{\prime}=\left(\alpha_{\tau} \alpha_{\lambda} 0 \cdots 0\right)$, we have

$$
R^{\prime}=\underline{R}\left(\alpha_{\tau} \alpha_{\lambda}\right)^{\otimes n}, \quad\left(\alpha_{\tau} \alpha_{\lambda}\right)^{\otimes n} G^{\prime}=\underline{G} .
$$

Thus $R^{\prime}, G^{\prime}$ are simultaneously realizable.
Conversely, if $R^{\prime}, G^{\prime}$ are simultaneously realizable, then there is a basis $\left(\gamma_{0} \gamma_{1}\right)$ such that

$$
R^{\prime}=\underline{R}\left(\gamma_{0} \gamma_{1}\right)^{\otimes n},\left(\gamma_{0} \gamma_{1}\right)^{\otimes n} G^{\prime}=\underline{G} .
$$

Recall that $R$ is assumed to be realizable. If we denote $R_{0}=\left(R_{i_{1} i_{2} \cdots i_{n}}\right)$, then $R_{i_{1} i_{2} \cdots i_{n}}=0$ if there is some $i_{t} \notin\{0,1\}$, since by equation (II), $R_{0}=\left(R_{i_{1} i_{2} \cdots i_{n}}\right)=$ $\underline{R}\left(\alpha_{\tau} \alpha_{\lambda} 0 \cdots 0\right)^{\otimes n}$.

Then by Theorem $\mathbb{4}$ and Lemma $\mathbb{8}$

$$
R=R^{(\tau, \lambda)} M_{\tau, \lambda}^{\otimes n}=R^{\prime} M_{\tau, \lambda}^{\otimes n}=\underline{R}\left(\left(\gamma_{0} \gamma_{1}\right) M_{\tau, \lambda}\right)^{\otimes n}
$$

Furthermore, since

$$
\left(\begin{array}{llll}
\gamma_{0} & \gamma_{1} & 0 & \cdots
\end{array}\right)=\left(\begin{array}{ll}
\gamma_{0} & \gamma_{1}
\end{array}\right)\left(\begin{array}{ccccc}
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0
\end{array}\right)=\left(\begin{array}{ll}
\gamma_{0} & \gamma_{1}
\end{array}\right) M_{\tau, \lambda} M_{\tau, \lambda}^{\prime}
$$

we have

$$
\underline{G}=\left(\gamma_{0} \gamma_{1}\right)^{\otimes n} G^{\prime}=\left(\gamma_{0} \gamma_{1} 0 \cdots 0\right)^{\otimes n} G_{0}=\left(\left(\gamma_{0} \gamma_{1}\right) M_{\tau, \lambda}\right)^{\otimes n} G .
$$

This implies that $R, G$ are simultaneously realizable over the basis $\left(\gamma_{0} \gamma_{1}\right) M_{\tau, \lambda}$.

### 3.3 An Algorithm for Simultaneous Realizability Problem on Domain Size $k$

Definition 10. The Simultaneous Realizability Problem on domain size $k$
Input: A set of symmetric signatures for generators $G$ and/or recognizers $R$ on domain size $k$.
Output: A common basis of these signatures if any exists; "NO" if they are not simultaneously realizable.

## Algorithm 1

1. Check if $R$ is realizable by Theorem 4 If not, output "NO" and halt. Otherwise find $R^{(\tau, \lambda)}, M_{\tau, \lambda}$ and $M_{\tau, \lambda}^{\prime}$.
2. Let $R^{\prime}$ be the restriction of $R_{0}=R M_{\tau, \lambda}^{\prime \otimes n}$ to 0,1 , and $G^{\prime}$ be the restriction of $G_{0}=\left(M_{\tau, \lambda}^{\prime-1}\right)^{\otimes n} G$ to 0,1 , respectively. Check whether $R^{\prime}, G^{\prime}$ are simultaneously realizable by the algorithm in [7]. If not, output "NO" and halt. Otherwise, output $\left(\gamma_{0} \gamma_{1}\right) M_{\tau, \lambda}$ where $\left(\gamma_{0} \gamma_{1}\right)$ is the common basis of $R^{\prime}, G^{\prime}$ found by the algorithm in (7).

Theorem 6. The above algorithm is a polynomial time algorithm for $S R P$ on domain size $k$.

Proof: Obviously, checking if the recognizers are realizable can be done in polynomial time and finding $R^{(\tau, \lambda)}, M_{\tau, \lambda}$ and $M_{\tau, \lambda}^{\prime}$ can be done in polynomial time by Lemma Then we can check if $R^{\prime}, G^{\prime}$ can be simultaneously realizable and if so, find a common basis of $R^{\prime}, G^{\prime}$ by the algorithm of domain size 2 in polynomial time.

## 4 Some Examples

In [12, [14, Valiant gave several polynomial time holographic algorithms using signatures on domain size 3 . This includes the parity of the number of induced forests or feedback vertex sets, the number of connected vertex covers, and PL-FO-2-COLR for degree three undirected planar graphs. Applying Theorem[5 we can show that all the required signatures used in these algorithms can be systematically derived. We take the problem of the parity of the number of induced forests for undirected planar graphs of degree at most three as an example to illustrate our procedure. Other problems are similar.

The problem is as follows: Given a planar undirected graph $G$ of maximum degree 3 , and an integer $k$, determine the parity of the number of sets of $k$ nodes that induce a forest in $G$.

Consider the following three generators and one recognizer on domain size 3:

```
\(G_{1}=(x, 1,1)\),
\(G_{2}=(x, 0,0,0,1,0,0,0,1)\),
\(G_{3}=(x, 0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,1)\),
    \(R=(1,1,1,1,2,0,1,0,2)\)
```

In symmetric signature notation we have

$$
\left.G_{2}=\right]
$$

If $R={ }_{1}{ }^{2}{ }_{1}{ }^{0}{ }_{2}$ is realizable, it can be characterized by Fig 2.


Fig. 2. $\alpha_{2}=x_{2}^{0} \alpha_{0}+x_{2}^{1} \alpha_{1}$, every triangle corresponds a linear equation and $\binom{x_{2}^{0}}{x_{2}^{1}}$ is
unique common solution

Note that $G_{i}$ are respectively the so-called Generalized Equality functions of arity 1,2 , and 3 . For example, $G_{3}^{000}=x, G_{3}^{111}=1$ and $G_{3}^{222}=1$ and all other entries of $G_{3}$ are zero. Also note that $R_{12}=R_{21}=0$.

In the given graph $G$, we replace each vertex of degree one, two and three by a generator with the signature $G_{1}, G_{2}$ and $G_{3}$ respectively, and replace each edge of $G$ by the recognizer $R$, a binary function on domain size 3 . We form a machgrid $\Omega$ by connecting the generators and recognizers naturally. Then we consider each state $\sigma$ (i.e. a $0,1,2$-coloring of the edges of the matchgrid $\Omega$, which corrresponds to each combination of values on the generator/recognizer connections). Since the $G_{i}$ are Generalized Equality functions, This is equivalent to a $0,1,2-$ coloring of the vertices of $G$. Due to $R_{12}=R_{21}=0$, no vertices of color 1 and 2 can be connected, if $\sigma$ has a non-zero contribution in the Holant sum. If we remove all the vertices of $G$ assigned 0 , the remaining vertices must form connected components each colored with color 1 or color 2 only. We can regard any $0,1,2$-coloring as a two-coloring: one color $Z$ corresponds to color 0 , and the other color $Y$ corresponds to color 1,2. Note that all $0,1,2$-colorings with a non-zero contribution corresponding to the same $Z / Y$ two-coloring has the same contribution.

Then the Holant will be the sum over all such $Z / Y$ two-colorings of $G$ of $x^{\sharp Z}$ times the value $X=2^{\sharp C C(\sigma)+\sharp Y Y(\sigma)}$, where $\sharp Z$ is the number of $Z$ nodes, and $\sharp C C(\sigma)$ is the number of connected components induced in $G$ by the removal of the $Z$ nodes and the edges adjacent to them, and $\sharp Y Y(\sigma)$ is the number of edges joining a pair of nodes both colored by $Y$. If $G$ has $n$ nodes and the number of
$Z$ nodes is fixed as $n-k$, then the minimum number of divisors of 2 in $X$ is $2^{k}$, and is achieved iff the $Y Y$ edges induce a forest in $G$. Holant $(\Omega)$ is a polynomial in $x$, a parameter in the signatures $G_{i}$. By interpolation, we can compute this polynomial if this Holant can be evaluated in polynomial time. Hence, if one divides the coefficient of $x^{n-k}$ in this polynomial Holant $(\Omega)$ by $2^{k}$, then the parity of that number is the desired solution.

We can show that these signatures are simultaneously realizable, by Algorithm

Step 1. $R^{(0,1)}=(1,1,1,2)$ is non-degenerate, so the recognizer $R$ is nondegenerate.
$R^{(0,1)}=(1,1,1,2)$ is the leading non-degenerate domain size 2 part of $R$ and this symmetric signature [1, 1, 2] is realizable on domain size 2 by Theorem 2 Next we solve the system of linear equations $A_{2} X=b_{2}$, where

$$
A_{2}=\left(\begin{array}{ll}
R_{2,0,0}^{(012)} & R_{1,1,0}^{(012)} \\
R_{1,1,0}^{(012)} & R_{0,2,0}^{(012)} \\
R_{1,0,1}^{(012)} & R_{0,1,1}^{(012)}
\end{array}\right)=\left(\begin{array}{ll}
1 & 1 \\
1 & 2 \\
1 & 0
\end{array}\right), b_{2}=\left(\begin{array}{c}
R_{1,0,1}^{(012)} \\
R_{0,1,1}^{(012)} \\
R_{0,0,2}^{(012)}
\end{array}\right)=\left(\begin{array}{l}
1 \\
0 \\
2
\end{array}\right) .
$$

Solving $A_{2} X=b_{2}$ we find the unique solution $\binom{2}{-1}$. We can illustrate the $A_{2} X=b_{2}$ by Fig 3 .


Fig. 3. $\alpha_{2}=x_{02} \alpha_{0}+x_{12} \alpha_{1}$, every triangle corresponds a linear equation and $\binom{2}{-1}$ is their unique common solution

Then $R=R^{(0,1)} M_{0,1}^{\otimes 2}$, where $M_{0,1}=\left(\begin{array}{ccc}1 & 0 & 2 \\ 0 & 1 & -1\end{array}\right)$. So $R$ is realizable from Theorem 4

Furthermore,

$$
M_{0,1}^{\prime}=\left(\begin{array}{ccc}
1 & 0 & 2 \\
0 & 1 & -1 \\
0 & 0 & 1
\end{array}\right)^{-1}=\left(\begin{array}{ccc}
1 & 0 & -2 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right)
$$

Step 2. The restriction to 0,1 of $M_{0,1}^{\prime-1} G_{1},\left(M_{0,1}^{\prime-1}\right)^{\otimes 2} G_{2}$ and $\left(M_{0,1}^{\prime-1}\right)^{\otimes 3} G_{3}$ are, respectively, $(x+2,0),(x+4,-2,-2,2)$ and $(x+8,-4,-4,2,-4,2,2,0)$, and the restriction to 0,1 of $R M_{0,1}^{\prime \otimes 2}$ is $(1,1,1,2)$. We find a common basis $\left(\begin{array}{cc}1 & 1 \\ 0 & -1\end{array}\right)$ for these signatures of domain size 2 by the algorithm of [7]. Thus we find the common basis

$$
\left(\begin{array}{cc}
1 & 1 \\
0 & -1
\end{array}\right) M_{0,1}=\left(\begin{array}{ccc}
1 & 1 & 1 \\
0 & -1 & 1
\end{array}\right)
$$

for the signatures $G_{1}, G_{2}, G_{3}$ and $R$.
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#### Abstract

We present an $O^{*}\left(1.3160^{n}\right)$-time algorithm for the edge dominating set problem in an $n$-vertex graph, which improves previous exact algorithms for this problem. The algorithm is analyzed by using the "Measure and Conquer method." We design new branching rules based on conceptually simple local structures, called "clique-producing vertices/cycles," which significantly simplify the algorithm and its running time analysis, attaining an improved time bound at the same time.


## 1 Introduction

An edge dominating set of a graph $G=(V, E)$ is a subset $M$ of edges such that each edge in $E-M$ is adjacent to at least one edge in $M$. The edge dominating set problem (EDS), to find an edge dominating set of minimum size, is a basic NP-hard graph problem and has been extensively studied in the line of research on worst-case analysis of exact exponential algorithms for NP-hard optimization problems. Yannakakis and Gavril [17] showed that EDS is NP-hard even when the graph is restricted to planar or bipartite graphs of maximal degree three. Randerath and Schiermeyer [10] designed the first nontrivial algorithm for EDS, which runs in $O^{*}\left(1.4423^{|E|}\right)$ time, where the $O^{*}$-notation suppresses polynomial factors. The upper bound on the running time was improved frequently later. Raman et al. [9] showed an $O^{*}\left(1.4423^{n}\right)$-time algorithm, where $n=|V|$ is the number of vertices. Fomin et al. [4] further improved this result to $O^{*}\left(1.4082^{n}\right)$ by considering the treewidth of the graph. By using the Measure and Conquer method, Van Rooij and Bodlaender [11] designed a simple $O^{*}\left(1.3323^{n}\right)$-time algorithm, and further improved the running time bound to $O^{*}\left(1.3226^{n}\right)$ by checking a number of local structures. When the graph is restricted to graphs of maximal degree three, the result can be improved to $O^{*}\left(1.2721^{n}\right)$ 13]. There are also a numerous contributions to the parameterized algorithms for EDS with parameter $k$ being the size of the edge dominating set [3411514]. Currently, the best result is the $O^{*}\left(2.3147^{k}\right)$-time algorithm introduced in [14]. In this

[^37]paper, we will use the Measure and Conquer method to design an improved exact algorithm for EDS, which can also be used to derive faster algorithms for some related problems, such as the weighted edge dominating set problem, the minimum maximal matching problem, the matrix domination problem and so on. In fact, the extensions to related problems are omitted here due to space limited.

The Measure and Conquer method, first introduced by Fomin et al. 5], is a powerful method used to analyze the running time of branching algorithms. Most of the currently best known exact algorithms to particular NP-hard problems are obtained by using this method. The idea behind the Measure and Conquer method is to focus on the choice of the measure, instead of creating algorithms with more and more branching and reduction rules. In this method, coefficients involved in the measure, typically called weights, need to be fixed so as to minimize the established running time. To establish the best value of the weights, usually we need to solve a quasiconvex program. Although the algorithm may be simple, in the analysis, we need to consider many cases and get a large number of constraints in the quasiconvex program. Sometimes it is hard to check the cases by hand. In [11], a simple algorithm for EDS is presented by using the Measure and Conquer method, and further improvements are claimed by means of additional branching rules based on a list of local structures. However, a large number of cases arisen and some detailed analysis are omitted in the proof in their extended abstract. In this paper, we will also use the Measure and Conquer method to analyze the algorithm. We identify conceptually simple local structures, called "clique-producing vertices/cycles" to design new branching rules, which makes the algorithm much simpler, attaining an improved time bound at the same time. Finally we can clearly list out the constraints in our quasiconvex program and point out the bottlenecks for our solutions.

Our algorithm for EDS is based on enumeration vertex covers. The idea of this method is introduced in Sec. 22. The branching rules used in the algorithm are given in Sec. 33. Then the algorithm and the analysis are presented in Sec. $\mathbf{U}^{4}$ and Sec . 5 respectively. Some proofs are removed due to the space limited, which can be found in the full version of this paper [16.

## 2 Enumeration-Based Algorithms

Given a graph $G$, a subset $C$ of vertices of $G$ is called a vertex cover, if any edge in $G$ is incident on at least one vertex in $C$. A subset $I$ of vertices of $G$ is called an independent set, if there is no edge between any two vertices in $I$. EDS is an important problem studied from the view of enumeration vertex covers 311413. Note that the vertex set of an edge dominating set is a vertex cover. Conversely, given a minimal vertex cover $C$, a minimal edge dominating set that contains $C$ in the set of its end points can be computed in polynomial time by computing a maximum matching in the induced graph $G[C]$ and adding an edge for each unmatched vertex in $C$. This observation reduces the problem to that of finding such a minimal vertex cover $C$. However, it is not easy to find
a "right" vertex cover. The idea is to enumerate all minimal vertex covers to find it. All minimal vertex covers can be enumerated in $O\left(1.4423^{n}\right)$ time 68 , which immediately yields an $O^{*}\left(1.4423^{n}\right)$-time algorithm for EDS. We will use a branch-and-reduce method to find vertex covers. We fix some part of a minimal vertex cover and then try to extend it.

For a set $F$ of edges, let $V(F)$ denote the set of all end points of edges in $F$. For a subset $A \subseteq V$ in $G$, an edge dominating set $M$ is called an anontated edge dominating set ( $A E D S$ for short) if with $A \subseteq V(M)$. Let $\mu(G, A)$ denote the size of a minimum AEDS in $G$. Denote $U=V-A$. When $U=\varnothing$, our task is to find a minimum edge dominating set $M$ such that $V(M)=V$ in the graph $G$, and such set $M$ can be constructed by finding a maximum matching in $G$ in polynomial time.

Suppose that $G[U]$ contains a clique component (a connected component that is a clique) $Q$. Including $Q$ into $A$ means to augment $G$ by introducing a new vertex $v_{Q}$ that is adjacent to all vertices in $Q$ and set $A^{\prime}:=A \cup V(Q) \cup\left\{v_{Q}\right\}$. Let $G^{\prime}$ be the resulting graph. Clearly $\mu\left(G^{\prime}, A^{\prime}\right) \leq \mu(G, A)+1$, since $\mid V(Q)-$ $V(M) \mid \leq 1$ for any minimum AEDS in $(G, A)$. Van Rooij and Bodlaender [1] proved that for any minimum AEDS $M^{\prime}$ in $\left(G^{\prime}, A^{\prime}\right), v_{Q}$ is incident to either exactly one edge $u v_{Q} \in M^{\prime}$ or exactly two edges $u v_{Q}, u^{\prime} v_{Q} \in M^{\prime}$ with adjacent vertices $u, u^{\prime} \in V(Q)$. In the former (resp., latter) case, $M=M^{\prime}-\left\{u v_{Q}\right\}$ (resp., $\left.M=\left(M^{\prime}-\left\{u v_{Q}, u^{\prime} v_{Q}\right\}\right) \cup\left\{u u^{\prime}\right\}\right)$ is a minimum AEDS in $(G, A)$. Thus, a minimum AEDS in $(G, A)$ can be obtained from a minimum AEDS in $\left(G^{\prime}, A^{\prime}\right)$ in linear time. This tells us that clique components in the $G[U]$ do not cause any trouble in finding a minimum AEDS.

Based on this idea, we search for a minimum ADES $M$, keeping track of a set $A$ of annotated vertices. The vertices in $U=V-A$ are called undecided vertices. We use some branching rules to deal with vertices in $U$ and include any newly created clique components into $A$.

## 3 Branching Rules and Some Structural Properties

We introduce the branching rules used to move vertices in $U$ out of this set. Note that each vertex is either in the vertex set of a minimum edge dominating set or not. Let $v$ be an arbitrary vertex in $U$. Then we can branch on $v$ by either including it into $A$ or excluding it from $G$ for a minimum AEDS. In the first branch, we add $v$ to the current $A$. In the second branch, we remove $v$ from $G$ and add all neighbors of $v$ to $A$. This is the simplest branching procedure in our algorithm, called branching on a vertex $v$. In our algorithm, once a clique component $Q$ is newly created in $G[U]$, we include $Q$ into $A$. We use another branching procedure "branching on a 4-cycle." We say that abcd is a 4-cycle, if there exist four edges $a b, b c, c d$ and $d a$ in $G[U]$. Branching on a 4-cycle abcd means that we branch by including either $\{a, c\}$ or $\{b, d\}$ into $A$. The correctness of this rule follows from the observation: for a 4 -cycle $a b c d$, any vertex cover in the graph contains either $\{a, c\}$ or $\{b, d\}[12]$.

When we execute two branching procedures, we choose vertices or 4-cycles carefully to reduce the time complexity. We introduce several rules to choose vertices or 4-cycles for branching in our algorithm. For a vertex $v \in U$ in graph $G[U]$, let $d(v)$ be the degree of $v$ in $G[U], N(v)$ the set of all neighbors of $v$ in $G[U], N[v]=N(v) \cup\{v\}$ the set of vertices with distance at most 1 from $v$, $N_{2}(v)$ the set of vertices with distance exactly 2 from $v$ in $G[U]$, and $N_{2}[v]=$ $N_{2}(v) \cup N[v]$. For a subset $X \subseteq U$ of vertices, let $N(X)$ denote the neighbors of $X$, i.e., $N(X)=\cup_{v \in X} N(v)-X$, and $d(X)$ denote the number of edges between $X$ and $U-X$.

A vertex $v \in U$ is called a clique-producing vertex (cp-vertex for short) if at least one clique component will be generated by removing $v$ from $G[U]$. Note that any degree-1 vertex is adjacent to a cp-vertex. A 4-cycle $a b c d$ is called a clique-producing cycle (cp-cycle for short) if removing $\{a, c\}$ or $\{b, d\}$ generates at least one clique component. When $G[U]$ contains a cp-vertex, we branch on an optimal cp-vertex, where a cp-vertex $v$ is optimal if removing $v$ generates the largest total size of cliques. Otherwise we will branch on a cp-cycle or a vertex of maximum degree. We branch on cp-cycles when the maximum degree is $\leq 3$. For branching on a vertex of maximum degree $d$, we may choose an "optimal degree$d$ vertex." A degree- $d$ vertex $v \in U$ is called an optimal degree- $d$ vertex if (i) the degree sequence $d\left(u_{1}\right) \leq d\left(u_{2}\right) \leq \cdots \leq d\left(u_{d}\right)$ of the $d$ neighbors $u_{1}, u_{2}, \ldots, u_{d}$ of $v$ is lexicographically minimum over all degree- $d$ vertices; and (ii) $d(N[v]$ ) (the number of edges between $N[v]$ and $\left.N_{2}(v)\right)$ is maximized among such vertices $v$ satisfying (i). The following properties on optimal degree- $d$ vertices are used in our algorithm.

Lemma 1. Let $v$ be an optimal degree-d vertex in a connected d-regular graph $H$ that is not a clique. The $d(N[v]) \geq 4$ for $d=3$. If $H$ contains more than 6 vertices, then $d(N[v]) \geq 6$ for $d=4$.

Lemma 2. Let $v$ be an optimal degree-4 vertex in a graph with maximum degree 4 which has no cp-vertices. Assume that $v$ has one degree-3 neighbor and three degree-4 neighbors. If $d(N[v])<5$, then $d(N[v])=3$ and $N_{2}(v)$ contains a vertex of degree $\leq 3$.

## 4 The Algorithm

Our algorithm for EDS is described in Fig. (1)

## 5 The Analysis

We will use the Measure and Conquer method to analyze the running time bound of our algorithm. We set a vertex weight function $W: \mathbb{N}^{*} \rightarrow \mathbb{R}^{*}$ in the graph according to the degree of the vertex (where $\mathbb{N}^{*}$ and $\mathbb{R}^{*}$ denote the sets of nonnegative integers and nonnegative reals, respectively). We denote by $w_{i}$ the weight $W(v)$ of a vertex $v$ of degree $i \geq 0$ in $G[U]$. Then we adopt $w=\sum_{v \in U} W(v)=\sum_{i} w_{i} n_{i}$ as the measure of the graph, where $n_{i}$ is the number

Input: A graph $G=(V, E)$ and a partition of $V$ into sets $A$ and $U$. Initially $A=\varnothing$ and $U=V$.
Output: A minimum AEDS.

1. If $\{$ There is a clique component $Q$ in $G[U]\}$, include $Q$ into $A$.
2. Elseif $\{$ There are some cp-vertices in $G[U]\}$, branch on an optimal cpvertex $v$ by adding it to $A$ or removing it from $G$.
3. Elseif \{There is a vertex $v$ of degree $\geq 5$ in $G[U]\}$, by adding it to $A$ or removing it from $G$.
4. Elseif $\{$ There are some degree-4 vertices in $G[U]\}$, branch on an optimal degree- 4 vertex by adding it to $A$ or removing it from $G$.
5. Elseif $\{$ There is a cp-cycle $a b c d$ in $G[U]\}$, branch on it by including either $\{a, c\}$ or $\{b, d\}$ into $A$.
6. Elseif $\{$ There are some degree-3 vertices in $G[U]\}$, branch on an optimal degree-3 vertex by adding it to $A$ or removing it from $G$.
7. Elseif $\{G[U]$ contains only components of cycles of length $\geq 5\}$, branch on any degree- 2 vertex by adding it to $A$ or removing it from $G$.
8. Else (Now $U=\varnothing$ holds.) Compute the candidate AEDS and return the smallest one.

Fig. 1. Algorithm $E D S(G)$
of degree- $i$ vertices in $U$. In our algorithm, when $w=0$, the problem can be solved in polynomial time directly. We also require that $w_{i} \leq 1$ for all $i$ 's. Then the measure $w$ is not greater than the number $n$ of vertices. If we can get a running time bound related to measure $w$, then we can also get a running time bound related to $n$.

Let $C(w)$ denote the worst-case running time $\alpha^{w}$ to find a solution in graphs that have measure at most $w$ in our algorithm, where $\alpha>1$ is a constant. To get a running time bound of the algorithm, we show how much the measure $w$ can be reduced in each branching step in the algorithm and then determine an upper bound on $\alpha$.

To simplify case analysis of our algorithm, we set $w_{0}=0$ and $w_{i}=1$ for $i \geq 4$. We only need to decide the best values of $w_{1}, w_{2}$ and $w_{3}$. We use $\Delta w_{i}$ to denote $w_{i}-w_{i-1}$ for $i \geq 1$, where $\Delta w_{i}=0, i \geq 5$. Furthermore we let the weight $w$ meet the conditions:

$$
\begin{equation*}
\Delta w_{1} \geq \Delta w_{2} \geq \Delta w_{3} \geq \Delta w_{4} \geq 0 \text { and } w_{3}+\Delta w_{3} \geq w_{4}+3 \Delta w_{4} \tag{1}
\end{equation*}
$$

### 5.1 Preliminaries

Next, we give the framework of the analysis of branching on a vertex in $G[U]$. Let $v \in U$ be a vertex of maximum degree $d$ in $G[U]$. Assume that $v$ has $d_{i}$ neighbors of degree $i \in[0, n]$. Then $d=\sum_{i=1}^{n} d_{i}=\sum_{i=1}^{d} d_{i}$. Assume that the algorithm will branch on $v$ by including it into $A$ or removing from $G$. Now we analyze how much we can reduce $w$ in each branch. For a subset $X \subseteq U$, we
use $\delta(X)$ to denote the amount of $w$ being reduced by removing the vertices in $X$ out the current $U$, where $\delta(X)$ depends on $X$ itself, the neighbors of $X$ and any possible cliques resulting from the removal of $X$. More precisely, $\delta(X)$ in the current graph $G[U]$ is given as follows

$$
\delta(X)=\delta^{\prime}(X)+\delta^{\prime \prime}(X)+\delta^{\prime \prime \prime}(X)
$$

such that $\delta^{\prime}(X)=\sum_{v \in X} w_{d(v)}, \delta^{\prime \prime}(X)=\sum_{u \in N(X)}\left(w_{d(u)}-w_{d^{\prime}(u)}\right)$, and $\delta^{\prime \prime \prime}(X)=$ $\sum_{i \geq 1} k_{i} i w_{i-1}$, where $d^{\prime}(u)$ and $k_{i}$ denote the degree of a vertex $u \in U-X$ and the number of cliques with size $i$ newly created by the removal of $X$ in the graph $G[U-X]$.

Now, we consider branching on a single vertex $v$. In the branch where $v$ is moved into $A$, we can delete a degree- $d$ vertex $v$ and reduce the degree of all neighbors of $v$ by 1 in $G[U]$. We have $\delta(v) \geq \delta^{\prime}(v)+\delta^{\prime \prime}(v)$ with

$$
\delta^{\prime}(v)=w_{d} \quad \text { and } \quad \delta^{\prime \prime}(v)=\sum_{1 \leq i \leq d} d_{i} \Delta w_{i}
$$

In the branch where $v$ is removed from $G$, we also add $N(v)$ to $A$. Then we will delete $N[v]$ from $G[U]$, and reduce the degree of the vertices in $N_{2}(v)$. We get $\delta(N[v]) \geq \delta^{\prime}(N[v])+\delta^{\prime \prime}(N[v])$ with

$$
\delta^{\prime}(N[v])=w_{d}+\sum_{1 \leq i \leq d} d_{i} w_{i} \quad \text { and } \quad \delta^{\prime \prime}(N[v])=\sum_{u \in N_{2}(v)}\left(w_{d(u)}-w_{|N(u)-N(v)|}\right) .
$$

By (11), a lower bound on $\delta^{\prime \prime}(N[v])$ can be obtained as follows:

$$
\delta^{\prime \prime}(N[v]) \geq d(N[v]) \Delta w_{d^{\prime}}
$$

where $d^{\prime}$ is the maximum degree of a vertex in $N_{2}(v)$.
We introduce some lemmas to reduce the case analysis for the running time of our algorithm.

Lemma 3. For four values $a \geq 0, b \geq 0, t \geq 0$ and $t^{\prime}$ such that $a \leq b$ and $t \geq t^{\prime}$, it holds $C(w-a)+C(w-b) \leq C(w-(a-t))+C\left(w-\left(b+t^{\prime}\right)\right)$.

In our analysis, we often need to evaluate an upper bound on the formula $C(w-$ $\left.\left(\delta^{\prime}(v)+\delta^{\prime \prime}(v)\right)\right)+C\left(w-\left(\delta^{\prime}(N[v])+\rho\right)\right)$ for branching on a vertex $v$, where $\rho \geq 0$ is a lower bound on $\delta^{\prime \prime}(N[v])$.

Lemma 4. For indices $j<k$, let $d^{\prime}$ be defined by $d_{j}^{\prime}=d_{j}-1, d_{k}^{\prime}=d_{k}+1$ and $d_{i}^{\prime}=d_{i}(i \neq j, k)$. Then it holds

$$
\begin{aligned}
& C\left(w-\left(w_{d}+\sum_{i=1}^{n} d_{i} \Delta w_{i}\right)\right)+C\left(w-\left(w_{d}+\sum_{i=1}^{n} d_{i} w_{i}+\rho\right)\right) \\
& \quad \leq C\left(w-\left(w_{d}+\sum_{i=1}^{n} d_{i}^{\prime} \Delta w_{i}\right)\right)+C\left(w-\left(w_{d}+\sum_{i=1}^{n} d_{i}^{\prime} w_{i}+\rho^{\prime}\right)\right)
\end{aligned}
$$

if $\rho \geq 0$ and $w_{j}+\Delta w_{j} \geq w_{k}+\Delta w_{k}+\left(\rho^{\prime}-\rho\right)$.

### 5.2 Step 2

In Step 2, we branch on an optimal cp-vertex $v$. Let $H$ be the component of $G[U]$ containing $v$. After Step 1 is applied, $H$ is not clique. Removing $v$ generates at least one new clique from $H$. In both branches of adding $v$ to $A$ and removing it from $G$, all the vertices in the cliques will be removed from $U$. Let $k$ be the total size of the generated cliques. If $k \geq 2$, then at least three vertices will be removed from $U$ by removing each of $v$ and $N[v]$, and one of the removed vertices is of degree $\geq 2$, and we have recurrence

$$
\begin{equation*}
C(w) \leq 2 C\left(w-\left(w_{2}+2 w_{1}\right)\right) \tag{2}
\end{equation*}
$$

For $k=1, v$ has exactly one degree- 1 neighbor and $d(v) \geq 3$ (otherwise $k \geq 2$ due the optimality of $v$ ). Hence we have $\delta(v) \geq w_{3}+w_{1}$ and $\delta(N[v]) \geq w_{3}+2 w_{2}+w_{1}$, which implies recurrence

$$
\begin{equation*}
C(w) \leq C\left(w-\left(w_{3}+w_{1}\right)\right)+C\left(w-\left(w_{3}+2 w_{2}+w_{1}\right)\right) \tag{3}
\end{equation*}
$$

### 5.3 Step 3

In Step 3, the algorithm will select a vertex $v$ of maximum degree $d \geq 5$ in $G[U]$ to branch on. Notice that after Step 2, there is no degree-1 vertex in $U$. We get the recurrence $C(w) \leq C(w-\delta(v))+C(w-\delta(N[v])) \leq C(w-\delta(v))+C\left(w-\delta^{\prime}(N[v])\right)$. Since we can apply Lemma 4 to indices $k>j \geq 3$ and $\rho^{\prime}=\rho=0$, we only need to analyze the case where each neighbor of $v$ is of degree 2 or $\geq 5$. Let $q$ be the number of degree- 2 neighbors of $v$. Then it holds

$$
\begin{aligned}
C(w) & \leq C(w-\delta(v))+C\left(w-\delta^{\prime}(N[v])\right) \\
& =C\left(w-\left(w_{d}+\sum_{i=1}^{d} d_{i} \Delta w_{i}\right)\right)+C\left(w-\left(w_{d}+\sum_{i=1}^{d} d_{i} w_{i}\right)\right) \\
& \leq C\left(w-\left(1+q \Delta w_{2}\right)\right)+C\left(w-\left(d+1-q+q w_{2}\right)\right),
\end{aligned}
$$

and we get recurrences

$$
\begin{equation*}
C(w) \leq C\left(w-\left(1+q \Delta w_{2}\right)\right)+C\left(w-\left(6-q+q w_{2}\right)\right), \quad q=0,1, \ldots, 5 \tag{4}
\end{equation*}
$$

### 5.4 Step 4

In this step, we will branch on an optimal degree- 4 vertex $v$ in $G[U]$. Let $d_{i}$ denote the number of degree- $i$ neighbors of $v$. After Step 2, it holds $d_{1}=0$.

Case 1. $d_{2}=4$ and $d_{3}+d_{4}=0$ : In this case, no two neighbors of $v$ are adjacent since otherwise $v$ would be a cp-vertex. Hence $\delta^{\prime \prime}(N[v]) \geq 4 \Delta w_{4}$, and we have recurrence

$$
\begin{align*}
C(w) & \leq C\left(w-\left(w_{4}+4 \Delta w_{2}\right)\right)+C\left(w-\left(w_{4}+4 w_{2}+4 \Delta w_{4}\right)\right)  \tag{5}\\
& =C\left(w-\left(1+4 w_{2}-4 w_{1}\right)\right)+C\left(w-\left(5-4 w_{3}+4 w_{2}\right)\right)
\end{align*}
$$

Case 2. $d_{2}=3$ and $d_{3}+d_{4}=1$ : Since $w_{3}+\Delta w_{3} \geq w_{4}+\Delta w_{4}$ by (11), we can apply Lemma $\square$ with $j=3, k=4$ and $\rho^{\prime}=\rho=0$ to evaluate the recurrence
$C(w) \leq C(w-\delta(v))+C\left(w-\delta^{\prime}(N[v])\right)$. Hence we only need to consider the case of $d_{2}=3$ and $d_{4}=1$, and we get

$$
\begin{align*}
C(w) & \leq C\left(w-\left(w_{4}+3 \Delta w_{2}+\Delta w_{4}\right)\right)+C\left(w-\left(2 w_{4}+3 w_{2}\right)\right)  \tag{6}\\
& =C\left(w-\left(2-w_{3}+3 w_{2}-3 w_{1}\right)\right)+C\left(w-\left(2+3 w_{2}\right)\right) .
\end{align*}
$$

Case 3. $d_{2}=d_{3}+d_{4}=2$ : Analogously with Case 2 , we only need to consider the case of $d_{2}=d_{4}=2$ to evaluate the recurrence $C(w) \leq C(w-\delta(v))+C(w-$ $\left.\delta^{\prime}(N[v])\right)$ by Lemma 4 . Hence we get

$$
\begin{align*}
C(w) & \leq C\left(w-\left(w_{4}+2 \Delta w_{4}+2 \Delta w_{3}\right)\right)+C\left(w-\left(w_{4}+2 w_{4}+2 w_{3}\right)\right) \\
& =C\left(w-\left(3-2 w_{2}\right)\right)+C\left(w-\left(3+2 w_{3}\right)\right) . \tag{7}
\end{align*}
$$

Case 4. $d_{2}=1$ and $d_{3}+d_{4}=3$ : We first consider the case of $d_{2}=1$ and $d_{4}=3$. In this case, there are at least two edges between $N(v)$ and $N_{2}(v)$, and $\delta^{\prime \prime}(N[v]) \geq \rho^{\prime}=2 \Delta w_{4}$. Then we get the recurrence

$$
\begin{align*}
C(w) & \leq C(w-\delta(v))+C\left(w-\left(\delta^{\prime}(N[v])+\rho^{\prime}\right)\right) \\
& \leq C\left(w-\left(w_{4}+3 \Delta w_{4}+\Delta w_{2}\right)\right)+C\left(w-\left(4 w_{4}+w_{2}+2 \Delta w_{4}\right)\right)  \tag{8}\\
& =C\left(w-\left(4-3 w_{3}+w_{2}-w_{1}\right)\right)+C\left(w-\left(6-2 w_{3}+w_{2}\right)\right) .
\end{align*}
$$

By Lemma 4, the other cases will be covered by the case of $d_{2}=1$ and $d_{4}=3$, since for $\rho=0$ and $\rho^{\prime}=2 \Delta w_{4}$, it holds that $w_{3}+\Delta w_{3} \geq w_{4}+\Delta w_{4}+2 \Delta w_{4}$ by (II).
Case 5. $d_{2}=0$ and $d_{3}+d_{4}=4$ : We first consider the case of $d_{4}=4$. In this case, all vertices in $G[U]$ are of degree 4 , and we will select an optimal degree- 4 vertex $v$. Let $H$ be the 4 -regular graph containing $v$. If $H$ has only 6 vertices, then all vertices in $H$ will be removed from $U$ when $v$ is removed from $G$, and branching on $v$ gives a recurrence

$$
C(w) \leq C\left(w-\left(w_{4}+4 \Delta w_{4}\right)\right)+C(w-6)=C\left(w-\left(5-4 w_{3}\right)\right)+C(w-6) .(9)
$$

Let $H$ contains more than 6 vertices. Then $d(N[v]) \geq 6$ by Lemma and $\delta^{\prime \prime}(N[v]) \geq \rho^{\prime}=6 \Delta w_{4}$. We get the recurrence

$$
\begin{align*}
C(w) & \leq C(w-\delta(v))+C\left(w-\left(\delta^{\prime}(N[v])+\rho^{\prime}\right)\right) \\
& \leq C\left(w-\left(w_{4}+4 \Delta w_{4}\right)\right)+C\left(w-\left(w_{4}+4 w_{4}+6 \Delta w_{4}\right)\right)  \tag{10}\\
& =C\left(w-\left(5-4 w_{3}\right)\right)+C\left(w-\left(11-6 w_{3}\right)\right)
\end{align*}
$$

For the other case, we get the recurrence $C(w) \leq C(w-\delta(v))+C\left(w-\left(\delta^{\prime}(N[v])+\right.\right.$ $\rho)$ ), where $\rho$ is a lower bound on $\delta^{\prime \prime}(N[v])$. Similarly, by using Lemma 4 we can prove that the other cases will be covered by the case of $d_{4}=4$.

### 5.5 Step 5

In this step, we will branch on a cp-cycle $a b c d$. Note that $G[U]$ has none of clique components, cp-vertices and vertices of degree $>3$ after applying Steps 1-4. In
the branch where $a$ and $c$ (resp., $b$ and $d$ ) are included into the 4 -cycle, we will delete $\{a, c\}$ (resp., $\{b, d\}$ ) from $G[U]$ and reduce the degree of $b$ and $d$ (resp., $a$ and $c$ ) by 2 .

If removing each of $\{a, c\}$ and $\{b, d\}$ generates a clique, then we get recurrence $C(w) \leq 2 C\left(w-3 w_{2}\right)$, which is covered by (21). If removing one of $\{a, c\}$ and $\{b, d\}$ generates cliques whose total size is at least 2 , then we get recurrence $C(w) \leq C\left(w-2 w_{2}\right)+C\left(w-4 w_{2}\right)$, which is covered by (B1) by $\Delta w_{2} \geq \Delta w_{3}$.

The remaining case is that removing one of $\{a, c\}$ and $\{b, d\}$ generates a clique with size 1 and removing the other one does not generate any clique. Thus, only one vertex, say $a$, in the 4 -cycle is of degree 2 and the other three are of degree 3. Then we have $\delta(\{a, c\}) \geq w_{2}+w_{3}+2\left(w_{3}-w_{1}\right)+\Delta w_{3}=4 w_{3}-2 w_{1}$, and $\delta(\{b, d\}) \geq 2 w_{3}+w_{2}+\left(w_{3}-w_{1}\right)+2 \Delta w_{3}=5 w_{3}-w_{2}-w_{1}$. Therefore, we get

$$
\begin{equation*}
C(w) \leq C\left(w-\left(4 w_{3}-2 w_{1}\right)\right)+C\left(w-\left(5 w_{3}-w_{2}-w_{1}\right)\right) \tag{11}
\end{equation*}
$$

### 5.6 Step 6

In this step, we will branch on optimal degree- 3 vertices in $G[U]$, where every vertex is of degree 2 or 3 . Let $N(v)=\{a, b, u\}$, where $d(a) \geq d(b) \geq d(u) \geq 2$ is assumed without loss of generality. We distinguish two cases.

Case 1. Vertex $u$ is of degree 2: We first show that $\delta(v) \geq 3 w_{3}-w_{2}-w_{1}$ and $\delta(N[v]) \geq 4 w_{3}$. Since $\Delta w_{3} \leq \Delta w_{2}$, we observe that $\delta(v) \geq w_{3}+2 \Delta w_{3}+\Delta w_{2}=$ $3 w_{3}-w_{2}-w_{1}$. Vertex $u$ is not adjacent to $a$ or $b$ if $a$ and $b$ are adjacent, otherwise there would be a cp-cycle which must have been eliminated by Step 5 . Also no two degree- 2 neighbors of $v$ are adjacent (otherwise $v$ would be a cp-vertex). For $d(a)=d(b)=d(u)=2$, it holds $d(N[v]) \geq 3$ and we have $\delta(N[v]) \geq$ $w_{3}+3 w_{2}+3 \Delta w_{3}=4 w_{3}$. For $d(a)=3$ and $d(b)=d(u)=2, d(N[v])=0$ would imply that a degree- 2 neighbor is a cp-vertex, and it holds $d(N[v]) \geq 2$ by the parity condition of degrees, indicating that $\delta(N[v]) \geq 2 w_{3}+2 w_{2}+2 \Delta w_{3}=4 w_{3}$. Finally for $d(a)=d(b)=3$ and $d(u)=2, d(N[v])=1$ would imply that $N(v)$ contains a cp-vertex, and it holds $d(N[v]) \geq 3$ by the parity condition of degrees, from which we have $\delta(N[v]) \geq 3 w_{3}+w_{2}+3 \Delta w_{3} \geq w_{3}+3 w_{2}+3 \Delta w_{3}=4 w_{3}$. Then we get recurrence

$$
\begin{equation*}
C(w) \leq C\left(w-\left(3 w_{3}-w_{2}-w_{1}\right)\right)+C\left(w-4 w_{3}\right) \tag{12}
\end{equation*}
$$

We here further show that the algorithm will branch on a cp-vertex after including $v$ into $A$. By combining the 'child' recurrence together with the 'parent' recurrence, we derive a better recurrence than (12).

Note that in the branch where $v$ is including into $A$, vertex $u$ will become a degree-1 vertex. Then $G[U-\{v\}]$ contains some cp-vertices and the algorithm will further branch on an optimal cp-vertex $v^{*}$ in the next step. We also note that any degree- 2 vertex can not be in a 4-cycle in $G[U]$, since there is no cp-cycle. Then in $G[U-\{v\}]$, each vertex is adjacent to at most one degree-1 vertex.

If the removal of $v^{*}$ generates cliques of total size at least 2 , we have the following arguments. Since $v^{*}$ is adjacent to at most one degree- 1 vertex in
$G[U-\{v\}]$, we see that $\delta\left(v^{*}\right) \geq w_{3}+w_{2}+w_{1}$ and $\delta\left(N\left[v^{*}\right]\right) \geq w_{3}+2 w_{2}+w_{1}$. By combining this and (12), we get a recurrence

$$
\begin{align*}
C(w) \leq & C\left(w-\left(3 w_{3}-w_{2}-w_{1}\right)-\left(w_{3}+w_{2}+w_{1}\right)\right) \\
& +C\left(w-\left(3 w_{3}-w_{2}-w_{1}\right)-\left(w_{3}+3 w_{2}+w_{1}\right)\right)+C\left(w-4 w_{3}\right)  \tag{13}\\
= & C\left(w-4 w_{3}\right)+C\left(w-\left(3 w_{3}+2 w_{2}\right)\right)+C\left(w-4 w_{3}\right)
\end{align*}
$$

Otherwise, the removal of $v^{*}$ generates a clique of size 1 . Then $v^{*}$ can only be a degree-3 vertex in $G[U-\{v\}]$. Without loss of generality, we assume the three neighbors of $v^{*}$ are $u^{\prime}, a^{\prime}$ and $b^{\prime}$, where $d\left(u^{\prime}\right)=1, d\left(a^{\prime}\right) \geq 2$ and $d\left(b^{\prime}\right) \geq 2$. We here show that $\delta\left(v^{*}\right) \geq 3 w_{3}-2 w_{2}+w_{1}$ and $\delta\left(N\left[v^{*}\right]\right) \geq 3 w_{3}+w_{1}$.

Since $\Delta w_{3} \leq \Delta w_{2}$, we observe that $\delta\left(v^{*}\right) \geq w_{3}+2 \Delta w_{3}+w_{1}=3 w_{3}-2 w_{2}+w_{1}$. For $d\left(a^{\prime}\right)=d\left(b^{\prime}\right)=2, a^{\prime}$ and $b^{\prime}$ are not adjacent (otherwise $v^{*}$ would be a cpvertex the removal of which generates a clique $a^{\prime} b^{\prime}$ with size 2 ), and there are two edges between $N\left(v^{*}\right)$ and $N_{2}\left(v^{*}\right)$, implying that $\delta\left(N\left[v^{*}\right]\right) \geq w_{3}+2 w_{2}+w_{1}+$ $2 \Delta w_{3}=3 w_{3}+w_{1}$. For $d\left(a^{\prime}\right)=3$ and $d\left(b^{\prime}\right)=2$, there is at least one edge between $N\left(v^{*}\right)$ and $N_{2}\left(v^{*}\right)$, and we have $\delta\left(N\left[v^{*}\right]\right) \geq w_{3}+w_{1}+w_{2}+w_{3}+\Delta w_{3}=3 w_{3}+w_{1}$. Finally for $d\left(a^{\prime}\right)=d\left(b^{\prime}\right)=3$, there are at least two edges between $N\left(v^{*}\right)$ and $N_{2}\left(v^{*}\right)$, and we obtain $\delta\left(N\left[v^{*}\right]\right) \geq 3 w_{3}+w_{1}+2 \Delta w_{3} \geq w_{3}+2 w_{2}+w_{1}+2 \Delta w_{3}=$ $3 w_{3}+w_{1}$. Then for branching on $v^{*}$ we get the recurrence

$$
\begin{equation*}
C(w) \leq C\left(w-\left(3 w_{3}-2 w_{2}+w_{1}\right)\right)+C\left(w-\left(3 w_{3}+w_{1}\right)\right) \tag{14}
\end{equation*}
$$

Recurrence (12) is followed by (14). This gives the recurrence

$$
\begin{align*}
C(w) \leq & C\left(w-\left(3 w_{3}-w_{2}-w_{1}\right)-\left(3 w_{3}-2 w_{2}+w_{1}\right)\right) \\
& +C\left(w-\left(3 w_{3}-w_{2}-w_{1}\right)-\left(3 w_{3}+w_{1}\right)\right)+C\left(w-4 w_{3}\right)  \tag{15}\\
= & C\left(w-\left(6 w_{3}-3 w_{2}\right)\right)+C\left(w-\left(6 w_{3}-w_{2}\right)\right)+C\left(w-4 w_{3}\right) .
\end{align*}
$$

Case 2. Vertex $u$ is of degree 3: Note that for this case, the component is a 3 -regular graph. By Lemma we know that $d(N[v]) \geq 4$. If $d(N[v])=6$, then $\delta^{\prime \prime}(N[v]) \geq 6 \Delta w_{3}$ and we branch on $v$ with the following recurrence

$$
\begin{equation*}
C(w) \leq C\left(w-\left(4 w_{3}-3 w_{2}\right)\right)+C\left(w-\left(10 w_{3}-6 w_{2}\right)\right) \tag{16}
\end{equation*}
$$

Assume that $d(N[v])=4$. Then By branching on $v$, we have recurrence

$$
\begin{equation*}
C(w) \leq C\left(w-\left(4 w_{3}-3 w_{2}\right)\right)+C\left(w-\left(8 w_{3}-4 w_{2}\right)\right) \tag{17}
\end{equation*}
$$

To get better recurrences, we further analyze how our algorithm continues branching operations after including $v$ into $A$. Note that for this case, each degree-3 vertex in the regular graph in $G[U]$ is contained in a triangle, and no two triangles share an edge (otherwise it would form a cp-cycle). Then after removing $v$ from $G[U]$, the graph has not a degree-1 vertex nor a triangle containing two degree- 2 vertices. Then, there are no cp-vertices in $G[U-\{v\}]$. It is still possible that $G[U-\{v\}]$ contains a cp-cycle (see the following Case 2.1). If $G[U-\{v\}]$ contains no cp-cycle, the algorithm will select an optimal degree-3 vertex to branch on, which will be adjacent to a degree- 2 vertex (see the following Case 2.2). Let the three neighbors of $v$ be $a, b$ and $c$, where $a$ and $b$ are adjacent.

Case 2.1. Vertices $a$ and $b$ are in a 4-cycle $a b u t$ in $G[U]$ : Since each degree-3 vertex in the regular graph in $G[U]$ is contained in a triangle, the 4 -cycle abut must share edges with two triangles, say $a b v$ and uty. Then after branching on the degree-3 vertex $v$ with (17) and the algorithm will further branch on the cp-cycle abut in the first branch which includes $v$ into $A$ (note that no other cp-vertex or cp-cycle can be created in this branch). Since only two adjacent vertices are degree- 3 vertices in the cp-cycle, Then each branch of removing $\{a, u\}$ and $\{b, t\}$ reduces $w$ by $w_{3}+w_{2}+\left(w_{3}-w_{1}\right)+w_{2}+\Delta w_{3}=3 w_{3}+w_{2}-w_{1}$. By combining this and (17), we get

$$
\begin{align*}
C(w) & \leq 2 C\left(w-\left(4 w_{3}-3 w_{2}\right)-\left(3 w_{3}+w_{2}-w_{1}\right)\right)+C\left(w-\left(8 w_{3}-4 w_{2}\right)\right)  \tag{18}\\
& =2 C\left(w-\left(7 w_{3}-2 w_{2}-w_{1}\right)\right)+C\left(w-\left(8 w_{3}-4 w_{2}\right)\right) .
\end{align*}
$$

Case 2.2. Vertices $a$ and $b$ are not in any 4 -cycle in $G[U]$ : We still branch on $v$ with (17). In the branch where $v$ is included into $A$, we will get three degree- 2 vertices $a, b$ and $c$, where $a$ and $b$ are adjacent, and $c$ is in a triangle, say $c a^{\prime} b^{\prime}$.

In this branch, the algorithm will select a vertex $v^{\prime}$ adjacent to a degree2 vertex (one of $\{a, b, c\}$ ) to branch on with recurrence (121). In the subbranch where $v^{\prime}$ is included into $A$, there is a cp-vertex $v^{\prime \prime}$ (by denoting $u_{1}$ and $t_{1}$ (resp., $u_{2}$ and $t_{1}$ ) be the two degree- 3 vertices adjacent to $a$ and $b$ (resp., $a^{\prime}$ and $b^{\prime}$ ), if $v^{\prime}=u_{i}$, then $v^{\prime \prime}=t_{i}$; if $v^{\prime}=t_{i}$, then $\left.v^{\prime \prime}=u_{i}(i \in\{1,2\})\right)$. Then algorithm will further branch on $v^{\prime \prime}$ with the following recurrence

$$
\begin{aligned}
C(w) & \leq C\left(w-\left(w_{3}+2 \Delta w_{3}+w_{2}+w_{1}\right)\right)+C\left(w-\left(3 w_{3}+2 \Delta w_{3}+w_{2}+w_{1}\right)\right) \\
& =C\left(w-\left(3 w_{3}-w_{2}+w_{1}\right)\right)+C\left(w-\left(3 w_{3}-w_{2}+w_{1}\right)\right) .
\end{aligned}
$$

Considering all these together, we will get

$$
\begin{align*}
C(w) \leq & C\left(w-\left(4 w_{3}-3 w_{2}\right)-\left(3 w_{3}-w_{2}-w_{1}\right)-\left(3 w_{3}-w_{2}+w_{1}\right)\right) \\
& +C\left(w-\left(4 w_{3}-3 w_{2}\right)-\left(3 w_{3}-w_{2}-w_{1}\right)-\left(3 w_{3}-w_{2}+w_{1}\right)\right) \\
& +C\left(w-\left(4 w_{3}-3 w_{2}\right)-\left(4 w_{3}\right)\right)+C\left(w-\left(8 w_{3}-4 w_{2}\right)\right)  \tag{19}\\
= & 2 C\left(w-\left(10 w_{3}-5 w_{2}\right)\right)+C\left(w-\left(12 w_{3}-5 w_{2}\right)\right)+C\left(w-\left(8 w_{3}-4 w_{2}\right)\right) .
\end{align*}
$$

### 5.7 $\quad$ Step 7

In this step, the maximum degree of $G[U]$ is 2 , and $G[U]$ contains only components of cycles of length $\geq 5$. The algorithm will branch on any vertex in the cycle and then branch on optimal cp-vertices in paths created. Lemma 1 in [1] implies that

Lemma 5. Algorithm $E D S(G)$ branches on a component of cycle of length $l \geq 5$ in $G[U]$ into at most $2^{l / 3}$ subbranches, in which all the $l$ vertices are removed from $U$.

By Lemma 5. we can get the following recurrence $C(w) \leq 2^{l / 3} C\left(w-l w_{2}\right)$, which is equivalent to

$$
\begin{equation*}
C(w) \leq 2^{1 / 3} C\left(w-w_{2}\right) \tag{20}
\end{equation*}
$$

### 5.8 Putting All Together

Each of the worst recurrences derived in the above will generate a constraint in our quasiconvex program to solve a best value for $w_{1}, w_{2}$ and $w_{3}$. By solving Recurrence ( $i$ ) above, we will get that $C(w) \leq\left(\alpha_{i}\left(w_{1}, w_{2}, w_{3}\right)\right)^{w}$, where $2 \leq i \leq$ $20(i \neq 12,14,17)$. We choose a value of $w_{1}, w_{2}$ and $w_{3}$ satisfying (11) such that $\max _{2 \leq i \leq 20, i \neq 12,14,17}\left\{\alpha_{i}\left(w_{1}, w_{2}, w_{3}\right)\right\}$ is minimized. By solving this quasiconvex program according to the method introduced in [2], we get a running time bound of $O\left(1.3160^{w}\right)$ by setting $w_{1}=0.8120, w_{2}=0.9006$ and $w_{3}=0.9893$ for our problem. Now the tight constraints are $\Delta w_{2} \geq \Delta w_{3}$ in (11), (21), (10) and (16).

Theorem 1. Algorithm $E D S(G)$ can find a minimum edge dominating set in an n-vertex graph $G$ in $O^{*}\left(1.3160^{n}\right)$ time.
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#### Abstract

We introduce a finite automata model for performing computations over an arbitrary structure $\mathcal{S}$. The automaton processes sequences of elements in $\mathcal{S}$. While processing the sequence, the automaton tests atomic relations, performs atomic operations of the structure $\mathcal{S}$, and makes state transitions. In this setting, we study several problems such as closure properties, validation problem and emptiness problems. We investigate the dependence of deciding these problems on the underlying structures and the number of registers of our model of automata. Our investigation demonstrates that some of these properties are related to the existential first order fragments of the underlying structures.


## 1 Introduction

Most algorithms use methods, operations, and test predicates over an already defined underlying structure. For instance, algorithms that use integer variables assume that the underlying structure contains the set of integers $\mathbb{Z}$ and the usual operations of addition + , multiplication $\times$, and the predicate $\leq$. Similarly algorithms that work on graphs or trees assume that the underlying structure consists of graphs and trees with operations such as adding or deleting a vertex or an edge, merging trees or graphs, and test predicates such as the subtree predicate. Generally, an algorithm over an algebraic structure $\mathcal{S}=\left(D ; f_{0}, \ldots, f_{n}, R_{0}, \ldots, R_{k}\right)$, where each $f_{i}$ is a total operation on $D$ and each $R_{i}$ is a predicate on $D$, is a sequence of instructions that uses the operations and predicates of the structure. This simple observation has led to the introduction of various models of computations over arbitrary structures and their analysis. The first example here is the class of Blum-Shub-Smale (BSS) machines [2], where the underlying structure is the ordered ring of the reals. The model is essentially a multiple register machine that stores tuples of real numbers and that can evaluate polynomials at unit cost. The second example is the work of O. Bournez, et al. [5], where the authors introduce computations over arbitrary structures thus generalizing the work of L. Blum, M. Shub and S. Smale [2]. In particular, among several results, they prove that the set of all recursive functions over arbitrary structure $\mathcal{S}$ is exactly the set of decision functions computed by BSS machines over $\mathcal{S}$.

The third example is various classes of counter automata that use counters in different ways [67101416].

In this paper, we introduce the notion of finite automata over algebraic structures which accept or reject finite sequences of elements from the domain of the underlying structure. Our main motivation here is that our model is the finite automata analogue of BSS machines over arbitrary structures. Namely, we define finite state automata over any given structure $\mathcal{S}$. Such an automaton is equipped with a finite number of states, a fixed number of registers, a read only head that always moves to the right in the tape and transitions between the states. The automaton processes finite sequences of elements of $\mathcal{S}$. During the computation, given an input from the sequence, the automaton tests the input against the values of the registers. Depending on the outcomes of the test, the automaton updates the register values by performing basic operations on the input and the register values and then makes a transition to a state. Given a structure $\mathcal{S}$, we use the term $\mathcal{S}$-automata to denote the instantiation of this computation model for $\mathcal{S}$.

Another motivation is that our model can also be viewed as finite automata over an infinite alphabet when the underlying structure $\mathcal{S}$ is infinite. We mention that there has recently been a lot of interest in the study of finite automata over infinite alphabets due to investigations in program verification and databases, [13491921]. One goal of these investigations is to extend automata-theoretic techniques to words and trees over data values. Several models of computations have been proposed towards this goal. Examples of such automata models include Kaminsky and Francez's register automata [11, Neven, Schwentick and Vianu's pebble automata [17, Bojanczyk's data automata [3] and Alur's extended data automata [1]. While all the above automata models allow only equality tests between data values, there has also been automata model proposed for linearly ordered data domains [20]. The existence of many such models of automata over either structures or infinite alphabets calls for a general yet simple framework to formally reason about such finite state automata. This paper addresses this issue and suggests one such framework.

One important property of our model is that the class of all languages recognized by deterministic $\mathcal{S}$-automata is closed under all the Boolean operations. Furthermore, every language recognized by an $\mathcal{S}$-automaton over a (computable) structure is decidable. Thus $\mathcal{S}$-automata do not generate undecidable languages. Another important implication of our definition is that one can recast many decision problems about standard finite automata in our setting. For instance, we address the emptiness problem for $\mathcal{S}$-automata and investigate the interplay between decidability and undecidability of the emptiness problem by varying the structure $\mathcal{S}$. In particular, we provide examples of fragments of arithmetic over which the emptiness problem becomes decidable or undecidable. The third implication is that our model recasts the emptiness problem for finite automata by refining the problem as follows. One would like to design an algorithm that, given an $\mathcal{S}$-automaton over the structure $\mathcal{S}$, and a path from an initial state to an accepting state in the automaton, builds an input sequence from the structure
$\mathcal{S}$ that validates the path. We call this the validation problem for $\mathcal{S}$-automata. We will investigate the validation problem for $\mathcal{S}$-automata and connect it with the first order existential fragment of the underlying structure $\mathcal{S}$. Roughly, the existential fragment of the structure $\mathcal{S}$ is equivalent to finding solutions to systems of equations and in-equations in the structure. We show that the validation problem for $\mathcal{S}$-automata is decidable if and only if the existential fragment of the structure $\mathcal{S}$ is decidable.

It is still a speculation that our model provides a general framework for all other known models of automata. However, generality of our model comes from the following observations: (1) we can vary the underlying structures and thus investigate models of finite automata over arbitrary structures, (2) in certain precise sense our machines can simulate Turing machines, (3) many known automata models (e.g pushdown automata, Petri nets, visibly pushdown automata) can easily be simulated by our model but whether decidability results for these models can be derived from decidability results of our model remains to be seen.

The rest of the paper is organized as follows. Section 2 provides basic definitions and introduces the notion of $\mathcal{S}$-automata over structures. Section 3 discusses some basic properties of $\mathcal{S}$-automata. Section 4 investigates the validation problem that we mentioned above. Section 5 investigates the emptiness problem and provides both negative and positive cases. The emphasis here is on the study of $\mathcal{S}$-automata when the structure $\mathcal{S}$ constitutes some natural fragments of arithmetic. For instance we show that the emptiness problem for automata with two registers over the structure $\left(\mathbb{N} ;+1,-1,=, \operatorname{pr}_{1}, 0\right)$ is undecidable. In contrast to this we show that the emptiness problem for automata with one register over much richer structure $\left(\mathbb{N} ;+, \times,=, \leq, \mathrm{pr}_{1}, \mathrm{pr}_{2}, c_{1}, \ldots, c_{k}\right)$ is decidable. Section [6] discusses potential future work.

## 2 The Automata Model

A structure $\mathcal{S}$ consists of a (possibly infinite) domain $D$ and finitely many atomic operations $f_{1}, \ldots, f_{m}$, relations $R_{1}, \ldots, R_{n}$ and constants $c_{1}, \ldots, c_{\ell}$ on the set $D$. We denote this by

$$
\mathcal{S}=\left(D ; f_{1}, \ldots, f_{m}, R_{1}, \ldots, R_{n}, c_{1}, \ldots, c_{\ell}\right)
$$

To simplify our notation, we consider structures whose operations and relations have arity 2 . Generally speaking, the structures under consideration can be arbitrary structures. Therefore the operations and relations are not necessarily computable. However, we will always assume that given two elements $x_{1}, x_{2}$ in the domain, computing the value of $f_{i}\left(x_{1}, x_{2}\right)$ as well as checking $R_{j}\left(x_{1}, x_{2}\right)$ can be carried out effectively for all $i$ and $j$. We denote the set of all atomic operations and the set of all atomic relations of $\mathcal{S}$ by $\operatorname{Op}(\mathcal{S})$ and $\operatorname{Rel}(\mathcal{S})$, respectively.

Definition 1. A D-word of length $t$ is a sequence $a_{1} \ldots a_{t}$ of elements in the domain $D$. A $D$-language is a set of $D$-words.

Given a structure $\mathcal{S}$ with domain $D$, we investigate a certain type of programs that process $D$-words. Informally, such a program reads a $D$-word as input while updating a fixed number of registers. Each register holds an element in $D$ at any given time. Whenever the program reads an element from the input $D$ word, it first checks if some atomic relations hold on this input element and the current values of the registers, then applies some atomic operations to update the registers. The program stops when the last element in the $D$-word is read.

We model such programs using finite state machines and call our model $(\mathcal{S}, k)$ automata $(k \in \mathbb{N})$. An $(\mathcal{S}, k)$-automaton keeps $k$ changing registers as well as $\ell$ constant registers. The $\ell$ constant registers store the constants $\bar{c}=c_{1}, \ldots, c_{\ell}$ and their values are fixed. Each changing register stores an element of $D$ at any time. We normally use $m_{1}, \ldots, m_{k}$ to denote the current values of the changing registers. Inputs to the automaton are written on a one-way read-only tape. Every state $q$ is associated with $k+\ell$ atomic relations $P_{1}, \ldots, P_{k+\ell} \in \operatorname{Rel}(\mathcal{S})$. Whenever the state $q$ is reached, the $(\mathcal{S}, k)$-automaton reads the next element $x$ of the input $D$-word and tests the predicate $P_{i}\left(x, m_{i}\right)$ for each $i \in\{1, \ldots, k\}$ and $P_{k+j}\left(x, c_{j}\right)$ for each $j \in\{1, \ldots, \ell\}$. The $(\mathcal{S}, k)$-automaton then chooses a transition depending on the outcome of the tests and moves to the next state. Each transition is labelled with $k$ operations, say $g_{1}, \ldots, g_{k} \in \operatorname{Op}(\mathcal{S})$. The automaton changes the value of its $i$ th register from $m_{i}$ to $g_{i}\left(m_{i}, x\right)$. After all elements on the input tape have been read, the $(\mathcal{S}, k)$-automaton stops and decides whether to accept the input depending on the current state. Here is a formal definition.

Definition 2. $A n(\mathcal{S}, k)$-automaton is a tuple $\mathcal{A}=\left(Q, \alpha, \bar{x}, \Delta, q_{0}, F\right)$ where $Q$ is a finite set of states, the mapping $\alpha$ is a function from $Q$ to $\operatorname{Rel}^{k+\ell}(\mathcal{S}), \bar{x} \in D^{k}$ are the initial values of the registers, $q_{0} \in Q$ is the initial state, $F \subseteq Q$ is the set of accepting states and $\Delta \subseteq Q \times\{0,1\}^{k+\ell} \times Q \times \operatorname{Op}^{k}(\mathcal{S})$ is the transition relation of $\mathcal{A}$. The $(\mathcal{S}, k)$-automaton is deterministic if for each $q \in Q, \bar{b} \in\{0,1\}^{k+\ell}$, there is exactly one $q^{\prime}$ and $\bar{g} \in \mathrm{Op}^{k}(\mathcal{S})$ such that $\left(q, \bar{b}, q^{\prime}, \bar{g}\right) \in \Delta$. A (deterministic) $\mathcal{S}$-automaton is a (deterministic) ( $\mathcal{S}, k$ )-automaton for some $k$.

One can view each state $q$ of an $\mathcal{S}$-automaton as a test state and an operational state; the state $q$ is a test state because the predicates from $\alpha(q)$ are tested on tuples of the form $(a, m)$ where $a$ is the input and $m$ is a value from the registers. The state $q$ is an operational state because depending on the outcomes of the tests, an appropriate list of operations are applied to the tuples $(m, a)$.

To define runs of $\mathcal{S}$-automata, we introduce the following notations. For any $k \in \mathbb{N}$, given a tuple $\bar{P}=\left(P_{1}, \ldots, P_{k}\right) \in \operatorname{Rel}^{k}(\mathcal{S}), \bar{m}=\left(m_{1}, \ldots, m_{k}\right) \in D^{k}$ and $a \in D$, we let $\chi(\bar{P}, \bar{m}, a)=\left(b_{1}, \ldots, b_{k}\right) \in\{0,1\}^{k}$ such that $b_{i}=1$ if $\mathcal{S} \models P_{i}\left(a, m_{i}\right)$ and $b_{i}=0$ otherwise, where $1 \leq i \leq k$. Fix an $(\mathcal{S}, k)$-automaton $\mathcal{A}$. A configuration of $\mathcal{A}$ is a tuple $r=(q, \bar{m}) \in Q \times D^{k}$. Given two configurations $r_{1}=(q, \bar{m}), r_{2}=\left(q^{\prime}, \overline{m^{\prime}}\right)$ and $a \in D$, by $r_{1} \hookrightarrow_{a} r_{2}$ we denote that $\left(q, \chi(\alpha(q),(\bar{m}, \bar{c}), a), q^{\prime}, g_{1}, \ldots, g_{k}\right) \in \Delta$ and $m_{i}^{\prime}=g_{i}\left(m_{i}, a\right)$ for all $i \in\{1, \ldots, k\}$.

Definition 3. $A$ run of $\mathcal{A}$ on a $D$-word $a_{1} \ldots a_{n}$ is a sequence of configurations

$$
r_{0}, r_{1}, r_{2}, \ldots, r_{n}
$$

where $r_{0}=\left(q_{0}, x_{1}, \ldots, x_{k}\right)$ and $r_{i-1} \hookrightarrow_{a_{i}} r_{i}$ for all $i \in\{1, \ldots, n\}$. The run is accepting if the state in the last configuration $r_{n}$ is accepting. The $(\mathcal{S}, k)$ automaton $\mathcal{A}$ accepts the $D$-word $a_{1} \ldots a_{n}$ if $\mathcal{A}$ has an accepting run on $a_{1} \ldots a_{n}$. The language $L(\mathcal{A})$ of the automaton is the set of all $D$-words accepted by $\mathcal{A}$.

We say a $D$-language $L$ is (deterministic) $\mathcal{S}$-automata recognizable if $L=L(\mathcal{A})$ for some (deterministic) $\mathcal{S}$-automata $\mathcal{A}$. The next section presents several examples of $\mathcal{S}$-automata recognizable languages and discuss some simple properties of $\mathcal{S}$-automata. These examples and properties provide justification to investigate $\mathcal{S}$-automata as a general framework for finite state machines.

## 3 Simple Properties of $\mathcal{S}$-Automata

We present several examples to establish some simple properties of $\mathcal{S}$-automata and $\mathcal{S}$-automata recognizable $D$-languages. The first result shows that when $\mathcal{S}$ is a finite structure, $\mathcal{S}$-automata recognize regular languages. We use $\mathcal{S}[\bar{a}]$ to denote the structure obtained from $\mathcal{S}$ by adding constants $\bar{a}$ to the signature. Suppose that the structure $\mathcal{S}$ contains an atomic equivalence relation $\equiv$ of finite index. Let $\Sigma=\left\{\sigma_{1}, \ldots, \sigma_{k}\right\}$ be the set of all equivalence classes of $\equiv$. For every word $w=w_{1} \ldots w_{n}$ over the alphabet $\Sigma$, let $R(w)$ be the $D$-language $\left\{a_{1} \ldots a_{n} \mid a_{i} \in w_{i}\right.$ for all $\left.i=1, \ldots, n\right\}$. For every language $\mathcal{L}$ over $\Sigma$, let $R(\mathcal{L})$ be the $D$-language $\bigcup_{w \in \mathcal{L}} R(w)$.

Theorem 4. Let $a_{i}$ be an element from the $\equiv$-equivalence class $\sigma_{i}$, where $i=$ $1, \ldots, k$. Then each of the following is true.

- For every regular language $\mathcal{L}$ over $\Sigma$, the $D$-language $R(\mathcal{L})$ is recognized by an $\left(\mathcal{S}\left[a_{1}, \ldots, a_{k}\right], 0\right)$-automaton.
- Suppose $\mathcal{S}$ contains only one atomic relation $\equiv$ and the atomic operations of $\mathcal{S}$ are compatible with $\equiv$. For every $\mathcal{S}$-automata recognizable $D$-language $W$, there is a regular language $\mathcal{L}$ over $\Sigma$ such that $W=R(\mathcal{L})$.
Example 5. Using Theorem 4 one can present many example of $\mathcal{S}$-automata recognizable $D$-languages.
(a) Regular languages over $\Sigma=\left\{\sigma_{1}, \ldots, \sigma_{k}\right\}$ are recognized by $(\mathcal{S}, 0)$-automata where $\mathcal{S}=\left(\Sigma ;=, \sigma_{1}, \ldots, \sigma_{k}\right)$.
(b) Let $\mathcal{S}$ be a finite structure with domain $D$ where equality is part of the signature. Any $D$-language acceptable by an $\mathcal{S}$-automaton is a regular language over the alphabet $D$.
(c) Let $\mathcal{S}$ be $(\mathbb{Z} ; \equiv)$ where $\equiv=\{(i, j) \mid i=j=0$ or $i j>0\}$. The following $\mathbb{Z}$-languages is recognized by $(\mathcal{S}[-1,0,1], 0)$-automata:

$$
\left\{n_{0} \ldots n_{k} \mid k \in \mathbb{N}, n_{j}>0 \text { when } j \text { is even and } n_{j}<0 \text { when } j \text { is odd }\right\} .
$$

We now single out two functions that will be used throughout the paper.

Definition 6. For $i \in\{1,2\}$, define projection on the $i$ th coordinate as an operation $\operatorname{pr}_{i}: D^{2} \rightarrow D$ such that $\operatorname{pr}_{i}\left(a_{1}, a_{2}\right)=a_{i}$ for all $a_{1}, a_{2} \in D$.

The next example shows that for infinite structures of the form $\mathcal{S}=(D ;=$ , $\mathrm{pr}_{1}, \mathrm{pr}_{2}$ ), the class of $(\mathcal{S}, k)$-automata recognizable $D$-languages properly contains the class of $(\mathcal{S}, k-1)$-automata recognizable $D$-languages.

Example 7 (Separation between $(\mathcal{S}, k)$-automata and $(\mathcal{S}, k+1)$-automata). Let $\mathcal{S}=\left(D ;=, \operatorname{pr}_{1}, \operatorname{pr}_{2}\right)$ with $D$ infinite. For $k>0$, let $D_{k}$ be the $D$-language

$$
\left\{a_{0} \ldots a_{k} \mid \forall i, j \in\{0, \ldots, k\}: i \neq j \Rightarrow a_{i} \neq a_{j}\right\}
$$

It is easy to see that an $(\mathcal{S}, k)$-automaton recognizes the $D$-language $D_{k}$ but no $(\mathcal{S}, k-1)$-automaton recognizes $D_{k}$.

The next example shows that deterministic $\mathcal{S}$-automata form a proper subclass of $\mathcal{S}$-automata. Furthermore, the class of $\mathcal{S}$-automata recognizable $D$-languages is not closed under Boolean operations in the general case.

Example 8 (Separation between deterministic and nondeterminstic $\mathcal{S}$-automata). Let $\mathcal{S}=\left(\mathbb{N} ;+, \operatorname{pr}_{1},=, 1\right)$. Let $L$ be the $\mathbb{N}$-language $\left\{1^{n} m \mid n, m \in \mathbb{N}, m \leq n\right\}$. It is clear that an $(\mathcal{S}, 1)$-automaton recognizes $L$. However, such an $\mathcal{S}$-automaton is necessarily nondeterministic. One may prove that no deterministic $\mathcal{S}$-automaton recognizes $L$. Now let $L^{\prime}$ be the $\mathbb{N}$-language $\left\{1^{n} m \mid n, m \in \mathbb{N}, m>n\right\}$. One may prove that no $\mathcal{S}$-automaton recognizes $L^{\prime}$. Since $\mathbb{N}^{*} \backslash L=\{\varepsilon\} \cup\left\{1^{n} m w \mid n, m \in\right.$ $\left.\mathbb{N}, m \neq 1, w \in \mathbb{N}^{+}\right\} \cup L^{\prime}$, it is easy to see that the class of $\mathcal{S}$-automata recognizable $\mathbb{N}$-languages is not closed under the set operations.

The rest of the section focuses on deterministic $\mathcal{S}$-automata. The next theorem shows that the class of deterministic $\mathcal{S}$-automata recognizable $D$-languages forms a Boolean algebra.

Theorem 9 (Closure under Boolean operations). Let $\mathcal{S}$ be a structure. The class of languages recognized by deterministic $\mathcal{S}$-automata is closed under union, intersection and complementation.

Below we present two examples of deterministic $\mathcal{S}$-automata where the structure $\mathcal{S}$ has the set of natural numbers $\mathbb{N}$ as its domain.

Example 10. Let $\mathcal{S}=\left(\mathbb{N} ;+, \mathrm{pr}_{1},=\right)$. Let $F$ contain all Fibonacci sequences, i.e. $\mathbb{N}$-words $a_{1} a_{2} \ldots a_{n}(n \in \mathbb{N})$ where $a_{i+2}=a_{i+1}+a_{i}$ for $i \in\{1, \ldots, n-2\}$. Then a deterministic ( $\mathcal{S}, 2$ )-automaton accepting $F$ is shown in Fig $\mathbb{1}$.

The next example shows how deterministic $\mathcal{S}$-automata may be used to accept execution sequences of algorithms.

Example 11. Let $\mathcal{S}=\left(\mathbb{N} ;+, /, \mathrm{pr}_{2},=, 0\right)$ where / denotes the modulo operation on natural numbers, where $a / b=r$ means $r<b$ and $r+b q=a$ for some $q \in \mathbb{N}$. Euclid's algorithm computes the greatest common divisor of two given natural numbers $x, y \in \mathbb{N}$ by repeatedly computing the sequence $a_{1}, a_{2}, a_{3}, \ldots$ such that


Fig. 1. An $(\mathcal{S}, 2)$-automaton accepting the Fibonacci sequences. The initial value is $(0,0)$.
$a_{1}=x, a_{2}=y$, and $a_{i}=a_{i-2} / a_{i-1}$ for $i>2$. The procedure terminates when $a_{i}=0$ and declares that $a_{i-1}$ is $\operatorname{gcd}(x, y)$. We call such a sequence $a_{1}, a_{2}, a_{3}, \ldots$ an Euclidean path. For example, the $\mathbb{N}$-word $\begin{array}{lllllllll}384 & 270 & 114 & 42 & 30 & 12 & 6 & 0\end{array}$ is an Euclidean path. Note that if $a_{1} \ldots a_{n}$ is an Euclidean path, then $a_{n-1}=$ $\operatorname{gcd}\left(a_{1}, a_{2}\right)$. Hence an Euclidean path can be thought of as a computation of Euclid's algorithm. Then a deterministic (S,2)-automaton accepting the set of all Euclidean paths is shown in Fig 2.


Fig. 2. An $\left(\left(\mathbb{N} ;+, /, \mathrm{pr}_{1},=, 0\right), 3\right)$-automaton accepting the Euclidean paths. The initial value is $(0,0,0)$. The mapping $\alpha$ maps every state $q$ to the tuple $(=,=,=)$.

## 4 The Validation Problem

This section discusses the validation problem for automata over a given structure $\mathcal{S}$. The main result is that deciding the validation problem on $\mathcal{S}$-automata is equivalent to deciding the existential theory of the structure $\mathcal{S}$ (see Theorem 13 below). The validation problem is formulated as follows.

Validation Problem. Design an algorithm that, given an $\mathcal{S}$-automaton $\mathcal{A}$ and a path $p$ in $\mathcal{A}$ from the initial state to an accepting state, decides if there exists a $D$-word $\bar{a}$ such that a run of $\mathcal{A}$ over $\bar{a}$ proceeds along $p$.

Obviously the problem depends on the given structure $\mathcal{S}$. For instance, if $\mathcal{S}$ is a finite structure then, by Example 5(b), both the validation and the emptiness problem are decidable. The validation problem for $\mathcal{S}$-automata turns out to be equivalent to solving systems of equations and in-equations over the structure. More formally, we define the following:

Definition 12. The existential theory of $\mathcal{S}$, denoted by $\operatorname{Th}_{\exists}(\mathcal{S})$ is the set of all existential sentences true in $\mathcal{S}$, that is,

$$
\operatorname{Th}_{\exists}(\mathcal{S})=\{\varphi \mid \mathcal{S} \models \varphi \text { and } \varphi \text { is an existential sentence }\} .
$$

The following is the main result of this section:
Theorem 13. The validation problem for $\mathcal{S}\left[\mathrm{pr}_{1}, \mathrm{pr}_{2},=\right]$-automata is decidable if and only if $\mathrm{Th}_{\exists}(\mathcal{S})$ is decidable.

## 5 The Emptiness Problem

This section discusses the emptiness problem for $\mathcal{S}$-automata.
Emptiness Problem. Design an algorithm that, given a structure $\mathcal{S}$ and an $(\mathcal{S}, k)$-automaton $\mathcal{A}$, decides if $\mathcal{A}$ accepts at least one $D$-word.

A sink state in an $\mathcal{S}$-automaton is a state whose all outgoing transitions loop into the state itself. All accepting sink states can be collapsed into one accepting sink state, and all non-accepting sink states can be collapsed into one nonaccepting sink state. Therefore we can always assume that every $\mathcal{S}$-automaton has at most 2 sink states.

Definition 14. We call an $\mathcal{S}$-automaton acyclic if its state space without the sink states is an acyclic graph.

Note that in any acyclic $\mathcal{S}$-automaton, there are only finitely many paths from the initial state to an accepting state. Hence the emptiness problem is computationally equivalent to the validation problem.

Theorem 15. The emptiness problem of acyclic $\mathcal{S}\left[\mathrm{pr}_{1}, \mathrm{pr}_{2},=\right]$-automata is decidable if and only if $\mathcal{S}$ has decidable existential theory.

The above theorem immediately provides a wide range of structures $\mathcal{S}$ for which the emptiness problem of acyclic $\mathcal{S}\left[\mathrm{pr}_{1}, \mathrm{pr}_{2},=\right]$-automata is decidable. Below we list several examples of such structures. The structures (a-c) are well-known to have decidable first-order theory, (d) has decidable theory by [18], and (e,f) have decidable theory since they are instances of automatic structures [12].

Example 16. The emptiness problem is decidable for acyclic $\mathcal{S}\left[\mathrm{pr}_{1}, \mathrm{pr}_{2},=\right]$-automata where $\mathcal{S}$ is the following structures and $c_{1}, \ldots, c_{k}$ are constants in the respective domain:
(a) $\left(\mathbb{N} ;+,<, \leq, c_{1}, \ldots, c_{\ell}\right)$.
(b) $\left(\mathbb{N} ; \times, c_{1}, \ldots, c_{\ell}\right)$.
(c) Any finitely generated Abelian group.
(d) $\left(\mathbb{N} ;+\right.$, pow $\left._{2}, c_{1}, \ldots, c_{\ell}\right)$ where the function pow $_{2}: \mathbb{N}^{2} \rightarrow \mathbb{N}$ is the function $(x, y) \rightarrow 2^{x}$.
(e) $\left(\mathbb{Q} ;+, \leq, c_{1}, \ldots, c_{\ell}\right)$ where $\mathbb{Q}$ is the set of rational numbers.
(f) The Boolean algebra of finite and co-finite subsets of $\mathbb{N}$.

Theorem 15 above poses the following question. Let $\mathcal{S}$ be a structure with undecidable existential theory, find $k$ such that the emptiness problem for acyclic $(\mathcal{S}, k)$-automata is undecidable. Speculatively there might be a structure $\mathcal{S}$ with undecidable existential theory (and hence undecidable emptiness problem for acyclic $\mathcal{S}$-automata) such that for each $k$ the emptiness problem for acyclic $(\mathcal{S}, k)$-automata is decidable, but we don't know any such example. Below we provide an example of a structure $\mathcal{S}$ such that the emptiness problem for acyclic $(\mathcal{S}, 1)$-automata is undecidable.

Let $G=(V, E)$ be a computable graph for which testing whether each node is isolated is undecidable (the reader is referred to [8] for the existence of such a graph). Then the following acyclic $\left(G\left[\operatorname{pr}_{2},=\right], 1\right)$-automaton $\mathcal{A}$ has undecidable emptiness problem. The $(G, 1)$-automaton $\mathcal{A}$ has four states $q_{0}, q_{1}, q_{\mathrm{f}}, q_{\mathrm{s}}$ where $q_{\mathrm{f}}, q_{\mathrm{s}}$ are sink states and $F=\left\{q_{\mathrm{f}}\right\}$. The mapping $\alpha$ maps $q_{0}$ to $=$ and $q_{1}$ to $E$. The transitions on $q_{0}$ and $q_{1}$ are

$$
\left\{\left(q_{0}, b, q_{1}, \operatorname{pr}_{2}\right) \mid b=0,1\right\} \cup\left\{\left(q_{1}, 0, q_{\mathrm{s}}, \mathrm{pr}_{2}\right)\right\} \cup\left\{\left(q_{1}, 1, q_{\mathrm{f}}, \mathrm{pr}_{2}\right)\right\}
$$

We now give a more natural example of a structure $\mathcal{S}$ where emptiness problem is undecidable for acyclic $(\mathcal{S}, k)$-automata with small $k$. By a reduction from Hilbert's tenth problem[15], one obtain the following theorem.

Theorem 17. Consider the following structures:

$$
\mathcal{S}_{\mathbb{Z}}=\left(\mathbb{Z} ;+, \times, \mathrm{pr}_{1}, \mathrm{pr}_{2},=, 0\right) \text { and } \mathcal{S}_{\mathbb{N}}=\left(\mathbb{N} ;+, \times, \mathrm{pr}_{1}, \mathrm{pr}_{2},=, 0\right)
$$

(a) The emptiness problem for deterministic acyclic $\left(\mathcal{S}_{\mathbb{Z}}, 11\right)$-automata is undecidable.
(b) The emptiness problem for deterministic acyclic $\left(\mathcal{S}_{\mathbb{N}}, 12\right)$-automata is undecidable.

A natural question is the decidability of the emptiness problem if we remove the acyclicity constraint. We denote with +1 and -1 the binary operations on $\mathbb{N}^{2}$ such that $+1(x, y)=x+1$ and $-1(x, y)=x-1$ (Note that -1 is not total). The next theorem shows that if we remove the acyclicity constraint, the emptiness problem is undecidable for $\mathcal{S}$-automata with a small number of registers.

Theorem 18. Let $\mathcal{S}_{1}=\left(\mathbb{N} ;+1,-1,=, \operatorname{pr}_{1}, 0\right)$ and $\mathcal{S}_{2}=\left(\mathbb{N},+1,=, \operatorname{pr}_{1}, \operatorname{pr}_{2}, 0\right)$.
(a) The emptiness problem for deterministic $\left(\mathcal{S}_{1}, 2\right)$-automata is undecidable.
(b) The emptiness problem for deterministic $\left(\mathcal{S}_{2}, 4\right)$-automata is undecidable.

The next question is whether the emptiness problem is undecidable if we lower the number of register even further.

Theorem 19. Let $\mathcal{S}$ be the structure $\left(\mathbb{N} ;+, \times, \mathrm{pr}_{1}, \mathrm{pr}_{2},=, \leq, c_{1}, \ldots, c_{\ell}\right)$ where $c_{1}, \ldots, c_{\ell}$ are constants in $\mathbb{N}$. The emptiness problem for $(\mathcal{S}, 1)$-automata is decidable.

Another way of restricting the automata is to put constraints on the allowable transitions of the automata. We show in the following that by allowing only those transitions that compare the input or a changing register with constants, the emptiness problem may become decidable. Our motivation is to analyze those algorithm in which comparisons occur only between variables and a fixed number of constant values. For example we may allow the comparison $a<5$ but not the comparison $a<b$ where $a, b$ are variables. With this in mind, we now introduce a class of automata which we call the constant comparing automata. We would like to show such automata have a decidable emptiness problem. For the sake of convenience we add the relation $U=\mathbb{N}^{2}$ to our structures. This can be done without any loss of generality.

Definition 20. Let $\mathcal{S}$ be a structure that contains $=$ as an atomic relation and $\ell$ constants $c_{1}, \ldots, c_{\ell}$ in its signature. A constant comparing $(\mathcal{S}, k)$-automaton is $\mathcal{A}=\left(Q, \alpha, \bar{y}, \Delta, q_{0}, F\right)$ such that for every $q \in Q, \alpha(q)=\left(R_{1}, \ldots, R_{k+\ell}\right)$ satisfies the following conditions:

- There is at most one $i \in\{1, \ldots, k\}$ such that $R_{i}$ is the $=$ relation.
- For all $j \in\{1, \ldots, k\}$ apart from $i$ (if it exists) we have $R_{j}=U$.

The $(\mathcal{S}, k)$-automaton $\mathcal{A}$ is a strongly constant comparing $\mathcal{S}$-automaton if no such $i$ exists.

Note that by definition an $(\mathcal{S}, 1)$-automaton is also a constant comparing $\mathcal{S}$-automaton. Hence the next theorem can be viewed as a generalization of Theorem [19]

Theorem 21. Let $\mathcal{S}$ be the structure $\left(\mathbb{N} ;+, \times, \operatorname{pr}_{1}, \operatorname{pr}_{2},=, \leq, U, c_{1}, \ldots, c_{\ell}\right)$ where $c_{1}, \ldots, c_{\ell}$ are arbitrary constants in $\mathbb{N}$. The emptiness problem for constant comparing $\mathcal{S}$-automata is decidable.

Note that the structure $\mathcal{S}$ in Theorem [2] does not contain subtraction as part of the signature. If subtraction is added to the signature, one may show by slightly modifying the proof of Theorem 18(a) that the emptiness problem becomes undecidable. However, the emptiness problem becomes decidable if we restrict to strongly constant comparing $\mathcal{S}$-automata as shown by the following theorem.

Theorem 22. Let $\mathcal{S}=\left(\mathbb{N} ;+,-, \mathrm{pr}_{1},=, \leq, c_{1}, \ldots, c_{\ell}\right)$ where $c_{1}, \ldots, c_{\ell}$ are constants in $\mathbb{N}$.
(a) The emptiness problem for constant comparing $(\mathcal{S}, 2)$-automata is undecidable if $\ell \geq 2$.
(b) The emptiness problem for strongly constant comparing $\mathcal{S}$-automata is decidable.

## 6 Discussion and Future Work

One natural direction for future work is to obtain more generic results on the emptiness problem. This may require to identify the common properties of the automata over different structures discussed in this paper, and see how different existing types of automata with external memory (e.g. bounded reversal counter machines, flat counter automata, pushdown automata) fit into this general framework.

Another interesting direction for future work is to identify structures for which this type of automata enjoy closure under the set operations (even in the nondeterministic case) and hence identify connections of these automata with certain logic over the underlying structures.

A third possible direction is to analyze automata over structures whose domains are not natural numbers. Some interesting examples of such structures include real closed fields, the boolean algebra of finite and co-finite subsets with the subset predicate etc.

In this paper we have focused our attention on the decidability of emptiness problem for our automata model. However other classical automata-theoretic decidability problems such as the universality problem, the language inclusion problem and the equivalence problem are also topics for future work.
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#### Abstract

Given a set of nodes $\mathcal{V}$, where each node has some data value, the goal of data aggregation is to compute some aggregate function in the fewest timeslots possible. Aggregate functions compute the aggregated value from the data of all nodes; common examples include maximum or average. We assume the realistic physical (SINR) interference model and no knowledge of the network structure or the number of neighbors of any node; our model also uses physical carrier sensing. We present a distributed protocol to compute an aggregate function in $O(D+\Delta \log n)$ timeslots, where $D$ is the diameter of the network, $\Delta$ is the maximum number of neighbors within a given radius and $n$ is the total number of nodes. Our protocol contributes an exponential improvement in running time compared to that in [18.
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## 1 Introduction

In this paper, we concentrate on minimizing latency when performing data aggregation, a fundamental operation in wireless networks. Informally, our problem is to, given a set of nodes distributed in a two-dimensional Euclidean plane, compute an aggregate function (e.g. a maximum or average, see below for formal definition) on the input data from all nodes in the network, and let every node be aware of this value in as little time as possible. A practical, real world application of data aggregation would be to compute an average temperature in a wireless sensor network, for example.

To put things into context, we adopt the physical SINR (signal to interference plus noise ratio) model. In the SINR model, the signal of a message from a sender propagates through the Euclidean plane continuing on into infinity, but fades with distance. A transmission is said to be successful if and only if the signal power at the intended recipient is sufficiently strong against background noise and the received signal power (seen as interference) of concurrent transmissions.

Centralized algorithms for data aggregation under the SINR model have been widely studied [2017189]; however, more realistic distributed algorithms have not yet received significant attention. To the best of our knowledge, the only distributed data aggregation algorithm under SINR is given in [18]. Under stronger restrictions on the initial knowledge that nodes have and aided by physical carrier sensing, our protocol offers an exponential improvement in running time over [18].

Our algorithm is deterministic and confines nodes to only one piece of knowledge: a polynomial estimate of the total number of nodes in the network. Our distributed protocol makes extensive use of physical carrier sensing: the ability to sense when the shared channel used by all nodes is occupied. Technically, we develop a novel node election process using physical carrier sensing and make new use of the maximal independent set algorithm in [27, which may be of independent interest.

### 1.1 Our Contribution and Techniques

This paper presents an algorithm that is able to calculate (distributive and algebraic) aggregate functions in a deterministic, distributed way under the physical (SINR) model. When all nodes can perform physical carrier sensing, have access to a global clock and synchronously wake up, we show that an aggregate function can be computed in $O(D+\Delta \log n)$ timeslots. A trivial lowerbound for any data aggregation protocol is $\Omega(D+\Delta)$ timeslots [19, so our algorithm is at worst an $O(\log n)$ approximation to an optimal solution. To the best of the authors' knowledge, the current best distributed data aggregation algorithm is presented in [18] which has a running time that depends on the logarithm of the ratio of the longest and shortest links in the network. In the worst case this could require $\Omega(n)$ timeslots; our algorithm can therefore offer an exponential improvement. Our algorithm makes new use of finding maximal independent sets and we also present a practical technical novelty of a node election process aided by the use of physical carrier sensing.

### 1.2 Related Previous Work

The SINR model is more realistic than graph-based models (e.g. the protocol interference model), as shown both experimentally and theoretically 62124 . In a seminal work, Moscibroda and Wattenhofer first abstracted and researched the connectivity problem in wireless networks in the context of the SINR model [23]. Their work on centralized connectivity algorithms with arbitrary power assignments (e.g. non-uniform power) was subsequently expanded on in [25 227]. Related to the connectivity problem, i.e. creating a connected spanning tree on a given set of nodes in a minimal number of timeslots, is that of scheduling: schedule a given a set of communication links in as few timeslots as possible. The scheduling problem was shown to be NP-complete in [4] (an $O(\log n)$ approximation was given in [5]). Halldorsson et al. proved hardness results for One-Shot scheduling (i.e. scheduling as many links as possible in a single timeslot) with uniform power (i.e. where every node transmits with the same, fixed power)
in 1011. Kesselheim extended the result to the power control version of the problem in (15].

Among results for data aggregation in graph theoretic models, Li et al. studied the problem in the decentralized setting in [19]: an algorithm whose resulting schedule was shown to be within a constant factor of the optimal is given. A number of centralized algorithms have also been proposed [29 28 14].

There have been several results for centralized data aggregation algorithms under the SINR model. Li et al. studied the problem in [20] using uniform power with an asymptotically optimal scheduling algorithm of latency $O(\Delta+R)$, where $R$ is the radius of the network and $\Delta$ the maximum number of neighbors of any node. Recently, this work was expanded on in [17], where an asymptotically optimal algorithm was produced for geometric minimum latency data aggregation in the dual power model. In the same paper, the authors show that no algorithm can have an approximation ratio better than $\Omega(\log n)$ in metric SINR as well as the NP-hardness of minimum latency data aggregation under geometric SINR. Hua et al. study the minimum latency link scheduling problem for arbitrary directed acyclic networks under both precedence and SINR constraints in 13 where they show hardness results and give approximation algorithms. In [18], Li et al. presented an algorithm with latency $O\left(\log ^{3} n\right)$, assuming that the transmission power of each node is large enough to cover the maximum distance in the network. Halldorsson et al. very recently presented a centralized algorithm for scheduling using non-uniform power that gives a constant approximation to an optimal scheduling [9. In the same work, he shows that any algorithm that uses oblivious power assignments will require $\Omega(n)$ time slots for connectivity under certain node distributions.

Under the SINR model, to the best of our knowledge, the only decentralized data aggregation algorithm was given by Li et al. in [18]. When every node in the network knows its position, the network diameter, the number of neighbors, and has access to a global clock, 18 g gives a distributed algorithm to perform data aggregation whose running time depends on the logarithm of the ratio of the longest and shortest links in the network, which may be $\Omega(n)$ in the worst case.

## 2 Model and Related Terminologies

### 2.1 Model

We consider a set of nodes $\mathcal{V}:=\left\{x_{1}, x_{2}, \cdots, x_{n}\right\}$ distributed arbitrarily in the Euclidean plane. The Euclidean distance between two nodes $x_{i}, x_{j} \in \mathcal{V}$ is denoted by $d\left(x_{i}, x_{j}\right)$. A directed link $\lambda_{i j}$ represents a communication request from sender $x_{i}$ to receiver $x_{j}$, where the length of $\lambda_{i j}=d\left(x_{i}, x_{j}\right)$.

As in [8], we assume that transmissions are put into synchronized slots of equal length. All communication among nodes are done in synchronized rounds and nodes wake up and begin the execution of the algorithm synchronously. In any given time slot $t$, a node $x$ can either transmit or receive a message, but not both. In every time slot, a power assignment is assigned to every node in a time slot, and is non-zero for node $x \in V$ if and only if $x$ is to transmit a message in
time slot $t$. Formally, a power assignment $P_{t}$ is a function $P_{t} \mapsto \mathbb{R}^{+}$. A schedule $\mathcal{S}=\left(P_{1}, P_{2}, \cdots, P_{|\mathcal{S}|}\right)$ is a sequence of $|\mathcal{S}|$ power assignments.

Considering a link $\lambda_{s r}$ in the network, with sender $x_{s}$ transmitting at power $P_{s}(r)$ to receiver $x_{r}$, the SINR at $x_{r}$ is:

$$
\begin{equation*}
\operatorname{SIN} R_{x_{r}}\left(x_{s}, x_{r}\right)=\frac{\frac{P_{s}(r)}{d\left(x_{s}, x_{r}\right)^{\alpha}}}{N+\sum_{x_{i}, x_{j} \in \mathcal{V} \backslash\left\{x_{s}\right\}} \frac{P_{i}(j)}{d\left(x_{i}, x_{r}\right)^{\alpha}}} \tag{1}
\end{equation*}
$$

where $N>0$ is the ambient noise, $2<\alpha \leq 6$ is the path loss exponent (the amount that the signal from $x_{s}$ degrades over distance), and $\sum_{x_{i}, x_{j} \in \mathcal{V} \backslash\left\{x_{s}\right\}} \frac{P_{i}(j)}{d\left(x_{i}, x_{r}\right)^{\alpha}}$ is the total signal strength (viewed as interference at $x_{r}$ ) of other concurrently transmitting senders. Receiver $x_{r}$ is said to have successfully received the transmission from $x_{s}$ if and only if the $\operatorname{SIN} R_{x_{r}}\left(x_{s}, x_{r}\right)$ exceeds a given threshold $\beta \geq 1$.

We consider data aggregation in the unknown neighborhood model, i.e. nodes have no knowledge of the number of neighboring nodes within any given radius from themselves. Nodes do, however, have a polynomial estimate (specifically an upperbound) to the total number of nodes in the network. This assumption will not affect the asymptotic time bounds of our proposed algorithm compared to when the exact total number of nodes is known. Each node has a unique ID from the interval $[1, n]$ using the same number of bits, i.e. each node has a unique $\log n$ bit identifier, where nodes with smaller IDs pad their lower order bits by a prefix of 0 s .

Every node is equipped with the ability to perform physical carrier sensing provided by a Clear Channel Assessment (CCA) circuit [26]. This is a natural assumption, as physical carrier sensing is widely used in wireless protocols such as Zigbee and Wi-Fi (IEEE 802.15.4 and 802.11 standards, respectively) [31]. For a given threshold $T$, a node can sense if the shared channel is occupied if the power sensed at that node by a transmitting neighbor is greater than or equal to $T$. A carrier sensing range $R_{s}[3]$ is mapped from the carrier sensing power threshold $T: R_{s}=\left(\frac{P}{T}\right)^{1 / \alpha}$ where $P$ is the transmission power. A node $x_{i}$ can carrier sense a node $x_{j}$ if and only if the distance between $x_{i}$ and $x_{j}$ is no larger than $R_{s}$.

In the absence of other concurrently transmitting nodes, let $R_{\max }=\left(\frac{P_{\max }}{\beta \cdot N}\right)^{(1 / \alpha)}$ be the maximum distance that a successful transmission can be from by a sender transmitting at power $P_{\max }$. For a given distribution of nodes, $\Delta$ is the maximum number of nodes that lie within radius $R_{\max }$ centered around any node. If a node $x_{j}$ is within the transmission radius of sender $x_{i}$, we say that the two nodes are within one "hop" from one another. Let $h\left(x_{i}, x_{j}\right)$ be the minimum hop distance between two nodes $x_{i}$ and $x_{j}$. We define the diameter $D$ of the network to be $D=\max _{x_{i}, x_{j}} h\left(x_{i}, x_{j}\right)$.

### 2.2 Related Terminologies

AGGREGATION FUNCTION: In general, there are three classes of aggregation functions 12: distributive (e.g. maximum, minimum, sum, count), algebraic (e.g. variance, average), and holistic (e.g. $k^{t h}$ largest/smallest). Our algorithm is
only concerned with distributive and algebraic aggregate functions, and does not apply to holistic functions as in [16], Kuhn et al. proved that the decentralized computation of holistic functions is strictly harder than distributive or algebraic ones. As in [20], we define an aggregation function $f$ to be distributive if for every pair of disjoint data sets $X_{1}, X_{2}, f\left(X_{1} \cup X_{2}\right)=h\left(f\left(X_{1}\right), f\left(X_{2}\right)\right)$ for some function $h$. For example, when $f$ is sum, $h$ can also be set to sum.

An algabraic aggregation function is defined as a combination of $k$ distributive functions, $k$ a constant, i.e. $f(X)=h\left(g_{1}(X), g_{2}(X), \cdots, g_{k}(X)\right)$. For example, when $f$ is average, then $k=2, g_{1}$ and $g_{2}$ are the distributive functions $g_{1}(X)=$ $\sum_{x_{i} \in X} x_{i}, g_{2}(X)=\sum_{x_{i} \in X} 1$ and $h\left(g_{1}, g_{2}\right)=g_{1} / g_{2}$. We assume that an algabraic function $f$ is given in formula $h\left(g_{1}, g_{2}, \cdots, g_{k}\right)$, so we can just compute $g_{i}(X)$ distributively for $i \in[1, k]$ and $h\left(g_{1}, g_{2}, \cdot, g_{k}\right)$ at each node once all data has arrived.

Hereafter, we use the aggregate function maximum as an example for the sake of intelligibility, but any distributive aggregation function could easily be chosen.

Definition 1. (MAXIMAL INDEPENDENT SET (MIS)): In a graph $G=$ $(V, E), V$ a set of vertices and $E$ edges, a set $S$ is a maximal independent set if every edge of graph $G$ has at least one endpoint in $S$ and every vertex not in $S$ has at least one neighbor in $S$.

Definition 2. (CONNECTED DOMINATING SET (CDS)): For a graph $G=$ $(V, E)$, a subset $V^{\prime}$ of $V$ is a dominating set if for all vertices $x_{i} \in V \backslash V^{\prime}$, there exists an adjacent node $x_{j} \in V^{\prime}$. Nodes in $V^{\prime}$ are called dominators, whereas nodes in $V \backslash V^{\prime}$ are called dominatees. A subset $C$ of $V$ is a connected dominating set ( $C D S$ ) if $C$ is a dominating set and $C$ induces a connected subgraph. By definition, an MIS is a dominating set.

## 3 Data Aggregation Algorithm

Each node begins with some value. Our protocol will have every node in the network become aware of the highest value among them. The role of the dominators will be to collect data from their respective dominatee neighbors and then disseminate the highest value among them to all other nodes in the CDS.

We construct a CDS by first conducting an "election" process, where nodes decide whether or not they are dominators. The collection of these dominators will "cover" all nodes in the network, i.e. for all non-dominator nodes there exists a dominator within a certain radius $R_{\text {collect }}$. The dominators will be such that the distance to the closest neighboring dominator will not be more than three hops away with respect to $R_{\text {collect }}$ (c.f. Fig. 1). We will ensure that that the dominating set is connected by allowing dominators to transmit to all nodes within a range $R_{\mathrm{CDS}}=3 \cdot R_{\text {collect }}$.


Fig. 1. An example of a MIS with respect to $R_{\text {collect }}$. The nodes at the center of the disks are dominators.

### 3.1 Algorithm Overview

We model our network as a "unit" disc graph with respect to an elaborately chosen scaling factor. When adopting a uniform power assignment, the graph can be modelled as a "unit" disc graph $G=\left(V, E, R_{\mathrm{CDS}}\right)$, where an edge $\lambda_{i j} \in E$ exists between $x_{i}$ and $x_{j}$ if and only if $d\left(x_{i}, x_{j}\right) \leq R_{\mathrm{CDS}}$. It should be noted that our model differs from traditional unit disc graphs because contention for access to the shared wireless channel can cause interferences when trying to receive messages. Because of this, we adopt the novel MIS algorithm that utilizes a collision detection based method presented in 27. The running time of this algorithm is $O(\log n)$, will be denoted by $t_{M I S}$, and is known by all nodes.

In our algorithm, we find maximal independent sets in order to accomplish three different goals. The first MIS (performed with respect to $R_{\text {collect }}$ ) is computed to select which nodes will be in the dominating set, i.e. the dominators. Each node not in this initial MIS, but which lies within a disc of radius $R_{\text {collect }}$ around some dominator, will be the dominatee of that dominator.

In order to deal with eventual wireless interferences, we expand on a coloring method used by Yu et al. in [30. A second round of MISes (a constant number, each with respect to $R_{\text {collect_color }}$ ) will be used to color the dominators; dominators of the same color $\left(\right.$ color $\left._{1}\right)$ can successfully send/receive a transmission to/from one of their dominatees (at a distance $R_{\text {collect }}$ ) in a single timeslot. See Fig. 2(a) for reference. In order to ensure that only one dominatee of any given dominator sends in any given timeslot, the dominator will use $O(\log n)$ timeslots to perform a binary search to grant the dominatee with the highest ID permission to send its data. A logarithmic number of timeslots, then, will suffice for every dominator in the network to successfully receive a message from one of their respective dominatees.

A third round of MISes (again, a constant number, but with respect to $R_{\text {CDS_color }}$ ) will be used to color dominators in such a way that dominators of the same color (color ${ }_{2}$ ) can send messages to neighboring dominators (as far as $R_{\text {CDS }}$ away) in order to disseminate values across the entire network. See Fig. 2(b) for reference.

Because no node knows the value of $\Delta$, we cannot have dominators wait to collect data from all of their dominatees before disseminating values across the

(a) A coloring resulting from a round of MISes with respect to $R_{\text {collect_color }}$. The nodes in the center of the disks are dominators, the rest dominatees. By Lemma $2 x_{i}$ and $x_{k}$ may collect data from a dominatee at the same time.

(b) Completed Preprocessing. By Lemma 2 and 3] $x_{i}$ and $x_{j}$ can exchange messages with their dominatees. Similarly, by Lemma $2 x_{i}$ and $x_{l}$ can successfully broadcast to all other nodes within radius $R_{\mathrm{CDS}}$ at the same time.

Fig. 2.
network. We therefore carry out the aggregation process in rounds where, in a single round, dominators first collect data from just one of their respective dominatees then transmit values to neighboring dominators. The number of rounds this will take is unknown to the dominators. In our analysis, however, we bound the number of rounds required. In addition, because, while dominators are collecting data from their dominatees a logarithmic number of timeslots are required, it would be disadvantageous for dominators who wish to disseminate values throughout the CDS to wait for the collecting dominators to finish. We therefore restrict the dominatee collection process to be performed during even time slots, allowing dominators to perform the dissemination process during odd timeslots.

### 3.2 Algorithm

The entire data aggregation algorithm is broken up into three separate parts. Algorithm 1 defines the main data aggregation algorithm. It begins by running the preprocessing subroutine defined in Algorithm 2 where the dominating set is defined and colors are given. Algorithm 1 then goes on to ensure that dominators collect data from their dominatees and disseminate data throughout the CDS. Algorithm 3 is a subroutine that allows dominators to elect their dominatee of the highest node ID who has not sent yet to collect data from.

```
Algorithm 1. Data Aggregation
Initially, max_val \(=\) initial_val, sent_value \(=\) null, dominator \(=\) FALSE, elected_dominatee \(=\) null,
color \(_{1}=\) null, color \(_{2}=\) null, new_max \(=\) FALSE
    Run Algorithm 2 to decide if dominator, and if so, get colors
    loop
            \\Even timeslots dominators collects value from dominatees.
            if Timeslot even then
                for \(i=0\) to collector_colors do
                        elected_dominatee \(=\) result of Algorithm 3 on input color \(=i\).
                        if dominator \(=\) TRUE and color \(_{1}=i\) and elected_dominatee \(\neq\) null
                    then
                    Transmit with power \(P_{\text {collect }}\) data request to elected_dominatee
                    and listen for one timeslot. If value received greater than
                    max_val, update max_val and set new_max \(=\) TRUE.
                    else
                    Listen for one timeslot and if receive request for node ID that
                    matches your own to send value, send at power \(P_{\text {collect }}\) and set
                    sent_val \(=\) TRUE.
        \(\backslash \backslash\) Odd timeslots dominators broadcast their max_val
        if Timeslot odd then
            for \(i=0\) to CDS_colors do
                    if dominator \(=\) TRUE and color \(_{2}=i\) and new_max \(=\) TRUE then
                Transmit max_val with power \(P_{\text {CDS }}\), set new_max \(=\) FALSE.
            else
                Listen for one timeslot. If receive value greater than max_val
                then update max_val and set new_max = TRUE.
```

```
Algorithm 2. Preprocessing Subroutine
    \(\backslash \backslash\) Elect dominators
    Perform MIS algorithm [27] with power \(P_{\text {dominator }}\)
    if In MIS then
        dominator \(=\) TRUE
    \(\backslash\) Color dominators for successful dominatee data collection
    for \(i=0\) to collector_colors do
        if dominator \(=\) TRUE and color \(_{1}=\) null then
            Use \(t_{\text {MIS }}\) timeslots to perform MIS algorithm in 27] with power \(P_{\text {collect_color }}\)
                if In MIS then color \(_{1}=i\)
            else Stay quiet for \(t_{M I S}\) timeslots.
    \(\backslash \backslash\) Color dominators for successful CDS transmission
    for \(i=0\) to CDS_colors do
        if dominator \(=\) TRUE and color \(_{2}=\) null then
            Use \(t_{M I S}\) timeslots to perform MIS algorithm [27] with power \(P_{\text {CDS_color }}\)
            if In MIS then color \(_{2}=\mathrm{i}\)
        else Stay quiet for \(t_{M I S}\) timeslots.
```

```
Algorithm 3. Dominatee Election Subroutine
Require: color
Ensure: elected_dominatee
    \(L^{\prime}=0, L=\lceil n / 2\rceil, R=n-1\), elected_dominatee \(=\) null
    if dominator \(=\) TRUE and color \(_{1}=\) color then
        Transmit with power \(P_{\text {collect }}\) request for nodes with node IDs in range \([0, n-1]\)
        to reply, then listen for one timeslot. If sense occupied channel via physical
        carrier sensing, execute the while loop. Else, stay quiet for \(2 \log n\) timeslots
        and return null.
        while \(L \neq R\) do
            Transmit with power \(P_{\text {collect }}\) request for nodes with node IDs in range
            ( \(L, R]\) to reply, then listen for one timeslot.
            if sense node response via physical carrier sense then \(L^{\prime}=L, L=\lceil(L+\)
            R)/ 2\(\rceil\)
            else \(R=L, L=\left\lceil\left(L^{\prime}+L\right) / 2\right\rceil\)
        Return \(L\).
    else
        for \(2(\log n+1)\) timeslots do
            if dominator \(=\) FALSE and sent_value \(=\) FALSE then
                                    Listen. If receive request for ID, then transmit with power \(P_{\text {dominator }}\)
                    if ID in range.
                else Stay quiet.
            Return null.
```

We define many parameters for our algorithm, most of them fairly contrived. Their intricacy largely stems from a method we use to bound interferences in Lemma 2. The parameters have been calculated so that our methods will work. We define the following parameters for our algorithm, and some intuition regarding them follows.

1. constants: $\mathbf{( i )}$ collector_colors $=\left(2\left[96 \beta\left(2^{\alpha-1}+\frac{\alpha-1}{\alpha-2}\right)\right]^{\frac{1}{\alpha}}+1\right)^{2}$, (ii) CDS_colors $=\left(6\left[96 \beta\left(2^{\alpha-1}+\frac{\alpha-1}{\alpha-2}\right)\right]^{\frac{1}{\alpha}}+1\right)^{2}$
2. Radii: (i) $\left.R_{\text {collect }}=\min \left\{\frac{(N \beta / T)^{(1 / \alpha)} R_{\max }}{3\left[96 \beta\left(2^{\alpha-1}+\frac{\alpha-1}{\alpha-2}\right)\right]^{\frac{1}{\alpha}}}, \frac{1}{3} \cdot\left(\frac{1}{2}\right)^{\frac{1}{\alpha}} R_{\max }\right)\right\}$ (ii) $R_{\mathrm{CDS}}=$ $3 R_{\text {collect }}$, (iii) $R_{\text {collect_color }}=\left[96 \beta\left(2^{\alpha-1}+\frac{\alpha-1}{\alpha-2}\right)\right]^{\frac{1}{\alpha}} R_{\text {collect }}$, (iv) $R_{\text {CDS_color }}=$ $\left[96 \beta\left(2^{\alpha-1}+\frac{\alpha-1}{\alpha-2}\right)\right]^{\frac{1}{\alpha}} R_{\text {CDS }}$
3. Powers: (i) $P_{\text {dominator }}=T R_{\text {collect }}^{\alpha}$, (ii) $P_{\text {collect_color }}=T R_{\text {collect_color }}^{\alpha}$, (iii) $P_{\text {CDS_color }}=T R_{\text {CDS_color }}^{\alpha}$, (iv) $P_{\text {collect }}=2 N \beta R_{\text {collect }}^{\alpha}$, and $(v) P_{\mathrm{CDS}}=$ $2 N \beta R_{\text {CDS }}^{\alpha}$
collector_colors and CDS_colors are the number of colors needed to color all dominators for successful dominatee data collection and CDS data dissemination, respectively.
$R_{\text {collect }}$ is the radius in which dominators are intended to collect data from their respective dominatees. $R_{\text {CDS }}$ is the radius with respect to which our graph is connected and also the furthest distance any dominator is to its closest neighboring dominator. $R_{\text {collect_color }}$ (resp. $R_{\text {CDS_color }}$ ) is the minimum distance between two
dominators that share the same color $_{1}$ (resp. color 2 ); that is, it is the "buffer" distance between two simultaneously collecting (resp. disseminating) dominators.

All our power assignments are static. $P_{\text {dominator }}$ is the power level used when electing domintators; it is also used by dominatees for the physical carrier sensing binary search. $P_{\text {collect_color }}$ (resp. $P_{\text {CDS_color }}$ ) is the power level used when coloring dominators (i.e. performing an MIS) with respect to $R_{\text {collect_color }}$ (resp. $R_{\text {CDS_color }}$ ). $P_{\text {collect }}$ is the power level used when exchanging messages between dominators/dominatees. $P_{\text {CDS }}$ is the power level used when dominators are transmitting to neighboring dominators that compose the CDS. Strictly speaking, we define our powers in relation to $P_{\max }$. Formally, we let $\max \left\{P_{\text {CDS_color }}, P_{\mathrm{CDS}}\right\}=P_{\max }$, so $R_{\text {CDS }}$ will be a constant fraction of $R_{\max }$

Lastly, we define the following node attributes: dominator, a Boolean to define if node is a dominator (TRUE) or dominatee (FALSE). color $r_{1}$ (resp. color ${ }_{2}$ ), all nodes that have the same color can simultaneously broadcast within radius $R_{\text {collect }}$ (resp. $R_{\text {CDS }}$ ). initial_val is the initial value that the node begins with (e.g. initial temperature). max_val is the current maximum value thus received by the node. sent_val is a Boolean used by dominatees to keep track of whether they have sent their initial_val to their respective dominator.

## 4 Analysis

In this section we will give a detailed analysis of our algorithm, show its correctness and bound its running time.

Lemma 1. (27]) The total time to compute a MIS in each stage is $t_{M I S}=$ $O(\log n)$ and each node computing it knows whether or not they are in it.

Recall that $t_{M I S}$ is known by all nodes in advance of their execution of Algorithm 1.
Lemma 2. Dominators that have the same color ${ }_{1}$ (resp. color ${ }_{2}$ ) can successfully broadcast a message to all nodes within the disc of radius $R_{\text {collect }}$ (resp. $R_{\mathrm{CDS}}$ ) centered around them in the same timeslot.

Proof. We have a set of dominators that all share the same color $r_{1}$. Let $x_{i}$ be some such dominator and $x_{j}$ one of its dominatees. Recall $d\left(x_{i}, x_{j}\right) \leq R_{\text {collect }}$. We claim that no matter how many other dominators of color $r_{1}$ transmit, that $x_{j}$ can successfully receive a message sent by $x_{i}$.

Using a method first developed by Moscibroda et al. in [23], and expanded on in [30], we use a "ring method" to show that interferences are bounded. Because all simultaneously transmitting dominators lie at distance at least $R_{\text {collect_color }}$ from each other, then discs of radius $R_{\text {collect_color }} / 2$ centered at each such dominator do not overlap. Let $\mathrm{R}_{l}=\left\{x_{k}: l R_{\text {collect_color }} \leq d\left(x_{i}, x_{k}\right) \leq(l+1) R_{\text {collect_color }}\right\}$. Notice now, that all discs of radius $R_{\text {collect_color }} / 2$ in $\mathrm{R}_{l}$ around the dominators are completely contained within the extended ring $\mathrm{R}_{l}^{+}=\left\{x_{k}: l R_{\text {collect_color }}-\right.$ $\left.R_{\text {collect_color }} / 2 \leq d\left(x_{i}, x_{k}\right) \leq(l+1) R_{\text {collect_color }}+R_{\text {collect_color }} / 2\right\}$. See Fig. 4 for reference.
${ }^{1}$ We assume that graph $G\left(V, E, R_{\mathrm{CDS}}\right)$ is connected.


Fig. 3. A simple layout the rings $\mathrm{R}_{1}$ and $\mathrm{R}_{l}^{+}$surrounding a dominator $x_{i}$. The disks surrounding dominators of the same color $_{1}$ of radius $R_{\text {collect }} / 2$ do not overlap, e.g. with dominator $x_{i}$ and $x_{k}$. By Lemma [2] $x_{j}$ can successfully receive a transmission from dominator $x_{i}$, despite simultaneously transmitting dominators of the same color ${ }_{1}$ as $x_{i}$ (like $x_{k}$ and $x_{k}^{\prime}$ ).

We bound the interference by dominators in these rings on $x_{i}$ 's dominatee $x_{j}$. Denote the interference received by unwanted dominator $x_{k}$ on $x_{j}$ as $I_{j}^{k}$. Then the interference $I_{j}^{R_{l}}$ on $x_{j}$ by all unwanted senders of the same color $r_{1}$ as $x_{i}$ in ring $\mathrm{R}_{l}$ is at most:

$$
\begin{align*}
I_{j}^{R_{l}} & =\sum_{x_{k} \in R_{l} \text { with given color } r_{1}} I_{j}^{k} \\
& \leq \frac{\operatorname{Area}\left(\mathrm{R}_{l}^{+}\right)}{\operatorname{Area}\left(\text { Disc }\left(R_{\text {collect_color }} / 2\right)\right)} \cdot \frac{P_{\text {collect }}}{\left(l R_{\text {collect_color }}-R_{\text {collect }}\right)^{\alpha}} \\
& =\frac{\pi\left((l+1) R_{\text {collect_color }}+R_{\text {collectccolor }} / 2\right)^{2}-\pi\left(l R_{\text {collect_color }}-R_{\text {collect_color }} / 2\right)^{2}}{\pi\left(R_{\text {collect_color }} / 2\right)^{2}} \cdot \frac{P_{\text {collect }}}{\left(l R_{\text {collect_color }}-R_{\text {collect }}\right)^{\alpha}} \\
& =\frac{8(2 l+1) P_{\text {collect }}}{\left(l R_{\text {collect_color }}-R_{\text {collect }}\right)^{\alpha}}<\frac{48 P_{\text {collect }}}{(l-1 / 2)^{\alpha-1} R_{\text {collect_color }}^{\alpha}} \tag{2}
\end{align*}
$$

The last inequality comes from the fact that $R_{\text {collect_color }}>2 R_{\text {collect }}$ (recall that $\left.R_{\text {collect_color }}=\left[96 \beta\left(2^{\alpha-1}+\frac{\alpha-1}{\alpha-2}\right)\right]^{\frac{1}{\alpha}} R_{\text {collect }}\right)$. We can now bound the total interference at a dominatee $x_{j}$ of $x_{i}$ by simultaneously transmitting domintators:

$$
\begin{align*}
I_{j} & =\sum_{l=1}^{\infty} \frac{48 P_{\text {collect }}}{(l-1 / 2)^{\alpha-1} R_{\text {collect_color }}^{\alpha}} \leq \frac{48 P_{\text {collect }}}{R_{\text {collect_color }}^{\alpha}} \sum_{l=1}^{\infty} \frac{1}{(l-1 / 2)^{\alpha-1}} \\
& =\frac{48 P_{\text {collect }}}{R_{\text {collect_color }}^{\alpha}}\left(2^{(\alpha-1)}+\sum_{l=2}^{\infty} \frac{1}{(l-1 / 2)^{\alpha-1}}\right) \leq \frac{48 P_{\text {collect }}}{R_{\text {collect_color }}^{\alpha}}\left(2^{(\alpha-1)}+\frac{\alpha-1}{\alpha-2}\right) \leq N \tag{3}
\end{align*}
$$

By the value of $P_{\text {collect }}$, the SINR at $x_{j}$ from its transmitting dominator $x_{i}$ is: $S I N R_{x_{j}}\left(x_{i}, x_{j}\right) \geq \frac{P_{\text {collect }} / R_{\text {collect }}^{\alpha}}{I_{j}+N} \geq \beta$. Therefore, all simultaneously transmitting dominators of the same color $_{1}$ can successfully broadcast a message to their respective dominatees.

The proof for successful transmission of dominators with color $_{2}$ is similar, and is omitted for brevity.

Lemma 3. Dominatees within the disc of radius $R_{\text {collect }}$ centered around their respective dominators (of the same color ${ }_{1}$ ) can transmit a message to those dominators successfully in the same timeslot.

Proof. This lemma is the converse of Lemma 2. That is to say, all dominators of color $_{1}$ are now receievers and one of their respective dominatees is now the sender.

If there are two dominators of the same color $_{1} x_{i}$ and $x_{k}$ with respective dominatees $x_{j}$ and $x_{l}$ (c.f. Fig. 3), then we know by Lemma 2 that both $x_{j}$ and $x_{l}$ can both successfully receive a message from their dominator. The interference received by a dominatee $x_{j}$ by sending dominator $x_{k}$ is equal to the amount of interference at $x_{k}$ when their roles are reversed.

Formally, the interference received by a dominatee $x_{j}$ received by a foreign dominator $x_{k}$ is $\frac{P_{k}}{d\left(x_{j}, x_{k}\right)^{\alpha}}$. Clearly, if $x_{j}$ sends at power $P_{j}=P_{k}$, then the interference received at $x_{k}$ will be identical.

Lemma 4. Dominators performing a binary search in Algorithm 3 can successfully sense responses from dominatees using physical carrier sensing.

Proof. This proof is omitted for brevity.
Lemma 5. The number of dominators contained in a disc of radius $R_{\text {collect_color }}$ (resp. $\left.R_{\text {CDS_color }}\right)$ is a constant no more than collector_colors $=\left(2\left[96 \beta\left(2^{\alpha-1}+\right.\right.\right.$ $\left.\left.\left.\frac{\alpha-1}{\alpha-2}\right)\right]^{\frac{1}{\alpha}}+1\right)^{2}\left(\right.$ resp. CDS_colors $\left.=\left(6\left[96 \beta\left(2^{\alpha-1}+\frac{\alpha-1}{\alpha-2}\right)\right]^{\frac{1}{\alpha}}+1\right)^{2}\right)$.

Proof. The proof follows from a simple area argument is omitted for brevity.
Lemma 6. Each dominator can elect a dominatee with the highest ID that has not sent yet and then collect a message from it in $O(\log n)$ timeslots.

Proof. In line 3 of Algorithm 3, one timeslot is used for all dominators of color $r_{1}$ to transmit a message to see if any dominatees respond; by Lemma this will be successfully received by their respective dominatees. Another timeslot is used to wait for a reply; by Lemma [4, any reply will be sensed. If there is none, then dominators wait for $2 \log n$ timeslots for others to finish. In the $i^{t h}$ iteration of the while loop on line 4 of Algorithm 3, dominators that sensed a response broadcast a message requesting dominatees with a range covering $1 / 2^{i}$ of all total node IDs to respond. This takes one timeslot to accomplish, and because only dominators of the same color ${ }_{1}$ perform this broadcast, by Lemma 2. all of their respective dominatees will successfully receive it. These dominators listen for one timeslot to allow the dominatees to respond; dominatees within the ID range who have not sent their information yet use this timeslot to reply with a message at power
$P_{\text {dominator }}$ and by Lemma 4 the dominatees respective dominators will be able to sense this response. The range is then halved and the process repeated. After $\log n$ iterations of this process (each taking two timeslots), the dominatee with the highest ID will be discovered by each corresponding dominator. This binary search, then, takes a total of $2 \log n+2$ timeslots.

Another combined two timeslots are used in line 8 and 10 of Algorithm 1 for dominators of the same color $r_{1}$ to collect the actual data value of their respective elected dominatees. By Lemma 2 (resp. Lemma 3), each dominatee (resp. dominator) is able to receive the message successfully.

For the set of dominators of the same color ${ }_{1}$ to successfully receive a message from a dominatee, then, uses $2 \log n+4$ timeslots. The for loop in line 5 of Algorithm 1 has dominators of all (constantly many) colors perform this collection. Thus, $O(\log n)$ timeslots are sufficient for each dominator to successfully collect data from one of their respective dominatees.

Theorem 1. For all placements of nodes in the plane, there exists a schedule using $O(D+\Delta \log n)$ timeslots for the highest value in the network to be known by all nodes.

Proof. Each node knows in advance the amount of time required $\left(t_{M I S}=O(\log n)\right)$ to perform the MIS algorithm in [27]. By Lemma 11. The election of dominators takes $t_{M I S}$ timeslots. A constant number of executions, collector_colors (resp. CDS_colors), of the MIS algorithm in [27] are needed to color the dominators with their color $_{1}$ (resp. color 2 ) for the dominatee data collection (resp. data dissemination) process by Lemma [5y Lemma 11 each coloring needs $O(\log n)$ timeslots. The total running time of the preprocessing subroutine in Algorithm 2 is therefore $O(\log n)$.

In each iteration of the loop in line 2 of Algorithm 1, by Lemma each dominator will be able to successfully collect a data item from one of its dominatees in $O(\log n)$ timeslots. After $\Delta$ iterations of this loop, the maximum value of any node in the network will be contained in the dominating set, requiring a total of $O(\Delta \log n)$ timeslots.

In the same iteration of the loop, by Lemma 2 each dominator of the same color ${ }_{2}$ will be able to broadcast its current highest value to neighboring dominators, and by Lemma 5 the number of colors to iterate through is constant. Because dominators disseminating data do not have to wait for dominators collecting data to perform their binary search (as they occur during different timeslot intervals), each dominator will be able to successfully broadcast a message to all nodes in the disc of radius $R_{\text {CDS }}$ surrounding them in a constant number of timeslots. At this point because $R_{\mathrm{CDS}}$ is a constant fraction of $R_{\text {max }}$, at most $O(D)$ timeslots are needed for the highest value to be disseminated throughout the network.

The entire execution time required for the aggregate function to be computed and known by all nodes in the network is therefore $O(D+\Delta \log n)$ and the theorem follows.

## 5 Conclusions

In this paper, under the SINR interference model aided by physical carrier sensing, we present a distributed, deterministic algorithm for computing (distributive and algabraic) aggregate functions in wireless networks. With no knowledge beyond a polynomial estimate of the number of nodes in the network, our decentralized protocol computes an aggregate function and ensures the result is obtained by every node in the network using only $O(D+\Delta \log n)$ timeslots. In particular, aided by the use of physical carrier sensing, our protocol can outperform the distributed data aggregation technique used in 18 by an exponential factor despite the fact our protocol is more limited in its initial knowledge of the network. As a future work, the study of distributed data aggregation using non-uniform powers could be particularly meaningful as they have been shown to have significant effects on reducing time complexity in some cases [223]. Another natural future direction would be to investigate distributed data aggregation algorithms under SINR computing holistic aggregate functions. Extending our work to cases without physical carrier sensing abilities and/or under the asynchronized communication model, when nodes do not share a global clock, would also be beneficial directions of future study.
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#### Abstract

In this paper we study quantum nondeterminism in multiparty communication. There are three (possibly) different types of nondeterminism in quantum computation: i) strong, ii) weak with classical proofs, and iii) weak with quantum proofs. Here we focus on the first one. A strong quantum nondeterministic protocol accepts a correct input with positive probability, and rejects an incorrect input with probability 1. In this work we relate strong quantum nondeterministic multiparty communication complexity to the rank of the communication tensor in the Number-On-Forehead and Number-In-Hand models. In particular, by extending the definition proposed by de Wolf to nondeterministic tensor-rank (nrank), we show that for any boolean function $f, 1$ ) in the Number-On-Forehead model, the cost is upper-bounded by the logarithm of $\operatorname{nrank}(f) ; 2)$ in the Number-In-Hand model, the cost is lower-bounded by the logarithm of $n \operatorname{rank}(f)$. This naturally generalizes previous results in the field and relates for the first time the concept of (high-order) tensor rank to quantum communication. Furthermore, we show that strong quantum nondeterminism can be exponentially stronger than classical multiparty nondeterministic communication. We do so by applying our results to the matrix multiplication problem.


Keywords: Multiparty communication, quantum nondeterminism, tensor rank, exponential separation, matrix multiplication.

## 1 Introduction

Background. Nondeterminism plays a fundamental role in complexity theory. For instance, the $\mathbf{P}$ vs NP problem asks if nondeterministic time is strictly more powerful than deterministic time. Even though nondeterministic models are unrealistic, they can give insights into the power and limitations of realistic models (i.e., deterministic, random, etc.).

There are two ways of defining a nondeterministic machine, using randomness or as a proof system: a nondeterministic machine $i$ ) accepts a correct input with
positive probability, and rejects an incorrect input with probability one; or $i i$ ) is a deterministic machine that receives besides the input, a proof or certificate which exists if and only if the input is correct. For classical machines (i.e., machines based on classical mechanics), these two notions of nondeterminism are equivalent. However, in the quantum setting they can be different. In fact, these two notions give rise to (possibly) three different kinds of quantum nondeterminism. In strong quantum nondeterminism, the quantum machine accepts a correct input with positive probability. In weak quantum nondeterminism, the quantum machine outputs the correct answer when supplied with a correct proof, which could be either classical or quantum.

The study of quantum nondeterminism in the context of query and communication complexities started with de Wolf [15]. In particular, de Wolf [15] introduced the notion of nondeterministic rank of a matrix, which was later proved to completely characterize strong quantum nondeterministic communication 16. In the same piece of work, it was proved that strong quantum nondeterministic protocols are exponentially stronger than classical nondeterministic protocols. In the same spirit, Le Gall [8] studied weak quantum nondeterministic communication with classical proofs and showed a quadratic separation for a total function.

Weak nondeterminism seems a more suitable definition, mainly due to the requirement of the existence of a proof, a concept that plays fundamental roles in complexity theory. In contrast, strong nondeterminism lends itself to a natural mathematical description in terms of matrix rank. Moreover, strong nondeterminism is a more powerful model capable of simulating weak nondeterminism with classical and quantum proofs. The reverse, if weak nondeterminism is strictly a less powerful model or not is still an open problem.

The previous results by de Wolf [16] and Le Gall [8] were on the context of 2-party communication complexity, i.e., there are two players with two inputs $x$ and $y$ each, and they want to compute a function $f(x, y)$. Let $\operatorname{rank}(f)$ be the rank of the communication matrix $M_{f}$, where $M_{f}[x, y]=f(x, y)$. A known result is $\frac{1}{2} \log \operatorname{rank}(f) \leq Q(f) \leq D(f)$ [2], where $D(f)$ is the deterministic communication complexity of $f$ and $Q(f)$ the quantum exact communication complexity. It is conjectured that $D(f)=O\left(\log ^{c} r a n k\right)$ for some arbitrary constant $c$. This is the log-rank conjecture in communication complexity, one the biggest open problems in the field. If it holds, implies that $Q(f)$ and $D(f)$ are polynomially related. This is in contrast to the characterization given by de Wolf [16] in terms of the nondeterministic matrix-rank, which is defined as the minimal rank of a matrix (over the complex field) whose $(x, y)$-entry is non-zero if and only if $f(x, y)=1$.

Contributions. In this paper, we continue with the study of strong quantum nondeterminism in the context of multiparty protocols. Let $k \geq 3$ be the number of players evaluating a function $f\left(x_{1}, \ldots, x_{k}\right)$. The players take turns predefined at the beginning of the protocol. Each time a player sends a bit

[^38](or qubit if it is a quantum protocol), he sends it to the player who follows next. The communication complexity of the protocol is defined as the minimum number of bits that need to be transmitted by the players in order to compute $f\left(x_{1}, \ldots, x_{k}\right)$. There are two common ways of communication: The Number-OnForehead model (NOF), where player $i$ knows all inputs except $x_{i}$; and, Number-In-Hand model (NIH), where player $i$ only knows $x_{i}$. Also, any protocol naturally defines a communication tensor $T_{f}$, where $T_{f}\left[x_{1}, \ldots, x_{k}\right]=f\left(x_{1}, \ldots, x_{k}\right)$.

Tensors are natural generalizations of matrices. They are defined as multidimensional arrays while matrices are 2-dimensional arrays. In the same way, the concept of matrix rank extends to tensor rank. However, the nice properties of matrix rank do not hold anymore for tensors; for instance, the rank could be different if the same tensor is defined over different fields 6].

We extend the concept of nondeterministic matrices to nondeterministic tensors. The nondeterministic tensor rank, denoted $\operatorname{nrank}(f)$, is the minimal rank of a tensor (over the complex field) whose $\left(x_{1}, \ldots, x_{k}\right)$-entry is non-zero if and only if $f\left(x_{1}, \ldots, x_{k}\right)=1$.

Let $N Q_{k}^{N O F}$ and $N Q_{k}^{N I H}$ denote the $k$-party strong quantum nondeterministic communication complexity for the NOF and NIH models respectively.

Theorem 1. Let $f:\left(\{0,1\}^{n}\right)^{k} \rightarrow\{0,1\}$, then $N Q_{k}^{N O F}(f) \leq\lceil\log \operatorname{nrank}(f)\rceil+$ 1, and $N Q_{k}^{N I H}(f) \geq\lceil\log \operatorname{nrank}(f)\rceil+1$.

This theorem generalizes the previous result by de Wolf, as it can be seen that by letting $k=2$ we obtain exactly [16, Lemma 3.2]. Also, since $N Q_{k}^{N I H}$ is a lower bound for exact NIH quantum communication ${ }^{2}$, denoted $Q_{k}^{N I H}$, we obtain the following corollary:

Corollary 2. $\lceil\log \operatorname{nrank}(f)\rceil+1 \leq Q_{k}^{N I H}(f)$.
One of the first direct consequences of Theorem is on the equality function. The $k$-party equality function $E Q_{k}\left(x_{1}, \ldots, x_{k}\right)=1$ if and only if $x_{1}=\cdots=$ $x_{k}$. A nondeterministic tensor for $E Q_{k}$ is superdiagonal with non-zero entries in the main diagonal, and 0 anywhere else. Thus, it has $2^{n}$ rank, and implies $N Q_{k}^{N O F}\left(E Q_{k}\right) \leq n+1$ and $N Q_{k}^{N I H}\left(E Q_{k}\right) \geq n+1$. However, note that the communication complexity of $E Q_{k}$ is upper-bounded by $\mathcal{O}(n)$ in the NOF model, however this could be a very loose bound. In general, $N Q_{k}^{N O F}$ cannot be lowerbounded by $\log n r a n k$. To see this, it is easy to show that in the NOF model there exists a classical protocol for $E Q_{k}$ with a cost of 2 bit $\sqrt[3]{3}$. In contrast, the lower bound on $N Q_{k}^{N I H}\left(E Q_{k}\right)$ is not that loose; using the trivial protocol, where all players send their inputs, we have that $N Q_{k}^{N I H}\left(E Q_{k}\right)=\mathcal{O}(k n)$.

[^39]A more interesting function is the generalized inner product defined formally as $G I P_{k}\left(x_{1}, \ldots, x_{k}\right)=\left(\sum_{i=1}^{k} \bigwedge_{j=1}^{n} x_{i j}\right) \bmod 2$. We know that $\left(2^{n}-\right.$ 1) $k / 2 \leq \operatorname{nrank}\left(G I P_{k}\right)$ (see [14] for a proof), and thus, $N Q_{k}^{N I H}\left(G I P_{k}\right) \geq n+$ $\lceil\log (k / 2)\rceil+1$. In NIH, using the trivial protocol where each player send their inputs, we obtain (with Corollary (2) a bound in quantum exact communication of $\lceil\log (k / 2)\rceil+n+1 \leq Q_{k}^{N I H}\left(G I P_{k}\right) \leq(k-1) n+1$. Improving the lower bound will require new techniques for explicit construction of linear-rank tensors, with important consequences to circuit lower bounds [13] (see for example the paper by Alexeev, Forbes, and Tsimerman [1] for state-of-the-art tensor constructions). In general, we are still unable to upper-bound $N Q_{k}^{N I H}(f)$ in terms of $\log$ nrank.

Although the bounds given by Theorem could be loose for some functions, they are good enough for other applications. For instance, we show in Section 4 a separation between the NOF models of strong quantum nondeterminism and classical nondeterminism. We do so by applying Theorem to the matrix multiplication problem. This separation is super-polynomial when $k=o(\log n)$, and exponential when $k=\mathcal{O}(1)$. To our knowledge, this is the first exponential quantum-classical separation for a total function in any multiparty communication mode 4 .

## 2 Preliminaries

In this paper we assume basic knowledge of communication complexity and quantum computing. We refer the interested reader to the books by Kushilevitz and Nisan [7] and Nielsen and Chuang [11] respectively. In this section we give a small review of tensors and quantum communication.

### 2.1 Tensors

A tensor is a multi-dimensional array defined over some field. An order- $d$ tensor is an element of the tensor product of $d$ vector spaces.

Definition 3 (Simple Tensor). Let $\left|v_{i}\right\rangle \in V^{n_{i}}$ be an $n_{i}$-dimensional vector for $1 \leq i \leq d$ on some vector space $V^{n_{i}}$. The $j_{i}^{\text {th }}$ component of $\left|v_{i}\right\rangle$ is denoted by $v_{i}\left(j_{i}\right)$ for $1 \leq j_{i} \leq n_{i}$. The tensor product of $\left\{\left|v_{i}\right\rangle\right\}$ is the tensor $T \in$ $V^{n_{1}} \otimes \cdots \otimes V^{n_{d}}$ whose $\left(j_{1}, \ldots, j_{d}\right)$-entry is $v_{1}\left(j_{1}\right) \cdots v_{d}\left(j_{d}\right)$, i.e., $T\left[j_{1}, \ldots, j_{d}\right]=$ $v_{1}\left(j_{1}\right) \cdots v_{d}\left(j_{d}\right)$. Then $T=\left|v_{1}\right\rangle \otimes \cdots \otimes\left|v_{d}\right\rangle$ and we say $T$ is a rank-1 or simple order-d tensor. We also say that a tensor is of high order if its order is three or higher.

From now on, we will refer to high-order tensors simply as tensors, and low-order tensor will be matrices, vectors, and scalars as usual.

[^40]It is important to note that the set of simple tensors span the space $V^{n_{1}} \otimes$ $\cdots \otimes V^{n_{d}}$, and hence, there exists tensors that are not simple. This leads to the definition of rank.

Definition 4 (Tensor Rank). The rank of a tensor $T$ is the minimum $r$ such that $T=\sum_{i=1}^{r} A_{i}$ for simple tensors $A_{i}$.

This agrees with the definition of matrix rank. The complexity of computing tensor rank was studied by Håstad [4] who showed that it is NP-complete for any finite field, and NP-hard for the rational numbers.

The process of arranging the elements of an order- $k$ tensor into a matrix is known as matrization. Since there are many ways of embedding a tensor into a matrix, in general the permutation of columns is not important, as long as the corresponding operations remain consistent [6].

### 2.2 Strong Quantum Nondeterministic Multiparty Communication

In a multiparty communication protocol there are $k \geq 3$ players trying to compute a function $f$. Let $f: X^{k} \rightarrow\{0,1\}$ be a function on $k$ strings $x=$ $\left(x_{1}, \ldots, x_{k}\right)$, where each $x_{i} \in X$ and $X=\{0,1\}^{n}$. There are two common ways of communication between the players: The Number-In-Hand (NIH) and the Number-On-Forehead (NOF) models. In NIH, player $i$ only knows $x_{i}$, and in NOF, player $i$ knows all inputs except $x_{i}$. First we review the classical defintion.

Definition 5 (Classical Nondeterministic Multiparty Protocol). Let $k$ be the number of players. Besides the input $x$, the protocol receives a proof or certificate $c \in\{0,1\}^{+}$. The players take turns in an order predefined at the beginning of the protocol. To communicate, a player sends exactly one bit to the player that follows next. The computation of the protocol ends when the last player computes $f$. If $f(x)=1$ then, there exists a $c$ that makes the protocol accept the input, i.e., the last player outputs 1. If $f(x)=0$ then, the protocol rejects the input for all c, i.e., the last player outputs 0 . The cost of the protocol is the length of $c$ plus the total number of bits communicated.

Hence, the classical nondeterministic multiparty communication complexity, denoted $N_{k}(f)$, is defined as the minimum number of bits required to compute $f(x)$. If the model is NIH or NOF, we add a superscript $N_{k}^{N I H}(f)$ or $N_{k}^{N O F}(f)$ respectively. Note that, the definition of the multiparty protocols in this paper (classical and quantum) are all unicast, i.e., a player sends a bit only to the player that follows next. This is in contrast to the more common blackboard model. In this latter model, when a player sends a bit, he does so by broadcasting it and reaching all players inmediately. Clearly, any lower bound on the blackboard model is a lower bound for the unicast model.

To model NOF and NIH in the quantum setting, we follow the work of Lee, Schechtman, and Shraibman 9, as originally defined by Kerenidis [5].
Definition 6 (Quantum Multiparty Protocol). Let $k$ be the number of players in the protocol. Define the Hilbert space by $\mathcal{H}_{1} \otimes \cdots \otimes \mathcal{H}_{k} \otimes \mathcal{C}$, where
each $\mathcal{H}_{i}$ is the Hilbert space of player $i$, and $\mathcal{C}$ is the one qubit channel. To communicate the players take turns predefined at the beginning of the protocol. On the turn of player $i$ :

1. in NIH, an arbitrary unitary that only depends on $x_{i}$ is applied on $\mathcal{H}_{i} \otimes \mathcal{C}$, and acts as the identity anywhere else;
2. in NOF, an arbitrary unitary independent of $x_{i}$ is applied on $\mathcal{H}_{i} \otimes \mathcal{C}$, and acts as the identity anywhere else.

The cost of the protocol is the number of rounds.
If there is no entanglement, the initial state is a pure state $|0\rangle \otimes \cdots \otimes|0\rangle|0\rangle$. In general, the initial state could be anything that is independent of the input with no prior entanglement. If the final state of the protocol on input $x_{1}, \ldots, x_{k}$ is $|\psi\rangle$, it outputs 1 with probability $p\left(x_{1}, \ldots, x_{k}\right)=\langle\psi| \Pi_{1}|\psi\rangle$, where $\Pi_{1}$ is a projection onto the $|1\rangle$ state of the channel.

We say that $T$ is a nondeterministic communication tensor if $T\left[x_{1}, \ldots, x_{k}\right] \neq 0$ if and only if $f\left(x_{1}, \ldots, x_{k}\right)=1$. Thus, $T$ can be obtained by replacing each 1 entry in the original communication tensor by a non-zero complex number. We also define the nondeterministic rank of $f$, denoted $\operatorname{nrank}(f)$, to be the minimum rank over the complex field among all nondeterministic tensors for $f$.

Definition 7 (Strong Quantum Nondeterministic Protocol). A k-party strong quantum nondeterministic communication protocol outputs 1 with positive probability if and only if $f(x)=1$.

The $k$-party quantum nondeterministic communication complexity, denoted $N Q_{k}(f)$, is the cost of an optimum (i.e., minimal cost) $k$-party quantum nondeterministic communication protocol. If the model is NIH or NOF, we add a superscript $N Q_{k}^{N I H}(f)$ or $N Q_{k}^{N O F}(f)$ respectively. From the definition it follows that $N Q_{k}$ is a lower bound for the exact quantum communication complexity $Q_{k}$ for both NOF and NIH.

Lemma 8 (Lee, Schechtman, and Shraibman [9]). After $\ell$ qubits of communication on input $\left(x_{1}, \ldots, x_{k}\right)$, the state of a quantum protocol without shared entanglement can be written as

$$
\sum_{m \in\{0,1\}^{\ell}}\left|A_{m}^{1}\left(x^{1}\right)\right\rangle\left|A_{m}^{2}\left(x^{2}\right)\right\rangle \cdots\left|A_{m}^{k}\left(x^{k}\right)\right\rangle\left|m_{\ell}\right\rangle,
$$

where $m$ is the message sent so far, $m_{\ell}$ is the $\ell$-th bit in the message, and each vector $\left|A_{m}^{t}\left(x^{t}\right)\right\rangle$ corresponds to the $t$-th player which depends on $m$ and the input $x^{t}$. If the protocol is NOF then $x^{t}=\left(x_{1}, \ldots, x_{t-1}, x_{t+1}, \ldots, x_{k}\right)$; if it is NIH then $x^{t}=\left(x_{t}\right)$.

## 3 Proof of Theorem 1

The arguments in this section are generalizations of a previous result by de Wolf [16] from 2 -party to $k$-party communication.

First we need the following technical lemma. It is a generalization of [16, Lemma 3.2] from $k=2$ to any $k \geq 3$. See below for a proof.

Lemma 9. If there exists $k$ families of vectors $\left\{\left|A_{1}^{i}\left(x_{i}\right)\right\rangle, \ldots,\left|A_{r}^{i}\left(x_{i}\right)\right\rangle\right\} \subseteq \mathbb{C}^{d}$ for all $i$ with $2 \leq i \leq k$ and $x_{i} \in\{0,1\}^{n}$ such that

$$
\sum_{i=1}^{r}\left|A_{i}^{1}\left(x_{1}\right)\right\rangle \otimes \cdots \otimes\left|A_{i}^{k}\left(x_{k}\right)\right\rangle=0 \text { if and only if } f\left(x_{1}, \ldots, x_{k}\right)=0
$$

then $n \operatorname{rank}(f) \leq r$.
Now we proceed to prove the lower bound in Theorem 1 I
Lemma 10. $N Q_{k}^{N I H}(f) \geq\lceil\log \operatorname{nrank}(f)\rceil+1$
Proof. Consider a NIH $\ell$-qubit protocol for $f$. By Lemma $\mathbb{d}$ its final state is

$$
\begin{equation*}
|\psi\rangle=\sum_{m \in\{0,1\}^{\ell}}\left|A_{m}^{1}\left(x_{1}\right)\right\rangle \cdots\left|A_{m}^{k}\left(x_{k}\right)\right\rangle\left|m_{\ell}\right\rangle . \tag{1}
\end{equation*}
$$

Assume all vectors have the same dimension $d$. Let $S=\left\{m \in\{0,1\}^{\ell}: m_{\ell}=1\right\}$, and consider only the part of the state that is projected onto the 1 state of the channel,

$$
\begin{equation*}
\left|\phi\left(x_{1}, \ldots, x_{k}\right)\right\rangle=\sum_{m \in S}\left|A_{m}^{1}\left(x_{1}\right)\right\rangle \cdots\left|A_{m}^{k}\left(x_{k}\right)\right\rangle|1\rangle . \tag{2}
\end{equation*}
$$

The vector $\left|\phi\left(x_{1}, \ldots, x_{k}\right)\right\rangle$ is 0 if and only if $f\left(x_{1}, \ldots, x_{k}\right)=0$. Thus, by Lemma [9] we have that $\operatorname{nrank}(f) \leq|S|=2^{\ell-1}$, which implies the lower bound.

Proof (Lemma (2). First note that the case $\mathrm{k}=2$ was proven by de Wolf [16, Lemma 3.2]. Here we give a proof for $k \geq 3$. We divide it in two cases: when $k$ is odd and even.

Even $k$ : There are $k$ size- $r$ families of $d$-dimensional vectors. We will construct two new families of vectors denoted $\mathscr{D}$ and $\mathscr{F}$. First, divide the $k$ families in two groups of size $k / 2$. Then, tensor each family in one group together in the following way: for each family $\left\{\left|A_{1}^{i}\left(x_{i}\right)\right\rangle, \ldots,\left|A_{r}^{i}\left(x_{i}\right)\right\rangle\right\}$ for $1 \leq i \leq k / 2$ construct a new family

$$
\mathscr{D}=\left\{\bigotimes_{i=1}^{k / 2}\left|A_{1}^{i}\left(x_{i}\right)\right\rangle, \ldots, \bigotimes_{i=1}^{k / 2}\left|A_{r}^{i}\left(x_{i}\right)\right\rangle\right\}=\left\{\left|A_{1}(y)\right\rangle, \ldots,\left|A_{r}(y)\right\rangle\right\}
$$

where $y=\left(x_{1}, \ldots, x_{k / 2}\right)$. Do the same to construct $\mathscr{F}$ for $k / 2+1 \leq i \leq k$ obtaining

$$
\mathscr{F}=\left\{\bigotimes_{i=k / 2+1}^{k}\left|A_{1}^{i}\left(x_{i}\right)\right\rangle, \ldots, \bigotimes_{i=k / 2+1}^{k}\left|A_{r}^{i}\left(x_{i}\right)\right\rangle\right\}=\left\{\left|B_{1}(z)\right\rangle, \ldots,\left|B_{r}(z)\right\rangle\right\}
$$

where $z=\left(x_{k / 2+1}, \ldots, x_{k}\right)$. Thus, $\mathscr{D}$ and $\mathscr{F}$ will become two size- $r$ family of vectors, each vector with dimension $d k / 2$. Then apply the theorem for $k=2$ on these two families and the lemma follows.
$O d d k$ : Here we can use the same approach by constructing again two new families $\mathscr{D}$ and $\mathscr{F}$ by dividing the families in two groups of size $\lfloor k / 2\rfloor$ and $\lceil k / 2\rceil$. However, although both families will have the same size $r$, the dimension of the vectors will be different. In fact, the dimension of the vectors in one family will be $d^{\prime}=d\lfloor k / 2\rfloor$ and in the other $d^{\prime}+1$. So, in order to prove the theorem we will consider having two size- $r$ families $\left\{\left|A_{1}(y)\right\rangle, \ldots,\left|A_{r}(y)\right\rangle\right\} \subseteq \mathbb{C}^{d^{\prime}}$ and $\left\{\left|B_{1}(z)\right\rangle, \ldots,\left|B_{r}(z)\right\rangle\right\} \subseteq \mathbb{C}^{d^{\prime}+1}$.

Denote the entry of each vector $\left|A_{i}(y)\right\rangle,\left|B_{i}(z)\right\rangle$ by $A_{i}(y)_{u}$ and $B_{i}(z)_{v}$ respectively for all $(u, v) \in\left[d^{\prime}\right] \times\left[d^{\prime}+1\right]$.

Note that, if $f(y, z)=0$ then $\sum_{i=1}^{r} A_{i}(y)_{u} B_{i}(z)_{v}=0$ for all $(u, v)$; if $f(y, z)=$ 1 then $\sum_{i=1}^{r} A_{i}(y)_{u} B_{i}(z)_{v} \neq 0$ for some $(u, v)$. This holds because each vector $\left|A_{i}(y)\right\rangle$ and $\left|B_{i}(z)\right\rangle$ are the set of vectors $\left|A_{i}^{t}\left(x^{t}\right)\right\rangle$ tensored together and separated in two families of size $\lfloor k / 2\rfloor$ and $\lceil k / 2\rceil$ respectively.

The following lemma was implicitly proved by de Wolf [16] for families of vectors with the same dimension. However, we show that the same arguments hold even if the families have different dimensionality (see [14] for a proof).

Lemma 11. Let $I$ be an arbitrary set of real numbers of size $2^{2 n+1}$, and let $\alpha_{1}, \ldots, \alpha_{d^{\prime}}$ and $\beta_{1}, \ldots, \beta_{d^{\prime}+1}$ be numbers from I. Define the quantities

$$
a_{i}(y)=\sum_{u=1}^{d^{\prime}} \alpha_{u} A_{i}(y)_{u} \quad \text { and } \quad b_{i}(z)=\sum_{v=1}^{d^{\prime}+1} \beta_{v} B_{i}(z)_{v} .
$$

Also let

$$
v(y, z)=\sum_{i=1}^{r} a_{i}(y) b_{i}(z)=\sum_{u=1}^{d^{\prime}} \sum_{v=1}^{d^{\prime}+1} \alpha_{u} \beta_{v}\left(\sum_{i=1}^{r} A_{i}(y)_{u} B_{i}(z)_{v}\right) .
$$

There exists $\alpha_{1}, \ldots, \alpha_{d^{\prime}}, \beta_{1}, \ldots, \beta_{d^{\prime}+1} \in I$ such that for every $(y, z) \in f^{-1}(1)$ we have $v(y, z) \neq 0$.

Therefore, by the lemma above we have that $v(y, z)=0$ if and only if $f(y, z)=0$. Now let $\left|a_{i}\right\rangle$ and $\left|b_{i}\right\rangle$ be $2^{n}$-dimensional vectors indexed by elements from $\{0,1\}^{n}$, and let $M=\sum_{i=1}^{r}\left|a_{i}\right\rangle\left\langle b_{i}\right|$. Thus $M$ is an order- $k$ tensor with rank $r$.

Lemma 12. $N Q_{k}^{N O F}(f) \leq\lceil\log \operatorname{nrank}(f)\rceil+1$.
The proof of Lemma 12 follows by fixing a proper matrization (separating the cases of odd and even $k$ ) of the communication tensor, and then applying the 2-party protocol by de Wolf [16] (see 14] for a full proof).

## 4 A Quantum-Classical Super-Polynomial Separation

In this section, we show that there exists a function with a super-polynomial gap between classical and quantum NOF models of quantum strong nondeterminism.

Theorem 13. There is a super-polynomial gap between $N_{k}^{N O F}$ and $N Q_{k}^{N O F}$ when $k=o(\log n)$, and exponential when $k=\mathcal{O}(1)$.

In particular, we analyze the following total function: Let $X_{1}=\cdots=X_{k}=$ $\{0,1\}^{n \times n}$ be the set of all $n \times n$ boolean matrices. Also let $x_{i} \in X_{i}$ be a $n \times n$ boolean matrix, and denote by $x_{i} x_{j}$ the multiplication of matrices $x_{i}$ and $x_{j}$ over the binary field. Define

$$
F\left(x_{1}, \ldots, x_{k}\right)=\left(x_{1} x_{2} \cdots x_{k}\right)_{11}
$$

i.e., $F\left(x_{1}, \ldots, x_{k}\right)$ is the entry in the first row and first column in $x_{1} \cdots x_{k}$.

This matrix multiplication function was studied by Raz [12, who showed a $\Omega\left(n / 2^{k}\right)$ lower bound in the blackboard model of NOF bounded-error communication. However, this lower bound also holds for the classical blackboard nondeterministic NOF communication denoted $N_{k}^{N O F}(F)$. The reason is that the proof by Raz is based on an upper bound for discrepancy. Since $N_{k}^{N O F}(f)=$ $\Omega(1 / \operatorname{Disc}(f))$ for any $f$ where $\operatorname{Disc}(f)$ is the discrepancy [10], we immediately obtain the following corollary:
Corollary 14. $N_{k}^{N O F}(F)=\Omega\left(n / 2^{k}\right)$.
The condition on the number of players in Theorem 13 comes from this lower bound. Improving it will require new techniques for classical multiparty communication.

Since any lower bound in the blackboard model also holds in the unicast model, we can use Corollary 14 to prove a separation for the unicast models in this paper. The following lemma implies the theorem.

Lemma 15. $N Q_{k}^{\text {NOF }}(F)=\mathcal{O}(k \log n)$.
Proof. By Theorem we just need to give a tensor with rank at most $\mathcal{O}\left(n^{k}\right)$. Denote each entry of the matrix $x_{i}$ by $x_{i}[p, q]$, i.e., the $(p, q)$-entry of $x_{i}$. Also, all the operations in this proof are assumed to be over the binary field.

Let

$$
T\left[x_{1}, \ldots, x_{k}\right]=\left(x_{1} \cdots x_{k}\right)_{11}
$$

which is just the function $F$ plugged into $T$.
First, note that the multiplication is between $n \times n$ matrices. Hence, the maximum rank of the product is at most $n$. Therefore, we can write each entry of $T$ as

$$
\begin{equation*}
T\left[x_{1}, \ldots, x_{k}\right]=\left(\left(\sum_{j_{1}=1}^{n} x_{1}^{j_{1}}\right) \cdots\left(\sum_{j_{k}=1}^{n} x_{k}^{j_{k}}\right)\right)_{11}=\sum_{j_{1}, \ldots, j_{k}=1}^{n}\left(x_{1}^{j_{1}} \cdots x_{k}^{j_{k}}\right)_{11} . \tag{3}
\end{equation*}
$$

The notation $x_{i}^{j}$ can be interpreted as the $j^{t h}$ term in the rank decomposition of matrix $x_{i}$. Now fix $j_{1}, \ldots, j_{k}$, and by the definition of matrix multiplication we get that

$$
\begin{equation*}
\left(x_{1}^{j_{1}} \cdots x_{k}^{j_{k}}\right)_{11}=\sum_{i_{1}, \ldots, i_{k-1}=1}^{n} x_{1}^{j_{1}}\left[1, i_{1}\right] x_{2}^{j_{2}}\left[i_{1}, i_{2}\right] \cdots x_{k}^{j_{k}}\left[i_{k-1}, 1\right] . \tag{4}
\end{equation*}
$$

Equations (3) and (44) have $n^{k}$ and $n^{k-1}$ terms. Putting them both together, we have that $T\left[x_{1}, \ldots, x_{k}\right]$ have $n^{2 k-1}$ summands. This already have $\mathcal{O}\left(n^{k}\right)$ terms; however, we need to make sure that each term in the summation defines a rank-1 tensor.

For each $m \in\left\{1, \ldots, n^{k}\right\}$ define

$$
\begin{equation*}
T_{m}\left[x_{1}, \ldots, x_{k}\right]=x_{1}^{j_{1}}\left[1, i_{1}\right] x_{2}^{j_{2}}\left[i_{1}, i_{2}\right] \cdots x_{k}^{j_{k}}\left[i_{k-1}, 1\right] \tag{5}
\end{equation*}
$$

for some $j_{1}, \ldots, j_{k}, i_{1}, \ldots, i_{k-1}$ that directly corresponds to $m$ (fix some bijection between $m$ and $\left.j_{1}, \ldots, j_{k}, i_{1}, \ldots, i_{k-1}\right)$. Then, let $y_{1}, \ldots, y_{n \times n} \in\{0,1\}^{n \times n}$ be an enumeration of all $n \times n$ boolean matrices. For instance, $y_{1}$ is the all- 0 matrix, and $y_{n \times n}$ is the all- 1 matrix. Define vectors

$$
\left|v_{1}\right\rangle=\left(y_{1}^{j_{1}}\left[1, i_{1}\right], \ldots, y_{2^{n \times n}}^{j_{1}}\left[1, i_{1}\right]\right) \text { and }\left|v_{k}\right\rangle=\left(y_{1}^{j_{k}}\left[i_{k-1}, 1\right], \ldots, y_{2^{n \times n}}^{j_{k}}\left[i_{k-1}, 1\right]\right) ;
$$

and for $r=2, \ldots, k-1$ define

$$
\left|v_{r}\right\rangle=\left(y_{1}^{j_{1}}\left[i_{r-1}, r\right], \ldots, y_{2^{n \times n}}^{j_{k}}\left[i_{r-1}, r\right]\right) .
$$

Note that each vector has $2^{n \times n}$ components, and are indexed by the set of $n \times n$ boolean matrices. If we pick $k$ matrices $y_{i_{1}}, \ldots, y_{i_{k}}$, we get that

$$
\begin{equation*}
T_{m}\left[y_{i_{1}}, \ldots, y_{i_{k}}\right]=y_{i_{1}}^{j_{1}}\left[1, i_{1}\right] \ldots, y_{i_{1}}^{j_{k}}\left[i_{k-1}, 1\right] . \tag{6}
\end{equation*}
$$

This way, $T_{m}=\left|v_{1}\right\rangle \otimes\left|v_{2}\right\rangle \otimes \cdots \otimes\left|v_{k}\right\rangle$ for all $m$. Thus, $T_{m}$ has rank 1, and $T=\sum_{m=1}^{n^{2 k-1}} T_{m}$.

To see that $T_{m}$ is indeed a rank-1 tensor, assume that $\operatorname{rank}\left(T_{m}\right)>1$. Then (6]) has at least one extra summand. That extra summand can only come from (4) or (31). It cannot be from (41) because that is the definition of matrix multiplication. If it were from (3), it would violate the assumption that each matrix $x_{i}$ has rank at most $n$, thus, yielding a contradiction.

## 5 Concluding Remarks

In this paper we studied strong quantum nondeterministic communication complexity in multiparty protocols. In particular, we showed that i) strong quantum nondeterministic NOF communication complexity is upper-bounded by the logarithm of the rank of the nondeterministic communication tensor; ii) strong
quantum nondeterministic NIH communication complexity is lower-bounded by the logarithm of the rank of the nondeterministic communication tensor. These results naturally generalizes previous work by de Wolf [16]. Moreover, the lower bound on NIH is also a lower bound for quantum exact NIH communication. This fact was used to show a $\Omega(n+\log k)$ lower bound for the generalized inner product function.

We also showed an exponential separation between quantum strong nondeterministic communication and classical nondeterministic communication in the NOF model. To our knowledge, this is the first separation for a total function in any multiparty model. It remains as an open problem, a separation (of any kind) between other multiparty models, e.g., bounded-error, NIH, etc.

In order to prove strong lower bounds using tensor-rank in NIH, we need stronger construction techniques for tensors. The fact that computing tensorrank is NP-complete suggests that this could be a very difficult task. Alternatives for finding lower bounds on tensor-rank include computing the norm of the communication tensor, or a hardness result for approximating tensor-rank.
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#### Abstract

We study the speed scaling problems with memory/cache consideration. Each job needs some time for its memory operation when it is fetched from the memory/cache. Two models are investigated, the non-cache model and the with-cache model. The objective is to minimize the energy consumption while satisfying the time constraints of the jobs. The non-cache model is a variant of the ideal model where each job $i$ needs a fixed $c_{i}$ time for its memory operation. The with-cache model further considers the case that the cache (a memory device with much faster accessing time but limited space) is provided. The uniform with-cache model is a special case when all $c_{i}$ values are the same. We prove that the optimal solution of the non-cache model can be computed in polynomial time. For the with-cache model, we show that it is NP-complete to compute the optimal solution. For the aligned jobs (where later released jobs do not have earlier deadlines) in the uniform with-cache model, we derive an $O\left(n^{4}\right)$ time algorithm to compute the optimal schedule. For the general jobs for with-cache model with resource augmentation where the memory operation time speeds up by at most $s$ times, we propose a $\left(2 \alpha \frac{s}{s-1}\right)^{\alpha} / 2$-approximation algorithm.


## 1 Introduction

In recent years, tremendous growth of portable electronic devices is seen due to advances in processor, memory and communication technologies. Since such devices are often powered by batteries, energy-efficient execution of jobs to prolong battery lifetime becomes quite important. Currently, processors capable of operating at a range of voltages and frequencies are already available (e.g. Intel's SpeedStep technology and AMD's PowerNow technology). The capability of the processor to adjust voltages is often referred to in the literature as DVS (Dynamic Voltage Scaling) techniques. Since energy consumption is at least a quadratic function of the supply voltage (hence CPU speed), it saves energy to run the processor at the lowest possible constant speed while still meeting all the timing constraints, rather than running at full speed and then switching to idle.

One of the earliest theoretical models for the speed scaling problems based on DVS was introduced by Yao, Demers and Shenker [14] in 1995. The power consumption function $P(s)$ in the processor is convex and usually assumed to be $P(s)=s^{\alpha}$ where $s$ is the speed and $\alpha$ is a constant larger than 1 . Each job has a release time $r_{i}$, deadline $d_{i}$ and workload $w_{i}$. The schedule should decide which job and what speed to execute at time $t$. The energy consumption is the integration of power function over all time $t$. The goal is to minimize the energy usage while satisfying all the timing constraints of $n$ jobs. This model is referred to as the ideal model in the literature. They gave a polynomial time algorithm to compute the minimum-energy schedule (MES). Several online heuristics were also considered including the Average Rate Heuristic (AVR) and Optimal Available Heuristic (OPA). The constant competitiveness of AVR and OPA are respectively derived in (14 which verifies the effectiveness of the online algorithms.

Later on, under various related models and assumptions, more algorithms for energy-efficient scheduling have been proposed. When the CPU can only change speed gradually instead of instantly, [8] discussed about some special cases that can be solved optimally in polynomial time. 13] studied the acceleration model where the rate of speed change is bounded by a constant $K$. They derived efficient algorithm to compute the optimal solution for aligned jobs where earlier released jobs have no larger deadlines. Aside from the above DVS models, there are also other extensions. For example, Irani et.al. [11] investigated the approximation algorithms for an extended scenario where the processor can be put into a lowpower sleep state when idle and a certain amount of energy is needed when the processor changes from the sleep state to the active state. [10] gave a survey on algorithmic problems in power management for DVS.

Although abundant research has been done with different assumptions on CPU speed changing ability, it was not until year 2003 that a more realistic model was proposed by Seth et.al. [12]. The new model incorporates the effect of memory operations into the original DVS model. They pointed out that the memory access time depends on the front-side bus (FSB) instead of the processor frequency. In most of the systems, the FSB is a fixed value. The memory operations therefore cannot speed up as other computational operations may do. Since the execution time of memory operations is not affected by the processor frequency, the workload of each job is now divided into two parts: computational component whose execution time scales inverse proportionally with the CPU speed and memory component whose execution time is fixed. Furthermore, if cache locking techniques are supported, then we need to further consider which jobs to put in the cache to reduce the total energy consumption because jobs placed in the cache need less memory execution time. Recently, more works are done based on this model for periodic jobs. For example, 6] extends the model by allowing the periodic jobs to have deadlines earlier than the end of the period and enforcing a discrete number of processor speeds. Aydin et. al. [2] extends the model by assuming different power dissipation and different on-chip/off-chip workload characteristics for different tasks. Most recently, Yang et. al. [15] introduced a preemption control technique which can significantly reduce the number
of preemptions and at the same time minimize the energy consumption. For more works on this model, please refer to [7] [9]. In this paper, we theoretically study the following two models which considers the memory operation and the nonperiodic jobs. The non-cache model is a generalization of the ideal model where each job $i$ requires a fixed $c_{i}$ time to finish the memory operation besides its computational workload $w_{i}$. The with-cache model in addition allows the jobs to be placed into the cache (a device with much faster accessing speed than normal memory) to further save the time of memory operations. The number of jobs to be stored in the cache (limited space) is bounded by a constant $N$. We say a schedule has $k$ evictions if it allocate $k$ jobs to the memory. The algorithm should decide the allocation and speed of jobs to achieve minimum energy consumption. The uniform with-cache model is a special case where every job has the same $c_{i}$ value.

Since the non-cache model generalizes the ideal model, some of the basic properties in the ideal model [14] [11] still work. Our results are the following. We redesign an algorithm using a greedy idea similar to [14] for the non-cache model and show its optimality. For the with-cache model, we prove that optimizing the energy for general jobs is NP-complete. We then study the aligned jobs in the uniform with-cache model. We derive an $O\left(n^{4}\right)$ time dynamic programming algorithm to compute the optimal solution. Note that these results only rely on the assumption that $P(s)$ is convex. Then we consider the general jobs in the with-cache model with stricter but common assumption that $P(s)=s^{\alpha}$ $(\alpha \geq 1)$. We study the resource augmentation setting of this problem where the jobs' eviction time can speed up by $s$ times, which will be referred to as the $s$-speed with-cache model. In the resource augmentation setting, an algorithm is $c$-approximation if it always outputs a solution (given the $s$-speed augmented resource) that is at most $c$ times that of the optimal solution for 1 -speed withcache model. We propose a $\left(2 \alpha \frac{s}{s-1}\right)^{\alpha} / 2$-approximation for the $s$-speed withcache model.

The organizations of this paper is as follows. In Section 2, we review the models of speed scaling problems. In Section 3, we study the non-cache model. From Section 4 on, we turn to the with-cache model. The NP-completeness of the optimization problem for the with-cache model is presented. Section 4.1 derives a dynamic programming algorithm for the uniform with-cache model. In Section 4.2, the $s$-speed resource augmentation setting of the with-cache model is studied. Section 5 is the concluding remark. Due to space limit, some of the proofs are omitted.

## 2 Formulation

The input $\mathcal{J}$ is composed of $n$ jobs $J_{i}=\left(r_{i}, d_{i}, w_{i}, c_{i}\right)$ where $1 \leq i \leq n$. Each job $i$ (or $J_{i}$ ) has a release time $r_{i}$, deadline $d_{i}$, workload $w_{i}$ and memory operation time $c_{i}$.

In the non-cache model, a schedule $S$ should specify three functions, the speed $s(t)$ for time $t$, the function $\delta(t, i)$ that indicates whether time $t$ is used for the
computation operation for job $i$, and the function $\rho(t, i)$ that indicates whether time $t$ is used for the memory operation for job $i$. When time $t$ is used for the computation operation (memory operation) for job $i$, we say job $i$ is executed (or evicted) at time $t$. Hence, $\delta(t, i)$ (or $\rho(t, i)$ ) equals 1 if job $i$ is executed (or evicted) at time $t$. At most one job is executed or evicted at any time $t$, i.e. $\sum_{i \in \mathcal{J}}(\delta(t, i)+\rho(t, i)) \leq 1$. The condition $\sum_{i \in \mathcal{J}} \rho(t, i)=1$ implies that $s(t)=0$ because no job is executed at time $t$. The goal is to find a feasible schedule to minimize the energy consumption $E=\int_{0}^{\infty} s^{\alpha}(t) d t$. A schedule is feasible if it satisfies both the workload constraint $\int_{r_{i}}^{d_{i}} s(t) \delta(t, i) d t \geq w_{i}$ and the eviction time constraint $\int_{r_{i}}^{d_{i}} \rho(t, i) d t \geq c_{i}$. We assume a preemptive setting where the unfinished workload of a job that is suspended can be resumed later, without any penalty. For the memory operation, when eviction preemption is allowed, the job's eviction time can be allocated to serval separate intervals (Jobs would be resumed at that break later). While eviction preemption is not allowed, the job's eviction time should be allocated to a contiguous interval. In this work, we focus on the case that the eviction preemption is allowed.

In the with-cache model, with the support of cache locking techniques, we need to decide which jobs to put in the cache to reduce the energy. Job $i$ has eviction time $c_{i}$ if it is allocated in the memory and eviction time 0 if it is allocated in the cache. $b_{i}=1$ indicates that job $i$ is allocated in the cache while $b_{i}=0$ otherwise. The eviction time constraint is $\int_{r_{i}}^{d_{i}} \rho(t, i) d t \geq 0$ if $b_{i}=1$ and $\int_{r_{i}}^{d_{i}} \rho(t, i) d t \geq c_{i}$ if $b_{i}=0$. We assume that each job occupies one slot of the memory/cache. The cache is usually much smaller than memory. Assume that the cache has $N$ slots while the memory has unbounded size. To reduce the energy consumption, a schedule will allocate as many jobs to the cache as possible (which reduce the memory operation time of the jobs), i.e. $\sum_{1 \leq i \leq n} b_{i}=N$. We say a schedule has $k$ evictions if $k$ jobs are stored in the memory. Set $K=n-N$. Clearly the optimal solution has $K$ evictions. The uniform with-cache model is a special case of the with-cache model, where every job has the same length of eviction time $c$ if it is allocated in the memory (That is, $J_{i}=\left(r_{i}, d_{i}, w_{i}, c\right)$ ).

In the resource augmentation setting of the with-cache model, the jobs' eviction time can speed up by $s$ times, which is referred to as the $s$-speed with-cache model. Given the $s$-speed augmented resource, an algorithm is $c$-approximation if it always outputs a solution that is at most $c$ times that of the optimal solution for the 1-speed with-cache model.

By abusing the notation, we use OPT to denote both the optimal schedule and the energy in the optimal schedule for a specified model (if the context is clear). Define $O P T=\infty$ when the input instance has no feasible schedule. We use set $\mathcal{R}$ (or $\mathcal{D}$ ) to denote all the release times (or deadlines) of the jobs. Define $r_{\text {min }}=$ $\min _{i \in \mathcal{J}} r_{i}$ and $d_{\text {max }}=\max _{i \in \mathcal{J}} d_{i}$. By $W_{\left[t_{1}, t_{2}\right]}(S)$ we denote the total workload that is executed in interval $\left[t_{1}, t_{2}\right]$ in schedule $S$. Given a schedule, the maximal interval that has the same speed is called block. The peak block is the one which has the maximum speed among all blocks of a schedule. The time $t$ is said tight in $S$ if it is used to execute some job $i$ which has deadline/release time exactly at $t$ in $S$ (respectively, we say $t$ is a tight deadline/tight release time in $S$ ).

## 3 Non-cache Model

In this section, we study the exact algorithm to compute OPT for the non-cache model. The idea is to fix the schedule block by block. The convexity of the power function brings us a fundamental fact,

Fact 1. Assume that there exists a schedule to execute jobs $j_{1}, j_{2}$ respectively in two separate intervals with length $t_{1}, t_{2}$ and speed $s_{1}, s_{2}$ where $s_{1}>s_{2}$. Then another feasible schedule which moves partial workload of $j_{1}$ to be executed in $j_{2}$ 's interval with new speeds $s_{1}^{\prime} \geq s_{2}^{\prime}$ where $s_{1}^{\prime}<s_{1}$ and $s_{2}^{\prime}>s_{2}$ reduces the total energy consumed by these two jobs.

To simplify our discussion, we define the virtual speed of job $j$ to be the speed of its eviction interval, which is actually zero in schedule $S$. If $S$ executes job $j$ with speed $s_{j}$ (one speed by the provable property (P1) in Lemma below), then we set the virtual speed of $j$ in its eviction interval to be $s_{j}$. Thus in the following, when we say a block $[a, b]$ in $S$, we mean the maximal interval which has the same speed (including the virtual speed) in $S$. Consider the case that $S$ executes job $j$ with eviction interval arranged in $\left[t_{j}, d_{j}\right]$. For unification, w.l.o.g we assume that $O P T$ executes virtual workload $s_{j}\left(d_{j}-t_{j}\right)$ of $j$ in interval $\left[t_{j}, d_{j}\right]$. Thus in this case we can also say that $d_{j}$ is a tight deadline in $S$. We start by presenting some basic properties that are extended from the ideal model [14. Since the non-cache model generalizes the ideal model, we reprove such properties and use it to derive a key observation Lemma to find the peak block. Using this lemma, we derive Theorem to compute the optimal solution. The general idea is as follows: identify the peak block which correspond to the largest-speed block in the original instance and then re-scaling the jobs to a new instance; iteratively find the new peak block which can be verified to be the second largest-speed block of the original instance. The proof is presented in the full version of the paper.

Lemma 1. The optimal solution of the non-cache model has three properties,
(P1). There is an optimal schedule with jobs being executed in EDF order.
(P2). OPT always executes one job with a single speed. OPT is composed of blocks.
(P3). For a peak block $B=[a, b]$ in $O P T, a$ is a tight arrival time and $b$ is a tight deadline.
by which we have the following observation for a peak block, the speed in the peak block $B=[a, b]$ of OPT is $\frac{\sum_{i:\left[r_{i}, d_{i}\right] \subseteq[a, b]} w_{i}}{b-a-} \sum_{i:\left[r_{i}, d_{i}\right] \subseteq[a, b]} c_{i}$.

Theorem 1. The optimal solution for the non-cache model can be computed in $O\left(n^{3}\right)$ time.

## 4 With-Cache Model

We start by presenting the complexity of the general with-cache model in the following theorem. The proof is omitted in this version.

Theorem 2. Computing the optimal solution for the speed scaling problem in the with-cache model is NP-complete.

### 4.1 Aligned Jobs in Uniform With-Cache Model

In this section we design an $O\left(n^{4}\right)$ time algorithm for the aligned jobs (where earlier released jobs have no larger deadlines) in the uniform with-cache model. The idea is to compute the optimal schedule by a dynamic programming algorithm. Before showing the details, we illustrate an example to demonstrate a different property of the optimal solutions' structure between the non-cache model and the with-cache model. The proof in Section 3 implies that the optimal solution for the non-cache model with jobs executed in EDF order is unique (This can be verified by observing the uniqueness of the schedule in the peak block of the optimal solution). However, this property does not hold in the with-cache model. We construct an instance for illustration. The instance is composed of three jobs, $J_{1}=(0,2,4,1), J_{2}=(0,7,3,1), J_{3}=(5,7,4,1)$. Set $K=1, \alpha=2$. There are three cases (corresponding to selecting one job to store in the cache) among the feasible schedules. The minimum energy consumption can only be achieved by allocating job 1 or job 3 to the cache. Moreover, the peak block is interval $[0,2]$ with speed 4 when we choose job 3 , while the peak block is interval $[5,7]$ with speed 4 when we choose job 1 . Both of these two schedules achieve the minimum cost 32. Clearly, the optimal schedule (restricted to EDF order) for the with-cache model is not unique. Thus the idea of greedy-like algorithm for the non-cache model is difficult to extend to the with-cache model.

## Iterative Function

Given an interval $\left[t_{1}, t_{2}\right]$ where $t_{1}, t_{2} \in \mathcal{R} \cup \mathcal{D}$, we denote by $J\left(t_{1}, t_{2}\right)$ the job set that would be assigned to this interval. We define the assignment of jobs $J\left(t_{1}, t_{2}\right)$ as below,

1. If $t_{1} \in \mathcal{R} \wedge t_{2} \in \mathcal{D}$, then assign all jobs with $\left[r_{i}, d_{i}\right] \subseteq\left[t_{1}, t_{2}\right]$ to $J\left(t_{1}, t_{2}\right)$.
2. If $t_{1} \in \mathcal{R} \wedge t_{2} \in \mathcal{R}$, then assign all jobs with $t_{1} \leq r_{i}<t_{2}$ to $J\left(t_{1}, t_{2}\right)$.
3. If $t_{1} \in \mathcal{D} \wedge t_{2} \in \mathcal{D}$, then assign all jobs with $t_{1}<d_{i} \leq t_{2}$ to $J\left(t_{1}, t_{2}\right)$.
4. If $t_{1} \in \mathcal{D} \wedge t_{2} \in \mathcal{R}$, then assign all jobs with $\left[r_{i}, d_{i}\right] \cap\left(t_{1}, t_{2}\right) \neq \emptyset$ to $J\left(t_{1}, t_{2}\right)$.

Denote by $E\left(t_{1}, t_{2}, k\right)$ the minimum cost (energy) among all feasible schedules that finish the jobs $J\left(t_{1}, t_{2}\right)$ with exactly $k$ evictions. By abusing the notation we also use $J\left(t_{1}, t_{2}\right)$ to denote the total workload of these jobs if the context is clear. Let $s_{0}\left(t_{1}, t_{2}\right)=\frac{J\left(t_{1}, t_{2}\right)}{t_{2}-t_{1}-k c}$ for every pair $t_{1}, t_{2} \in \mathcal{R} \cup \mathcal{D}$. In the initialization iteration, set $E\left(t_{1}, t_{2}, k\right)=s_{0}\left(t_{1}, t_{2}\right)^{\alpha}\left(t_{2}-t_{1}-k c\right)$ if executing all jobs $J\left(t_{1}, t_{2}\right)$ with speed $s_{0}\left(t_{1}, t_{2}\right)$ in EDF order in interval $\left[t_{1}, t_{2}\right]$ is feasible. Otherwise set $E\left(t_{1}, t_{2}, k\right)=\infty$. We will prove the following iterative function as stated in Lemma 2 which is crucial to our polynomial time algorithm.

Lemma 2. If $t_{1}, t_{2}$ are tight times in $O P T$, then
$E\left(t_{1}, t_{2}, k\right)=\min _{t: t_{1}<t<t_{2}, t \in \mathcal{R} \cup \mathcal{D}} \min _{0 \leq i \leq k}\left\{E\left(t_{1}, t, k-i\right)+E\left(t, t_{2}, i\right)\right\}$ where $t_{1}, t_{2} \in \mathcal{R} \cup \mathcal{D}$.
For simplicity, we first explain it in the ideal model and then extend the reasoning to the uniform with-cache model.

## Dynamic Programming Algorithm in the Ideal Model

Note that [13] derived an improved $O\left(n^{2}\right)$ time algorithm to compute the optimal solution for aligned job in the ideal model. We restudy this problem and present a extendable dynamic programming algorithm to compute such a solution in a loss of $O(n)$ factor of time. Since the ideal model is a special case of the noncache model (where all $c_{i}=0$ ), the lemmas proved in Section 3 still hold for the ideal model. Let the peak block in OPT be $[a, b]$, then $a, b$ are tight. Denote by $E\left(t_{1}, t_{2}\right)$ the minimum cost among all feasible schedules that finish the jobs $J\left(t_{1}, t_{2}\right)$. We derive the following execution rule and operation rule with the proof omitted.

Lemma 3. Execution rule: If $\left[t_{1}, t_{2}\right]$ is a block in OPT, then OPT executes exactly the jobs $J\left(t_{1}, t_{2}\right)$ in interval $\left[t_{1}, t_{2}\right]$. The corresponding speed in this interval is $\frac{J\left(t_{1}, t_{2}\right)}{t_{2}-t_{1}}$.

Operation rule: If $\left[t_{1}, t\right],\left[t, t_{2}\right]$ are two adjacent blocks in $O P T$, then $J\left(t_{1}, t\right) \cap$ $J\left(t, t_{2}\right)=\emptyset$ and $J\left(t_{1}, t_{2}\right)=J\left(t_{1}, t\right) \cup J\left(t, t_{2}\right)$ for all $t_{1}<t<t_{2}, t \in \mathcal{R} \cup \mathcal{D}$.

We are now ready to present the iterative function for the ideal model in Lemma 4. Note that the iterative function computes $E\left(t_{1}, t_{2}\right)$ by summing up two values $E\left(t_{1}, t\right), E\left(t, t_{2}\right)$ which implicitly computes a schedule/cost for jobs $J\left(t_{1}, t\right) \cup J\left(t, t_{2}\right)$. When computing $E\left(r_{\min }, d_{\max }\right)$, the final iteration computes a schedule for jobs $J\left(r_{\text {min }}, t\right) \cup J\left(t, d_{\text {min }}\right)$. An implicit corollary by Lemma 3 is that jobs $J\left(r_{\text {min }}, t\right) \cup J\left(t, d_{\text {min }}\right)$ in the final iteration exactly equals the input jobs $\mathcal{J}$.

Lemma 4. If $t_{1}, t_{2}$ are tight times in $O P T$, then $E\left(t_{1}, t_{2}\right)=$ $\min _{1<t_{2}, t \in \mathcal{R} \cup \mathcal{D}} E\left(t_{1}, t\right)+E\left(t, t_{2}\right)$.

Proof. We prove this lemma by induction on the number of jobs in $\mathcal{J}$. When $|\mathcal{J}|=1$, OPT is composed of one block. OPT can be computed in the initialization step by computing $E\left(r_{\min }, d_{\max }\right)$. When $|\mathcal{J}|=2$, OPT is composed of at most two blocks. These two blocks are separated at time $t \in \mathcal{R} \cup \mathcal{D}$. W.l.o.g assume that $t$ is a tight deadline in OPT. We have $t \in \mathcal{D}$ in this case. Moreover, OPT executes jobs $J\left(r_{\text {min }}, t\right)$ in interval $\left[r_{\text {min }}, t\right]$ and jobs $J\left(t, d_{\max }\right)$ in interval $\left[t, d_{\max }\right]$. The value $E\left(t, d_{\max }\right)$ (or $E\left(r_{\min }, t\right)$ ) is computed by calculating $\frac{\left(J\left(t, d_{\max }\right)\right)^{\alpha}}{\left(d_{\max }-t\right)^{\alpha-1}}\left(\operatorname{or} \frac{\left(J\left(r_{\min }, t\right)\right)^{\alpha}}{\left(t-r_{\min }\right)^{\alpha-1}}\right)$ in the initialization step. The total value of these two blocks $E\left(r_{\min }, d_{\max }\right)$ can be obtained in the second iteration when computing $\min _{t: r_{\min }<t<d_{\text {max }}, t \in \mathcal{R} \cup \mathcal{D}} E\left(r_{\min }, t\right)+E\left(t, d_{\max }\right)$. For the case that there are $k$ jobs, we assume the induction basis that the iterative function can compute the
optimal schedule in $\left[t, d_{\max }\right]$ (or $\left[r_{\min }, t\right]$ ) when there are $i$ jobs $(i \in\{1, \ldots, k-1\})$ being executed there. W.l.o.g assume that $t$ is a tight deadline in OPT. We have $t \in \mathcal{D}$ in this case. Assume that $\left|J\left(r_{\text {min }}, t\right)\right|=k_{1}$ where $1 \leq k_{1}<k$ and $\left|J\left(t, d_{\max }\right)\right|=k_{2}$ where $k_{2}=k-k_{1}$, OPT executes jobs $J\left(r_{\text {min }}, t\right)$ in interval $\left[r_{\text {min }}, t\right]$ and jobs $J\left(t, d_{\max }\right)$ in interval $\left[t, d_{\text {max }}\right]$. The value $E\left(t, d_{\max }\right.$ ) (or $E\left(r_{\min }, t\right)$ ) can be computed by the induction basis since $1 \leq k_{1}, k_{2} \leq k-1$. By enumerating all possible times $t \in \mathcal{D}$, the minimum value of $E\left(r_{\min }, t\right)+E\left(t, d_{\max }\right)$ among all $r_{\min }<t<d_{\max }$ is exactly the cost of OPT $E\left(r_{\text {min }}, d_{\max }\right)$. Now we extend the setting to the case that $t_{1}, t_{2}$ are the input in function $E(\cdot, \cdot)$ (instead of $r_{\min }, d_{\max }$ ). If $t$ is a tight time in OPT, then OPT executes jobs $J\left(t_{1}, t\right)$ in interval $\left[t_{1}, t\right]$ and jobs $J\left(t, t_{2}\right)$ in interval $\left[t, t_{2}\right]$. The same proof stated above can be used to show $E\left(t_{1}, t_{2}\right)=\min _{t: t_{1}<t<t_{2}, t \in \mathcal{R} \cup \mathcal{D}} E\left(t_{1}, t\right)+E\left(t, t_{2}\right)$.

With the iterative function in hand, now it is easy to prove Theorem [3]
Theorem 3. For the ideal model with aligned jobs, OPT can be computed by dynamic programming algorithm in $O\left(n^{3}\right)$ time.

Dynamic Programming Algorithm in the Uniform With-Cache Model Finally we extend the result to the uniform with-cache model (Theorem (4). The extension is then simple where we mainly update the iterative function for the ideal model to be the form in Lemma [2] The running time needs another $O(n)$ factor comparing to Theorem 3 since there is one more inner loop in the updated iterative function.

Theorem 4. For aligned jobs in the uniform with-cache model, OPT can be computed in $O\left(n^{4}\right)$ time.

### 4.2 With-Cache Model: Approximation Algorithm for General Jobs with Resource Augmentation

Theorem [2] shows that optimizing the energy for the with-cache model is NPcomplete. In this section, we study the approximation algorithms in the resource augmentation setting, i.e. the $s$-speed with-cache model.

Note that the definition of approximation algorithms for resource-augmentation setting implicitly indicates that the 1 -speed with-cache model has a feasible solution. That is, given the input jobs and $K$, there is a feasible schedule which finishes all the jobs in time and uses only $K$ evictions. We will design an algorithm which either shows that the input is infeasible for the 1 -speed with-cache model, or outputs a feasible solution for the $s$-speed with-cache model which incurs an energy at most $c$ times that of the optimal solution in the 1 -speed with-cache model.

Define $\mathcal{V}=\left\{\left[t_{1}, t_{1}+l_{1}\right),\left[t_{2}, t_{2}+l_{2}\right), \ldots,\left[t_{k}, t_{k}+l_{k}\right)\right\}$ to be the configuration of the eviction intervals where $\left[t_{i}, t_{i}+l_{i}\right)$ is used for job eviction and $t_{i}+l_{i}<t_{i+1}$. Given $\mathcal{V}$ and jobs $\mathcal{J}$, schedule $S_{\mathcal{V}}^{\mathcal{J}}$ should not execute any workload of $\mathcal{J}$ in the eviction intervals defined by $\mathcal{V}$. We first show an algorithm which determines whether the instance for the 1 -speed with-cache model is infeasible. If not, it

```
Algorithm 1. Compute the configuration \(\mathcal{V}\)
    Compute that maximum throughput \(m\) for problem \(\mathcal{P}\) using the dynamic program-
    ming algorithm in [5. Denote the computed schedule to be \(\bar{S}\) and the intervals (for
    the execution of \(m\) jobs in \(\mathcal{H}\) ) generated in the schedule to be \(\overline{\mathcal{V}}\).
    if \(m<K\) then
        return that the 1 -speed with-cache model is infeasible.
    else
        Choose \(K\) jobs which has the least length of eviction time. Denote by \(\mathcal{V}\) the interval
        configuration induced by \(\overline{\mathcal{V}}\) which is only used for eviction for the selected \(K\) jobs.
    end if
```

    Return \(\mathcal{V}\).
    further returns a configuration of the eviction intervals for future use. We use $\mathcal{P}$ to denote the following problem. Given the input instance $\mathcal{J}$ for the with-cache model, let $\mathcal{H}=\left\{J_{i}=\left(r_{i}, d_{i}, c_{i}\right), i \in \mathcal{J}\right\}$ be the induced job instance where $w_{i}=0$ for all $i$. For job $J_{i}$ in $\mathcal{H}$, we need to allocate $c_{i}$ units of time in its alive interval $\left[r_{i}, d_{i}\right]$ and each unit time is assigned to at most one job. The objective is to maximize the number of jobs that are allocated without conflict. We observe that this problem is in fact $1\left|r_{j}, p m t n\right| \sum U_{j}$ in the scheduling literature. [5] shows that the optimal solution of $\mathcal{P}$ can be computed by dynamic programming in $O\left(n^{4}\right)$ time. Our algorithm adopts their result. A feasible schedule $S$ (for the 1speed with-cache model) which allocates $K$ evictions for $\mathcal{J}$ implies the existence of a feasible schedule $\bar{S}$ which completes $K$ jobs in $\mathcal{H}$. Since if the problem $\mathcal{P}$ has maximum number of jobs $m$ with $m<K$, then this shows that there is no feasible schedule for the 1 -speed with-cache model with $K$ evictions. We return a configuration $\mathcal{V}$ for the remaining case $K \leq m$. Note that $K \leq m$ does not necessarily indicate the feasibility for the 1 -speed with-cache model. However, we will prove that there exists a $O(1)$-approximation algorithm with $s$-speed resource augmentation. Now we present our algorithm that returns a schedule $A V R_{\mathcal{V}^{\prime}}^{\mathcal{J}}$ and the performance of the algorithm is proved in Theorem 5.

```
Algorithm 2. Schedule with performance guarantee.
    1. Let \(\mathcal{V}\) be the configuration returned by Algorithm
    2. Let \(\mathcal{V}^{\prime}\) be the configuration induced by \(\mathcal{V}\) where every job's eviction time can
    speed up by \(s\) times.
    3. Compute \(h_{\mathcal{V}^{\prime}}(i)\) for each job \(i\). Schedule each job \(i\) with speed \(h_{\mathcal{V}^{\prime}}(i)\) in the non-
    eviction interval of \(\mathcal{V}^{\prime}\) in EDF order. Denote the resulting schedule as \(A V R_{\mathcal{V}^{\prime}}^{\mathcal{J}}\).
```

Theorem 5. There is a $\left(2 \alpha \frac{s}{s-1}\right)^{\alpha} / 2$-approximation for $s$-speed with-cache model.
Proof. Denote by $h(i)=\frac{w_{i}}{d_{i}-r_{i}}$ the intensity of job $i$. Algorithm AVR was first proposed in [14] for the ideal model. It executes the jobs in EDF order with speed $s(t)=\sum_{i} h(i) \cdot \operatorname{alive}(i, t)$ where indication function alive $(i, t)$ equals 1 if $t \in\left[r_{i}, d_{i}\right)$ and otherwise 0 . Obviously, AVR is feasible for jobs in the ideal model. In the with-cache model, we define $h_{\mathcal{V}}(i)$ to be the intensity of job $i$ excluding
the eviction intervals $\mathcal{V}$. That is, $h_{\mathcal{V}}(i)=\frac{w_{i}}{d_{i}-r_{i}-\int_{t=r_{i}}^{d_{i}} \rho(\mathcal{V}, t) d t}$ where indication function $\rho(\mathcal{V}, t)$ denotes whether $t$ belongs to the eviction intervals or not. We adopt the idea of algorithm AVR and our schedule $A V R_{\mathcal{V}}^{\mathcal{J}}$ executes the jobs in EDF order with speed $s(t)=\sum_{i} h_{\mathcal{V}}(i) \cdot \operatorname{alive}(i, t) \cdot \overline{\rho(\mathcal{V}, t)}$. Obviously, the speed is zero for the time that belongs to the eviction intervals. We observe two useful properties of algorithm $A V R_{\mathcal{V}}^{\mathcal{J}}$ below.

First, assuming that $\mathcal{V}, \mathcal{V}^{\prime}$ are two configurations with $\mathcal{V} \subseteq \mathcal{V}^{\prime}$ and job $i$ in $\mathcal{J}$ has $h_{\mathcal{V}^{\prime}}(i) \leq r \cdot h_{\mathcal{V}}(i)$, then we have $A V R_{\mathcal{V}^{\prime}}^{\mathcal{J}} \leq r^{\alpha} \cdot A V R_{\mathcal{V}}^{\mathcal{J}}$. This is because $A V R_{\mathcal{V}^{\prime}}^{\mathcal{J}}=\int_{t=0}^{\infty}\left(\sum_{i} h_{\mathcal{V}^{\prime}}(i) \cdot \operatorname{alive}(i, t) \cdot \overline{\rho\left(\mathcal{V}^{\prime}, t\right)}\right)^{\alpha} d t \leq \int_{t=0}^{\infty}\left(\sum_{i} r \cdot h_{\mathcal{V}}(i) \cdot \operatorname{alive}(i, t) \cdot\right.$ $\left.\overline{\rho\left(\mathcal{V}^{\prime}, t\right)}\right)^{\alpha} d t \leq \int_{t=0}^{\infty}\left(\sum_{i} r \cdot h_{\mathcal{V}}(i) \cdot \operatorname{alive}(i, t) \cdot \overline{\rho(\mathcal{V}, t)}\right)^{\alpha} d t \leq r^{\alpha} \int_{t=0}^{\infty}\left(\sum_{i} h_{\mathcal{V}}(i) \cdot \operatorname{alive}(i, t)\right.$. $\overline{\rho(\mathcal{V}, t)})^{\alpha} d t=r^{\alpha} A V R_{\mathcal{V}}^{\mathcal{J}}$ where the first step follows from the assumption that $h_{\mathcal{V}^{\prime}}(i) \leq r \cdot h_{\mathcal{V}}(i)$ and the second step holds by $\overline{\rho\left(\mathcal{V}^{\prime}, t\right)} \leq \overline{\rho(\mathcal{V}, t)}$ since $\mathcal{V} \subseteq \mathcal{V}^{\prime}$. Second, if $\mathcal{V}^{\prime}$ is the configuration induced by $\mathcal{V}$ (Returned by Algorithm (1) where every job's eviction time can speed up by $s$ times, then we have $h_{\mathcal{V}^{\prime}}(i) \leq \frac{s}{s-1} \cdot h(i)$. We show the reasoning below. Note that the configuration $\mathcal{V}$ computed in Algorithm uses $K$ evictions. Moreover, each unit of time is only used by at most one job for eviction. Thus for each job $i$, the total length of eviction time in interval $\left[r_{i}, d_{i}\right]$ induced by $\mathcal{V}$ is at most $d_{i}-r_{i}$. In the $s$-speed augmentation setting, the total length of eviction time in interval $\left[r_{i}, d_{i}\right]$ induced by $\mathcal{V}^{\prime}$ is at most $\frac{d_{i}-r_{i}}{s}$. Thus the interval that can be used for job execution has length at least $d_{i}-r_{i}-\frac{d_{i}-r_{i}}{s}$. We have $h_{\mathcal{V}^{\prime}}(i) \leq \frac{w_{i} s}{\left(d_{i}-r_{i}\right)(s-1)} \leq \frac{s}{s-1} h(i)$ where $h(i)=\frac{w_{i}}{d_{i}-r_{i}}$.

Now we prove that $A V R_{\mathcal{V}}^{\mathcal{J}}$, is $\left(2 \alpha \frac{s}{s-1}\right)^{\alpha} / 2$-approximation. Let $\emptyset$ be the configuration with total eviction time of length 0 . Each job $i$ has $h_{\emptyset}(i)=h(i)$ in $A V R_{\emptyset}^{\mathcal{J}}$. Clearly $\emptyset \subseteq \mathcal{V}^{\prime}$. We have $A V R_{\mathcal{V}^{\prime}}^{\mathcal{J}} \leq\left(\frac{s}{s-1}\right)^{\alpha} A V R_{\emptyset}^{\mathcal{J}}$ by combining the two properties above. Observe that $A V R_{\emptyset}^{\mathcal{J}} \leq \frac{(2 \alpha)^{\alpha}}{2} O P T_{\emptyset}^{\mathcal{J}}$ by $[3]$. Thus $A V R_{\mathcal{V}^{\prime}}^{\mathcal{J}} \leq\left(2 \alpha \frac{s}{s-1}\right)^{\alpha} / 2 \cdot O P T_{\emptyset}^{\mathcal{J}}$. Finally, let $\mathcal{V}_{o p t}$ be the optimal configuration of eviction time in the optimal schedule for the with-cache model, we have $A V R_{\mathcal{V}^{\prime}}^{\mathcal{J}} \leq\left(2 \alpha \frac{s}{s-1}\right)^{\alpha} / 2 \cdot O P T_{\mathcal{V}_{\text {opt }}}^{\mathcal{J}}$. This is because the optimal energy consumption without eviction time is strictly less than that for the optimal configuration $\mathcal{V}_{\text {opt }}$. Hence, the theorem is proved.

## 5 Conclusion

We study the DVS-based energy minimization problem in more practical models which consider the memory operation time and present several algorithms for the non-cache model and with-cache model. Optimizing the energy in withcache model is proved NP-complete and our approximation algorithm relies on a $s$-speed resource augmentation, thus one possible future direction is to study the approximation algorithm without such resource augmentations.
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#### Abstract

Nonconstructive computations by various types of machines and automata have been considered by e.g., Karp and Lipton [18 and Freivalds [9, 10]. They allow to regard more complicated algorithms from the viewpoint of more primitive computational devices. The amount of nonconstructivity is a quantitative characterization of the distance between types of computational devices with respect to solving a specific problem.

This paper studies the amount of nonconstructivity needed to learn classes of formal languages from positive data. Different learning types are compared with respect to the amount of nonconstructivity needed to learn indexable classes and recursively enumerable classes, respectively, of formal languages from positive data. Matching upper and lower bounds for the amount of nonconstructivity needed are shown.


## 1 Introduction

The research subject studied in this paper derives its motivation from various sources which we shortly present below. Nonconstructive methods of proof in mathematics have a rather long and dramatic history. The debate was especially passionate when mathematicians tried to overcome the crisis concerning the foundations of mathematics.

The situation changed slightly in the forties of the last century, when nonconstructive methods found their way to discrete mathematics. In particular, Paul Erdős used nonconstructive proofs masterly, beginning with the paper [8].

Another influential paper was Bārzdiņš [4, who introduced the notion of advice in the setting of Kolmogorov complexity of recursively enumerable sets. Karp and Lipton [18] introduced the notion of a Turing machine that takes advice to understand under what circumstances nonuniform upper bounds can be used to obtain uniform upper bounds. Damm and Holzer [7] adapted the
notion of advice for finite automata. Later Cook and Krajiček [6] initiated the study of proof systems that use advice for the verification of proofs. Even more recently, Beyersdorff et al. [5] continued along this line of research.

Quite often, we experience that finding a proof for a new deep theorem is triggered by a certain amount of inspiration. Being inspired does not mean that we do not have to work hard in order to complete the proof and to elaborate all the technical details. However, this work is quite different from enumerating all possible proofs until we have found the one sought for. Also, as experience shows, the more complicated the proof, the higher is the amount of inspiration needed. These observations motivated Freivalds [9, 10] to introduce a qualitative approach to measure the amount of nonconstructivity (or advice) in a proof. Analyzing three examples of nonconstructive proofs led him to a notion of nonconstructive computation which can be used for many types of automata and machines and which essentially coincides with Karp and Lipton's [18, notion when applied to Turing machines.

As outlined by Freivalds [9, 10], there are several results in the theory of inductive inference of recursive functions which suggest that the notion of nonconstructivity may be worth a deeper study in this setting, too. Subsequently, Freivalds and Zeugmann [11] introduced a model to study the amount of nonconstructivity needed to learn recursive functions.

The present paper generalizes the model of Freivalds and Zeugmann [11] to the inductive inference of formal languages. We aim to characterize the difficulty to learn classes of formal languages from positive data by using the amount of nonconstructivity needed to learn these classes. We shortly describe this model. The learner receives growing initial segments of a text for the target language $L$, where a text is any infinite sequence of strings and a special pause symbol \# such that the range of the text minus the pause symbol contains all strings of $L$ and nothing else. In addition, the learner receives as a second input a bitstring of finite length which we call help-word. If the help-word is correct, the learner learns in the desired sense. Since there are infinitely many languages to learn, a parameterization is necessary, i.e., we allow for every $n$ a possibly different help-word and we require the learner to learn every language contained in $\left\{L_{0}, \ldots, L_{n}\right\}$ with respect to the hypothesis space $\left(L_{i}\right)_{i \in \mathbb{N}}$ chosen (cf. Definition 61). The difficulty of the learning problem is then measured by the length of the help-words needed, i.e., in terms of the growth rate of the function $d$ bounding this length. As in previous approaches, the help-word does not just provide an answer to the learning problem. There is still much work to be done by the learner.

First, we consider the learnability of indexable classes in the limit from positive data and ask for the amount of nonconstructivity needed to learn them. This is a natural choice, since even simple indexable subclasses of the class of all regular languages are known not to be inferable in the limit from positive data (cf. [13, 15, [23]). Second we investigate the amount of nonconstructivity needed to infer recursively enumerable classes of recursively enumerable languages. Moreover, several variations of Gold's [13] model of learning in the limit have been considered (cf., e.g., [15, 21, 23] and the references therein). Thus, it
is only natural to consider some of these variations, too. In particular, we shall study conservative learning and strong-monotonic inference.

We show upper and lower bounds for the amount of nonconstructivity in learning classes of languages from positive data. The usefulness of this approach is nicely reflected by our results which show that the function $d$ may considerably vary. In particular, the function $d$ may be arbitrarily slow growing for learning indexable classes in the limit from positive data (cf. Theorem (1), while we have an upper bound of $\log n$ and a lower bound of $\log n-2$ for conservative learning of indexable classes from positive data (cf. Theorems [2] and [3). Furthermore, we have a $2 \log n$ upper bound and a $2 \log n-4$ lower bound for strong-monotonic inference of indexable classes from positive data (cf. Theorems $\mathbb{U}^{\text {and }}$ (5).

Moreover, the situation changes considerably when looking at recursively enumerable classes of recursively enumerable languages. For learning in the limit from positive data we have an upper bound of $\log n$ and a lower bound of $\log n-2$, while for conservative learning even any limiting recursive bound on the growth of the function $d$ is not sufficient to learn all recursively enumerable classes of recursively enumerable languages from positive data (cf. Theorems 78 and (9). Due to the lack of space several proofs and details are omitted. A full version of this paper is available as technical report (cf. [16]).

## 2 Preliminaries

Any unspecified notations follow Rogers [22]. In addition to or in contrast with Rogers [22] we use the following. By $\mathbb{N}=\{0,1,2, \ldots\}$ we denote the set of all natural numbers, and we set $\mathbb{N}^{+}=\mathbb{N} \backslash\{0\}$.

The cardinality of a set $S$ is denoted by $|S|$. We write $\wp(S)$ for the power set of set $S$. Let $\emptyset, \in, \subset$, and $\subseteq$ denote the empty set, element of, proper subset, and subset, respectively. Let $S_{1}, S_{2}$ be any sets; then we write $S_{1} \triangle S_{2}$ to denote the symmetric difference of $S_{1}$ and $S_{2}$, i.e., $S_{1} \triangle S_{2}=\left(S_{1} \backslash S_{2}\right) \cup\left(S_{2} \backslash S_{1}\right)$. By $\max S$ and $\min S$ we denote the maximum and minimum of a set $S$, respectively, where, by convention, $\max \emptyset=0$ and $\min \emptyset=\infty$.

We use $\mathfrak{T}$ to denote the set of all total functions of one variable over $\mathbb{N}$. Let $n \in \mathbb{N}^{+}$; then the set of all partial recursive functions and of all recursive functions of one and $n$ variables over $\mathbb{N}$ is denoted by $\mathcal{P}, \mathcal{R}, \mathcal{P}^{n}, \mathcal{R}^{n}$, respectively. Let $f \in \mathcal{P}$, then we use $\operatorname{dom}(f)$ to denote the domain of the function $f$, i.e., $\operatorname{dom}(f)=\{x \mid x \in \mathbb{N}, f(x)$ is defined $\}$. By range $(f)$ we denote the range of $f$, i.e., $\operatorname{range}(f)=\{f(x) \mid x \in \operatorname{dom}(f)\}$.

It is technically most convenient to define recursively enumerable families of recursively enumerable languages as follows. Any $\psi \in \mathcal{P}^{2}$ is called a numbering. Let $\psi \in \mathcal{P}^{2}$, then we write $\psi_{i}$ instead of $\lambda x \cdot \psi(i, x)$. We set $W_{i}^{\psi}=\operatorname{dom}\left(\psi_{i}\right)$ and refer to it as the $i$ th enumerated language. Clearly, the sets $W_{i}^{\psi} \subseteq \mathbb{N}$ are recursively enumerable.

A function $f \in \mathcal{P}$ is said to be strictly monotonic provided for all $x, y \in \mathbb{N}$ with $x<y$ we have, if both $f(x)$ and $f(y)$ are defined then $f(x)<f(y)$. By $\mathcal{R}_{\text {mon }}$ we denote the set of all strictly monotonic recursive functions.

Let $\Sigma$ be any fixed finite alphabet, and let $\Sigma^{*}$ be the free monoid over $\Sigma$. Any $L \subseteq \Sigma^{*}$ is a language. Furthermore, we fix a symbol \# such that $\# \notin \Sigma$. By $\mathcal{R E G}$ we denote the class of all regular languages (cf., e.g., [24]). Furthermore, we use $\mathcal{C}$ or $\mathcal{L}$ to denote any (infinite) class and family of languages, respectively.

Definition 1 (Gold [13]). Let $L$ be any language. Every total function $t: \mathbb{N} \rightarrow$ $\Sigma^{*} \cup\{\#\}$ with $\{t(j) \mid j \in \mathbb{N}\} \backslash\{\#\}=L$ is called $a$ text for $L$.

Note that the symbol \# denotes pauses in the presentation of data. Furthermore, there is no requirement concerning the computability of a text. So, any order and any number of repetitions is allowed. For any $n \in \mathbb{N}$ we use $t[n]$ to denote the initial segment $(t(0), \ldots, t(n))$. Additionally we use content $(t[n])={ }_{d f}$ $\{t(0), \ldots, t(n)\} \backslash\{\#\}$ and content $(t)=_{d f}\{t(j) \mid j \in \mathbb{N}\} \backslash\{\#\}$ to denote the content of an initial segment and of a text, respectively.

An algorithmic learner $M$ finds a rule (grammar) from growing initial segments of a text. On each initial segment the learner $M$ has to output a hypothesis which is a natural number, i.e., $M(t[n]) \in \mathbb{N}$. Then the sequence $(M(t[n]))_{n \in \mathbb{N}}$ has to converge (to some representation of the input), i.e., there is a $j \in \mathbb{N}$ such that $M(t[n])=j$ for all but finitely many $n \in \mathbb{N}$.

So, we still have to specify the semantics of the numbers output by $M$. In order to do so, we need the following.

Definition 2 (Angluin [2]). A family $\left(L_{j}\right)_{j \in \mathbb{N}}$ of languages is said to be uniformly recursive if there exists a recursive function $f: \mathbb{N} \times \Sigma^{*} \rightarrow\{0,1\}$ such that $L_{j}=\left\{w \mid w \in \Sigma^{*}, f(j, w)=1\right\}$ for all $j \in \mathbb{N}$. We call $f$ a decision function.

Definition 3. $A$ class $\mathcal{C}$ of non-empty recursive languages is said to be indexable if there is a family $\left(L_{j}\right)_{j \in \mathbb{N}}$ of uniformly recursive languages such that $\mathcal{C}=\left\{L_{j} \mid j \in \mathbb{N}\right\}$. Such a family is said to be an indexing of $\mathcal{C}$.
By $\mathcal{I D}$ we denote the collection of all indexable classes.
Note that $\mathcal{R E G}$, and also the class of all context-free languages and the class of all context-sensitive languages form an indexable class. Further information concerning indexable classes and their learnability can be found in [21, 23].

So, when dealing with the learnability of indexable classes, it is only natural to interpret the hypotheses output by $M$ with respect to a chosen indexing of a class containing the target class $\mathcal{C}$ (cf. Definition 4 below). On the other hand, when considering recursively enumerable classes $\mathcal{C}$ of recursively enumerable languages, then we always take as hypothesis space the family $\left(W_{i}^{\psi}\right)_{i \in \mathbb{N}}$, where $\psi \in \mathcal{P}^{2}$ is the numbering defining the class $\mathcal{C}$.

Definition 4. Let $\mathcal{C}$ be an indexable class. A family $\mathcal{H}=\left(L_{j}\right)_{j \in \mathbb{N}}$ is said to be an indexed hypothesis space for $\mathcal{C}$ if $\left(L_{j}\right)_{j \in \mathbb{N}}$ is uniformly recursive and $\mathcal{C} \subseteq$ $\left\{L_{j} \mid j \in \mathbb{N}\right\}$.

Following [20], if $\mathcal{C}=\left\{L_{j} \mid j \in \mathbb{N}\right\}$ then we call $\mathcal{H}$ class preserving and if $\mathcal{C} \subseteq\left\{L_{j} \mid j \in \mathbb{N}\right\}$ then the hypothesis space $\mathcal{H}$ is said to be class comprising.

Now we are ready to provide the formal definition of learning in the limit from text. Following Gold [13] we call our learners inductive inference machines (abbr. IIM). To unify notations, in the definitions below we use $\mathcal{H}=\left(h_{j}\right)_{j \in \mathbb{N}}$ to denote our hypothesis spaces, where we assume the interpretation given above.

Definition 5 (Gold [13]). Let $\mathcal{C}$ be any class of languages, let $\mathcal{H}=\left(h_{j}\right)_{j \in \mathbb{N}}$ be a hypothesis space for $\mathcal{C}$, and let $L \in \mathcal{C}$. An IIM $M$ is said to learn $L$ in the limit from text with respect to $\mathcal{H}$ if
(1) for every text $t$ for $L$ there is a $j \in \mathbb{N}$ such that the sequence $(M(t[n]))_{n \in \mathbb{N}}$ converges to $j$, and
(2) $L=h_{j}$.

An IIM $M$ learns $\mathcal{C}$ in the limit from text with respect to $\mathcal{H}$ if $M$ learns all $L \in \mathcal{C}$ in the limit from text with respect to $\mathcal{H}$.

The collection of all classes $\mathcal{C}$ for which there is an IIM M and a hypothesis space $\mathcal{H}$ such that $M$ learns $\mathcal{C}$ in the limit from text with respect to $\mathcal{H}$ is denoted by LimTxt.

In the following modifications of Definition 5 additional requirements are made. An IIM $M$ is said to be consistent if for all relevant texts $t$ and all $n \in \mathbb{N}$ the condition content $(t[n]) \subseteq h_{M(t[n])}$ is satisfied (cf. Angluin [1], Barzdin [3).

An IIM $M$ is said to be conservative if for all relevant texts $t$ and all $n, m \in$ $\mathbb{N}$ the following condition is satisfied. If $j=M(t[n]) \neq M(t[n+m])$ then content $(t[n+m]) \nsubseteq h_{j}($ cf. Angluin [2]).

We call an IIM $M$ strong-monotonic if for all relevant texts $t$ and all numbers $n, m \in \mathbb{N}$ the following condition is satisfied. If $j=M(t[n]) \neq M(t[n+m])=k$ then $h_{j} \subseteq h_{k}$ must hold (cf. Jantke 17], Lange and Zeugmann [19]).

We denote the resulting learning types by ConsTxt, ConsvTxt, and SmonTxt, respectively.

After having defined several learning models, it is only natural to ask why should we study learning with nonconstructivity. The answer is given by the fact that many interesting language classes are not learnable from text. As shown in [23], even quite simple classes cannot be learned from text, e.g., the class

$$
\begin{equation*}
\mathcal{C}=\left\{a^{j} \mid j \in \mathbb{N}^{+}\right\} \bigcup_{k \in \mathbb{N}^{+}}\left\{a^{\ell} \mid 1 \leq \ell \leq k\right\} \tag{1}
\end{equation*}
$$

We aim to characterize quantitatively the difficulty of such learning problems by measuring the amount of nonconstructivity needed to solve them.

The learners used for nonconstructive inductive inference take as input not only growing initial segments $t[n]$ of a text $t$ but also a help-word $w$. The helpwords are assumed to be encoded in binary. So, for such learners we write $M(t[n], w)$ to denote the hypothesis output by $M$. Then, for all the learning types defined above, we say that $M$ nonconstructively identifies $L$ with the help-word $w$ provided that for every text $t$ for $L$ the sequence $(M(t[n], w))_{n \in \mathbb{N}}$ converges to a number $j$ such that $h_{j}=L$ (for LimTxt) and $M$ is consistent (conservative, strong-monotonic) for ConsTxt (for ConsvTxt, and SmonTxt), respectively. More formally we have the following definition.

Definition 6. Let $\mathcal{C}$ be any class of languages, let $\mathcal{H}=\left(h_{j}\right)_{j \in \mathbb{N}}$ be a hypothesis space for $\mathcal{C}$, and let $d \in \mathcal{R}$. An IIM $M$ infers $\mathcal{C}$ with nonconstructivity $d(n)$ in the limit with respect to $\mathcal{H}$, if for each $n \in \mathbb{N}$ there is a help-word $w$ of length at most $d(n)$ such that for every $L \in \mathcal{C} \cap\left\{h_{0}, h_{1}, \ldots, h_{n}\right\}$ and every text $t$ for $L$ the sequence $(M(t[m], w))_{m \in \mathbb{N}}$ converges to a hypothesis $j$ satisfying $h_{j}=L$.
Clearly, Definition 6 can be directly modified to obtain nonconstructive conservative and strong-monotonic learning.

Looking at Definition [6 it should be noted that the IIM may need to know either an appropriate upper bound for $n$ or even the precise value of $n$ in order to exploit the fact that the target language $L$ is from $\mathcal{C} \cap\left\{h_{0}, h_{1}, \ldots, h_{n}\right\}$.

To simplify notation, we make the following convention. Whenever we talk about nonconstructivity $\log n$, we assume that the logarithmic function to the base 2 is replaced by its integer valued counterpart $\lfloor\log n\rfloor+1$, where $\log 0={ }_{d f} 1$.

Now we are ready to present our results. Note that some proofs have been influenced by ideas developed in the quite a different context, i.e., the paradigm of learning by erasing (also called co-learning). We do not explain it here but refer the reader to Jain et al. [14] as well as to Freivalds and Zeugmann [12].

## 3 Results

Already Gold [13] showed that $\mathcal{R E G} \notin \operatorname{LimTxt}$ and as mentioned in (11), even quite simple subclasses of $\mathcal{R E \mathcal { G }}$ are not in LimTxt. So, we start our investigations by asking for the amount of nonconstructivity needed to identify any indexable class in the limit from text with respect to any indexed hypothesis space $\mathcal{H}$.

### 3.1 Nonconstructive Learning of Indexable Classes

As we shall see, the needed amount of nonconstructivity is surprisingly small. To show this result, for every function $d \in \mathcal{R}_{\text {mon }}$ we define its inverse $d_{\text {inv }}$ as follows $d_{\text {inv }}(n)=\mu y[d(y) \geq n]$ for all $n \in \mathbb{N}$. Recall that range $(d)$ is recursive for all $d \in \mathcal{R}_{\text {mon }}$. Thus, for all $d \in \mathcal{R}_{\text {mon }}$ we can conclude that $d_{\text {inv }}(n) \in \mathcal{R}$.

Theorem 1. Let $\mathcal{C} \in \mathcal{I D}$ be arbitrarily fixed, let $d \in \mathcal{R}_{\text {mon }}$ be any function, and let $\mathcal{H}=\left(L_{j}\right)_{j \in \mathbb{N}}$ be any indexed hypothesis space for $\mathcal{C}$. Then there is a computable IIM M such that the class $\mathcal{C}$ can be identified with nonconstructivity $\log d_{\text {inv }}(n)$ in the limit from text with respect to $\mathcal{H}$.

Proof. Assuming any help-word $w$ of length precisely $\log d_{i n v}(n)$, the IIM $M$ creates a bitstring containing only 1 s that has the same length as $w$. This bitstring is interpreted as a natural number $k$.

So, $k \geq d_{\text {inv }}(n)$, and thus

$$
\begin{equation*}
u_{*}={ }_{d f} d(k) \geq d\left(d_{i n v}(n)\right) \geq n \tag{2}
\end{equation*}
$$

We continue to define the IIM $M$ in a way such that it will learn every language $L \in \mathcal{C} \cap\left\{L_{0}, \ldots, L_{u_{*}}\right\}$ from every of its texts. So, fix any such $L$, let $t$ be any text for $L$, and let $m \in \mathbb{N}$.

Now, the idea to complete the proof is as follows. In the limit, the IIM $M$ can determine the number $\ell$ of different languages enumerated in $L_{0}, \ldots, L_{u_{*}}$ as well as the least indices $j_{1}, \ldots, j_{\ell}$ of them and can then find the language among them which is equal to $L$. We assume the lexicographical ordering $\leq_{l o}$ of all strings from $\Sigma^{*}$, i.e., $s_{i} \leq_{l o} s_{i+1}$ for all $i \in \mathbb{N}$.

Using $m, t[m]$, and the decision function $f$ for $\mathcal{H}$, the IIM $M$ computes the least number $r$ such that $m \leq r$ and $s \leq_{l o} s_{r}$ for all $s \in \operatorname{content}(t[m])$. Next, $M$ computes

$$
\begin{aligned}
L_{0}^{r} & =\left\{w \mid w \leq_{l o} s_{r}, f(0, w)=1\right\} \\
L_{1}^{r} & =\left\{w \mid w \leq_{l o} s_{r}, f(1, w)=1\right\} \\
& \vdots \\
L_{u_{*}}^{r} & =\left\{w \mid w \leq_{l o} s_{r}, f\left(u_{*}, w\right)=1\right\}
\end{aligned}
$$

and chooses the least indices $j_{1}, \ldots, j_{\ell_{m}}$ from $0,1, \ldots, u_{*}$ of all the distinct languages in $L_{0}^{r}, \ldots, L_{u_{*}}^{r}$. From these languages $L_{j_{z}}^{r}$ all those are deleted for which content $(t[m]) \nsubseteq L_{j_{z}}^{r}$ (the inconsistent ones). From the remaining indices, the least index $j$ is output such that $\left|L_{j}^{r} \backslash \operatorname{content}(t[m])\right|$ is minimal.

Now, it easy to see that the sequence $\left(\ell_{m}\right)_{m \in \mathbb{N}}$ converges to $\ell$, the number of the different languages enumerated in $L_{0}, \ldots, L_{u_{*}}$, and that the IIM $M$ finds in the limit the least indices $j_{1}, \ldots, j_{\ell}$ for these pairwise different languages. From these languages $L_{j_{1}}, \ldots, L_{j_{\ell}}$ the ones satisfying $L \backslash L_{j_{z}} \neq \emptyset$ are deleted.

That leaves all those $L_{j_{z}}$ with $L \subseteq L_{j_{z}}$. Now, by assumption there is a least $j \in\left\{0, \ldots, u_{*}\right\}$ with $L_{j}=L$. If $L \subset L_{j_{z}}$, then there is a string $s \in L_{j_{z}} \backslash L$, and as soon as this string appears in the competition, the index $j$ wins. Thus, the sequence $(M(t[m], w))_{m \in \mathbb{N}}$ converges to $j$.

So there is no smallest amount of nonconstructivity needed to learn $\mathcal{R E \mathcal { G }}$ and any subset thereof in the limit from text. But the amount of nonconstructivity cannot be zero, since then we would have $\mathcal{R E G} \in \operatorname{LimTxt}$. One can define a total function $t \in \mathfrak{T}_{\text {such that }} t(n) \geq d(n)$ for all $d \in \mathcal{R}_{\text {mon }}$ and all but finitely many $n$. Hence, $\log t_{i n v}$ is then a lower bound for the amount of nonconstructivity needed to learn $\mathcal{R E G}$ in the limit from text for the technique used to show Theorem

We continue by asking what amount of nonconstructivity is needed to obtain conservative learning from text for any indexable class. Now, the situation is intuitively more complex, since ConsvTxt $\subset$ LimTxt (cf. [2, [20]). Also, it is easy to see that the IIM $M$ given in the proof of Theorem $\mathbb{\square}$ is in general not conservative. But the basic idea still works mutatis mutandis provided we know the number $\ell$ of different languages enumerated in $L_{0}, \ldots, L_{n}$.
Theorem 2. Let $\mathcal{C} \in \mathcal{I D}$ be arbitrarily fixed, and let $\mathcal{H}=\left(L_{j}\right)_{j \in \mathbb{N}}$ be an indexed hypothesis space for $\mathcal{C}$. Then there is a computable IIM $M$ such that the class $\mathcal{C}$ can be conservatively identified with nonconstructivity $\log n$ from text with respect to $\mathcal{H}$.

Proof. Let $\mathcal{H}=\left(L_{j}\right)_{j \in \mathbb{N}}$ be any indexed hypothesis space for $\mathcal{C}$, and let $n \in \mathbb{N}$. The help-word $w$ is defined as follows. Since the IIM also needs to know a bound
on $n$, we always assume $n$ to be a power of 2 . Intuitively, we then add one bit and write the binary representation of the exact number $\ell$ of pairwise different languages enumerated in $L_{0}, \ldots, L_{n}$ behind the leading 1 including leading zeros. But of course we do not need the leading 1 in the help-word, since it can be added by the IIM $M$. So if the help-word $w$ has length $k$, then the added leading 1 with $k-1$ zeros gives $n$ and the bitstring $w$ without the added leading 1 gives $\ell$.

Given $\ell$, the desired IIM $M$ can find the least indices of these $\ell$ pairwise different languages by using the decision function $f$ from the proof of Theorem above, where $r$ is large enough to detect $\ell$ different languages.

The rest is done inductively. The IIM $M$ checks whether or not $t(0) \in L_{j_{z}}^{r}$, $z=1, \ldots, \ell$, and deletes all languages which fail. Then $M$ orders the remaining sets $L_{j_{z}}^{r}$ with respect to set inclusion, and outputs the index of the minimal one with the smallest index. For $m>0$, the IIM $M$ then checks whether or not content $(t[m]) \subseteq L_{M(t[m-1])}$. If it is, it outputs $M(t[m-1])$.

Otherwise, it checks whether or not content $(t[m]) \subseteq L_{j_{z}}^{r}, z=1, \ldots, \ell$, and deletes all languages which fail. Then $M$ orders the remaining sets $L_{j_{z}}^{r}$ with respect to set inclusion, and outputs the index of the minimal one with the smallest index.

We also have the following lower bound.
Theorem 3. There is a class $\mathcal{C} \in \mathcal{I D}$ and an indexed hypothesis space $\mathcal{H}$ for it such that for every IIM that learns $\mathcal{C}$ conservatively with respect to $\mathcal{H}$ less than $\log n-2$ many bits of nonconstructivity are not enough.
Next, we look at strong-monotonic learning. Again the situation is more complex, since SmonTxt $\subset$ ConsvTxt (cf. [20]). We add $L_{0}=\emptyset$ to every hypothesis space allowed, i.e., we always consider class comprising hypothesis spaces.

Theorem 4. Let $\mathcal{C} \in \mathcal{I D}$ be arbitrarily fixed, and let $\mathcal{H}=\left(L_{j}\right)_{j \in \mathbb{N}}$ be an indexed hypothesis space for $\mathcal{C}$. Then there is a computable IIM $M$ such that the class $\mathcal{C}$ can be strong-monotonically identified with nonconstructivity $2 \log n$ from text with respect to $\mathcal{H}$.

Proof. The key observation is that it suffices to know the following number $p=$ $\left|\left\{(i, j) \mid L_{i} \nsubseteq L_{j}, i, j=0, \ldots, n\right\}\right|$. So, the help-word is just the binary encoding of $p$ and $n$ which is done mutatis mutandis as in the proof of Theorem [2] The rest is not too difficult, and thus omitted.

Again, the bound given in Theorem 4 cannot be improved substantially, since we have the following lower bound.

Theorem 5. There is a class $\mathcal{C} \in \mathcal{I D}$ and an indexed hypothesis space $\mathcal{H}$ for it such that for every IIM that learns $\mathcal{C}$ strong-monotonically with respect to $\mathcal{H}$ less than $2 \log n-4$ many bits of nonconstructivity are not enough.

Having these general results, we can also ask what happens if we allow a suitably chosen hypothesis space for $\mathcal{R E G}$ such as all DFAs. Then for all $i, j \in \mathbb{N}$ equality $L_{i}=L_{j}$ and subset $L_{i} \subseteq L_{j}$ are decidable, and thus we are in the setting described in the proof of Theorem That is we have the following theorem.

Theorem 6. Let $\mathcal{C} \subseteq \mathcal{R E G}$ be arbitrarily fixed, let $d \in \mathcal{R}_{\text {mon }}$ be any function, and let $\mathcal{H}=\left(L_{j}\right)_{j \in \mathbb{N}}$ be any indexed hypothesis space for $\mathcal{C}$. Then there is a computable IIM M such that the class $\mathcal{C}$ can be strong-monotonically identified with nonconstructivity $\log d_{\text {inv }}(n)$ from text with respect to $\mathcal{H}$.

### 3.2 Nonconstructive Learning of Recursively Enumerable Classes

Next, we turn our attention to the amount of nonconstructivity needed to learn recursively enumerable classes of recursively enumerable languages.

Theorem 7. Let $\psi \in \mathcal{P}^{2}$ be any numbering. Then there is always an IIM M learning the family $\left(W_{i}^{\psi}\right)_{i \in \mathbb{N}^{+}}$in the limit from text with nonconstructivity $\log n$ with respect to $\left(W_{i}^{\psi}\right)_{i \in \mathbb{N}^{+}}$.

Proof. The help-word $w$ is essentially the same as in the proof of Theorem [2] i.e., it is a bitstring of $b$ of length $\log n$ which is the binary representation of $\ell$, the number of pairwise different languages enumerated in $W_{1}^{\psi}, \ldots, W_{n}^{\psi}$ plus $n$.

Let $L \in \mathcal{C} \cap\left\{W_{1}^{\psi}, \ldots, W_{n}^{\psi}\right\}$ and let $t$ be any text for $L$. On input any $t[m]$ and the help-word $w$ the desired IIM $M$ executes the following.
(1) For all $0<i \leq n$ enumerate $W_{i}^{\psi}$ for $m$ steps, that is, $M$ tries to compute $\psi_{i}(0), \ldots, \psi_{i}(m)$ for at most $m$ steps and enumerate those arguments $x$ for which $\psi_{i}(x)$ turns out to be defined. Let $W_{i, m}^{\psi}$ be the resulting sets, $0<i \leq n$.
(2) For all pairs $(i, j)$ with $0<i, j \leq n$ check whether or not $W_{i, m}^{\psi} \backslash W_{j, m}^{\psi} \neq \emptyset$. If it is, let $d(i, j)$ be the least element in $W_{i, m}^{\psi} \backslash W_{j, m}^{\psi}$. If there is no such element, we set $d(i, j)=\infty$.
(3) Using the numbers $d(i, j)$ then $M$ checks whether or not there are $\ell$ pairwise different languages among $W_{1, m}^{\psi}, \ldots, W_{n, m}^{\psi}$. If not, then $M(t[m])=0$.
Otherwise, let $S=\left\{i \mid 0<i \leq n, W_{j, m}^{\psi} \neq \emptyset\right\}$ and consider all sets $\tilde{S} \subseteq S$ satisfying $|\tilde{S}|=\ell$. For each such set $\tilde{S}=\left\{j_{1}, \ldots, j_{\ell}\right\}$ compute the numbers $x_{j, k}={ }_{d f} \min \left(W_{j, m}^{\psi} \triangle W_{k, m}^{\psi}\right)$ for all $j, k \in \tilde{S}$, where $j<k$ and let $s(\tilde{S})$ be the maximum of all those $x_{j, k}$. Furthermore, for each set $\tilde{S}$ we consider the $\ell$-tuple $\left(j_{1}, \ldots, j_{\ell}\right)$, where $j_{i}<j_{i+1}, i=1, \ldots, \ell-1$. Using these tuples, we can order them lexicographically and then choose the first set $\tilde{S}$ in this order for which $s(\tilde{S})$ is minimized, i.e., $s(\tilde{S}) \leq s(\hat{S})$ for all $\hat{S}$ with $\hat{S} \subseteq S$ and $|\hat{S}|=\ell$. Let $i_{1}, \ldots, i_{\ell}$ be the elements of this set $\tilde{S}$ in their natural order.
Then $M$ takes the languages $W_{i_{1}, m}^{\psi}, \ldots, W_{i_{\ell}, m}^{\psi}$ into consideration. From these candidate hypotheses $i_{1}, \ldots, i_{\ell}$ the least $i$ is output for which $t[m]$ contains all finite $d(i, j), j=i_{1}, \ldots, i_{\ell}$, and $t[m]$ does not contain any of the finite $d(j, i), j=i_{1}, \ldots, i_{\ell}$. If there is no such $i$, then $M(t[m])=0$.

We have to show that $M$ learns $L$ in the limit from $t$. Note that the $\ell$ pairwise different languages are found in the limit, since the minimal element in the symmetric difference of the two languages tends to infinity if the two languages are equal (if any element is found at all). So, the set of candidate hypotheses stabilizes in the limit, and by construction $M$ then outputs the correct $i$ as soon as the initial segment is large enough. We omit details.

The IIM defined in the proof of Theorem 7 even witnesses a much stronger result, i.e., it always converges to the minimum index $i$ of the target language.

The following lower bound shows that Theorem 7 cannot be improved substantially.
Theorem 8. There is a numbering $\psi \in \mathcal{P}^{2}$ such that no IIM $M$ can learn the family $\left(W_{i}^{\psi}\right)_{i \in \mathbb{N}^{+}}$in the limit from text with nonconstructivity $\log n-2$ with respect to $\left(W_{i}^{\psi}\right)_{i \in \mathbb{N}^{+}}$.

The situation considerably changes if we require conservative learning. In order to present this result, we need the following. A function $h: \mathbb{N} \rightarrow \mathbb{N}$ is said to be limiting recursive if there is a function $\tilde{h} \in \mathcal{R}^{2}$ such that $h(i)=\lim _{n \rightarrow \infty} \tilde{h}(i, n)$.

Theorem 9. For every limiting recursive function $h$ there is a recursively enumerable family $\left(W_{i}^{\psi}\right)_{i \in \mathbb{N}}$ of recursive languages such that no IIM with nonconstructivity at most $h$ can learn $\left(W_{i}^{\psi}\right)_{i \in \mathbb{N}}$ conservatively with respect to $\left(W_{i}^{\psi}\right)_{i \in \mathbb{N}}$.

## 4 Conclusions

We have presented a model for the inductive inference of formal languages from text that incorporates a certain amount of nonconstructivity. In our model, the amount of nonconstructivity needed to solve the learning problems considered has been used as a quantitative characterization of their difficulty.

We studied the problem of learning indexable classes under three postulates, i.e., learning in the limit, conservative identification, and strong-monotonic inference. As far as learning in the limit is concerned, the amount of nonconstructivity needed to learn any indexable class can be very small and there is no smallest amount that can be described in a computable way (cf. Theorem (II).

Moreover, we showed upper and lower bounds for conservative learning of indexable classes and for strong-monotonic inference roughly showing that the amount of nonconstructivity needed is $\log n$ for conservative learning and $2 \log n$ for strong-monotonic inference.

However, if we allow canonical indexed hypothesis spaces for $\mathcal{R E \mathcal { G }}$ such that equality of languages is decidable, then the amount of nonconstructivity needed to learn $\mathcal{R E G}$ even strong-monotonically can be made very small.

Finally, we studied the problem to learn recursively enumerable classes of recursively enumerable languages. In this setting, the amount of nonconstructivity needed to learn in the limit is $\log n$, while there is not even a limiting recursive bound for the amount of nonconstructivity to learn all recursively enumerable classes of recursively enumerable languages conservatively.
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#### Abstract

Abstract geometrical computation can solve hard combinatorial problems efficiently: we showed previously how Q-SAT - the satisfiability problem of quantified boolean formulae - can be solved in bounded space and time using instance-specific signal machines and fractal parallelization. In this article, we propose an approach for constructing a particular generic machine for the same task. This machine deploys the Map/Reduce paradigm over a discrete fractal structure. Moreover our approach is modular: the machine is constructed by combining modules. In this manner, we can easily create generic machines for solving satifiability variants, such as SAT, \#SAT, MAX-SAT.
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## 1 Introduction

Since their first formulations in the seventies, problems of Boolean satisfiability have been studied extensively in the field of computational complexity. Indeed, the most important complexity classes can be characterized -in terms of reducibility and completeness - by such problems e.g. SAT for NP [4] and Q-SAT for PSPACE [21]. As such, it is a natural challenge to consider how to solve these problems when investigating new computing machinery: quantum, NDA and membrane [20], optical [13], hyperbolic spaces [18], etc. (for an overview of the status of NP-complete problems under several physical assumptions, see [1]).

This is the line of investigation that we have been following with signal machines, an abstract and geometrical model of computation. We showed previously how such machines were able to solve SAT [6] and Q-SAT [7] in bounded space and time and in quadratic collision depth, a model-specific time complexity measure defined by the maximal number of consecutives collisions, which is better suited to the strong parallelism of signal machines. But in both cases, the machines were instance-specific i.e. depended on the formula whose satifiability was

[^41]to be determined. The primary contribution of the present paper is to exhibit a particular generic signal machine for the same task: it takes the instance formula as an input encoded (by a polynomial-time Turing machine) in an initial configuration. This single machine replaces the whole family of machines designed previously (one machine for each formula) and formulae are now represented by inputs (as for classical algorithms) instead of being encoded by signals and rules of machines. We further improve our previous results by describing a modular approach that allows us to easily construct generic machines for other variants of SAT, such as \#SAT or MAX-SAT. We also introduce a new technical gadget, the lens device, which automatically scales by half any beam of signals. These constructions are in cubic collision depth instead of quadratic for the previous instance-specific solutions.

The model of signal machines, called abstract geometrical computation, involves two types of fundamental objects: dimensionless particles and collision rules. We use here one-dimensional machines: the space is the Euclidean real line, on which the particles move with a constant speed. Collision rules describe what happens when several particles collide. By representing continuous time on a vertical axis, we obtain two-dimensional space-time diagrams, in which the motion of the particles are represented by lines segment called signals. Signal machines can simulate Turing machines and are thus Turing-universal [11. Under some assumptions and by using the continuity of space and time, signal machines can simulate analog models such as computable analysis [10 and they can even be super-Turing by embedding the black hole model (forecasting a black-hole in signal machines is highly indecidable as shown in [9]).

Other geometrical models of computation exist: colored universes [15], geometric machines [14], optical machines [19], interaction nets [17], piecewise constant derivative systems [2], tilings [16], etc.

All these models, including signal machines, belong to a larger class of models of computation, called unconventional, which are more powerful than classical ones (Turing machines, RAM, while-programs...). Among all these abstract models, the model of signal machines distinguishes itself by realistic assumptions respecting the major principles of physics - finite density of information, respect of causality and bounded speed of information- which are, in general, not respected all at the same time by other models. Nevertheless, signal machines remain an abstract model, with no a priori ambition to be physically realizable, and is studied for theoretical issues of computer sciences such as computability power and complexity measures.

As signal machines take their origins in the world of cellular automata, not only can they be a powerful tool for understanding the latter's complex behaviors, implementing computations [12] and proving universality [3] but they too can be viewed as a massively parallel computational device. This is the approach proposed here: we put in place a fractal compute grid, then use the Map/Reduce paradigm to distribute the computations, then aggregate the results.

The Map/Reduce pattern, pioneered by Lisp, is now standard in functional programming: a function is applied to many inputs (map), then the results are aggregated (reduce). Google extended this pattern to allow its distributed computation over a grid of possibly a thousand nodes [5]. The idea is to partition the input (petabytes of data) into chunks, and to process these chunks in parallel on the available nodes. When solving combinatorial problems, we are also faced with massive inputs; namely, the exponential number of candidate solutions. Our approach is to distribute the candidates, and thus the computation, over an unbounded fractal grid. In this way, we adapt the map/reduce pattern for use over a grid with fractal geometry.

Our contribution in this paper is three fold: first, we show how Q-SAT can be solved in bounded space and time using a generic machine, where the input (the formula) is simply compiled into an initial configuration. This improves on our previous result where the machine itself depended on the formula. Second, we propose the first architecture for fractally distributed computing (the fractal cloud) and give a way to automatically shrink the data into this structure by means of a lens device. Third, we show how generic machines for many variants of SAT can be assembled by composing independent modules, which naturally emerged from the generalization of our previous family of machines into a single machine solving Q-SAT. Each module can be programmed and understood independently. We also discuss notions and choices of complexity measures which strongly depend of the considered model of computation, and we argue that collision depth, a time complexity measure introduced in [6], is more relevant to signal machines. The collision depth of the given construction is cubic in the size of the input formula and space complexity is exponential.

The paper is structured as follow. Signal machines are introduced in Section 2 Section 3 presents the fractal tree structure used to achieve massive parallelism and how general computations can be inserted in the tree. Section 4 details this implementation for a Q-SAT solver and Section explains how some variants of satisfiability problems can be solved with the same approach. Complexities are discussed in Section and conclusions and remarks are gathered in Section 7

## 2 Definitions

Signal machines are an extension of cellular automata from discrete time and space to continuous time and space. Dimensionless signals/particles move along the real line and rules describe what happens when they collide.

Signals. Each signal is an instance of a meta-signal. The associated meta-signal defines its speed. Figure 1 presents a very simple space-time diagram. Time is increasing upwards and the meta-signals are indicated as labels on the signals. Generally, we use over-line arrows to indicate the direction and speed of propagation of a meta-signal. For example, $\overrightarrow{\mathbf{a}}$ and $\overline{\mathbf{a}}$ denote two different meta-signals: the first travels to the right at speed 1, while the other travels to the left at speed -3 . w and a are both stationary meta-signals.


Fig. 1. Geometrical algorithm for computing the middle

Collision rules. When a set of signals collide i.e. when they are at the same spatial location at the same time, they are replaced by a new set of signals according to a matching collision rule. A rule has the form: $\sigma_{1}, \ldots, \sigma_{n} \rightarrow \sigma_{1}^{\prime}, \ldots, \sigma_{p}^{\prime}$ where all $\sigma_{i}$ are meta-signals of distinct speeds as well as $\sigma_{j}^{\prime}$ (two signals cannot collide if they have the same speed and outcoming signals must have different speeds). A rule matches a set of colliding signals if its left-hand side is equal to the set of their meta-signals. By default, if there is no exactly matching rule for a collision, the behavior is defined to regenerate exactly the same meta-signals. In such a case, the collision is called blank. Collision rules can be deduced from space-time diagrams as on Fig. [] where they are also listed on the right.

Definition 1. A signal machine $\mathcal{M}$ is a triplet $\mathcal{M}=(M, S, C)$ where $M$ is a finite set of meta-signals, $S: M \rightarrow \mathbb{R}$ is the speed function which assigns a real speed to each meta-signal and $C$ is the set of collision rules.

An initial configuration $c_{0}$ is a finite set $c_{0}=\left\{\left(\sigma_{i}, x_{i}\right) \mid \sigma \in M\right.$ and $\left.x \in \mathbb{R}\right\}$. For a signal $\sigma_{i}$ at initial position $x_{i}$, we also note $\sigma_{i} @ x_{i}$.

A signal machine is executed starting from an initial configuration which corresponds to the input. The evolution of a signal machine can be represented geometrically as a space-time diagram: space is always represented horizontally, and time vertically, growing upwards. The geometrical algorithm displayed in Fig. 11 computes the middle: the new a is located exactly halfway between the initial two $\mathbf{w}$. Constructions given in the present paper are achieved by a rational signal machine: all speeds and initial positions are rational values (in particular, speeds take just a few integer values: $-3,-1,0,1$ and 3 ). It follows that every collision happens at rational coordinates.

## 3 Computing in the Fractal Cloud

Constructing the fractal. The fractal structure that interests us is based on the simple idea of computing the middle illustated in Fig. [1 We just indefinitely repeat this geometrical construction: once space has been halved, we recursively halve the two halves, and so on.


Fig. 2. Computing in the fractal cloud

This is illustrated in Fig. 2(a) and can be generated by the following rules:
using $\{\mathbf{w}, \overrightarrow{\mathbf{a}}, \overrightarrow{\mathbf{a}}\} @ 0$ and $\{\mathbf{w}\} @ 1$ as the initial configuration. This produces a stack of levels: each level is half the height of the previous one. As a consequence, the full fractal has width 1 and height 1.

Distributing a computation. The point of the fractal is to recursively halve space. At each point where space is halved, we position a stationary signal (a vertical line in the space-time diagram). We can use this structure, so that, at each halving point (stationary signal), we split the computation in two: send it to the left with half the data, and also to the right with the other half of the data.

The intuition is that the computation is represented by a beam of signals, and that stationary signals split this beam in two, resulting in one beam that goes through, and one beam that is reflected.

Unfortunately, a beam of constant width will not do: eventually it becomes too large for the height of the level. This can be clearly seen in Fig. 2(b).

The lens device. The lens device narrows the beam by a factor of 2 at each level, thus automatically adjusting it to fit the fractal (see Fig. [3). It is implemented by the following meta-rule: unless otherwise specified, any signal $\vec{\sigma}$ is accelerated by $\overline{\mathbf{a}}$ and decelerated and split by any stationary signal s.

[^42]

Fig. 3. The lens device

Generic computing over the fractal cloud. With the lens device in effect, generic computations can take place over the fractal by propagating a beam from an initial configuration. We write $\left[\left(\overrightarrow{\sigma_{n}} \ldots \overrightarrow{\sigma_{1}}\right)\right.$ spawn $]$ for an initial configuration with a sequence $\overrightarrow{\sigma_{n}} \ldots \overrightarrow{\sigma_{1}}$ of signals disposed from left to right on the space line. Geometrically, it can easily be seen that, in order for the beam to fit through the first level, the sequence $\overrightarrow{\sigma_{n}} \ldots \overrightarrow{\sigma_{1}}$ must be placed in the interval $\left(-\frac{1}{4}, 0\right)$.

Modules. A module is a set of signals which correspond to a given task. We describe a module by the parametric abstraction defining its instance-specific contribution to the initial configuration in the form [module] $=\overrightarrow{\sigma_{n}} \ldots \overrightarrow{\sigma_{1}}$ and by the generic (i.e. instance-independent) collision rules describing how this module interacts with other modules.

Stopping the fractal. For finite computations, we don't need the entire fractal. The [until $(n)$ ] module can be inserted in the initial configuration to cut the fractal after $n$ levels have been generated. We set: $[\operatorname{until}(n)]=\overrightarrow{\mathbf{z}}^{n-1}$.

Table 1. Stopping the fractal

$$
\begin{array}{lll}
\vec{\zeta}, \overleftarrow{\mathbf{a}} \rightarrow \overleftarrow{\mathbf{a}_{\circ}}, \vec{\zeta} & \vec{\zeta}, \mathbf{a} \rightarrow \mathbf{\mathbf { a } _ { \circ }} & \vec{\zeta}, \mathbf{a}_{\circ} \rightarrow \overleftarrow{\zeta}, \mathbf{a}_{\circ}, \vec{\zeta} \\
\stackrel{\rightharpoonup}{\mathbf{z}}, \overleftarrow{\mathbf{a}} \rightarrow \overleftarrow{\mathbf{a}_{\circ}}, \overrightarrow{\mathbf{z}} & \overrightarrow{\mathbf{z}}, \overleftarrow{\mathbf{a}_{\circ}} \rightarrow \overleftarrow{\mathbf{a}}, \overrightarrow{\mathbf{z}} & \overrightarrow{\mathbf{z}}, \mathbf{a}_{\circ} \rightarrow \overleftarrow{\mathbf{z}}, \mathbf{a}, \overrightarrow{\mathbf{z}} \\
\overrightarrow{\mathbf{z}}, \mathbf{a} \rightarrow \mathbf{a}, \overrightarrow{\mathbf{z}} & \stackrel{\overrightarrow{\mathbf{z}}}{\mathbf{z}}, \overrightarrow{\mathbf{a}} \rightarrow \overrightarrow{\mathbf{a}_{\circ}} & \overrightarrow{\mathbf{a}}, \overleftarrow{\mathbf{a}_{\circ}} \rightarrow \emptyset
\end{array}
$$

The subbeam $\vec{\zeta}^{n-1}$ are the inhibitors for $\overrightarrow{\mathbf{z}}$. One inhibitor is consumed at each level, after which $\overrightarrow{\mathbf{z}}$ takes effect and turns $\overleftarrow{\mathbf{a}}$ into $\overleftarrow{\mathbf{a}_{\circ}}$ which finally annihilates the constructing signals via the rule $\overline{\mathbf{a}}, \overleftarrow{\mathbf{a}_{\circ}} \rightarrow \emptyset$, bringing the fractal to a stop. Thus, a computation $\left[\left(\overrightarrow{\sigma_{n}} \ldots \overrightarrow{\sigma_{1}}[\right.\right.$ until $\left.(n)]\right)$ spawn $]$ uses only $n$ levels. It can be seen geometrically that, for the collision of $\overrightarrow{\mathbf{z}}$ with $\overrightarrow{\mathbf{a}}$ to occur before


## 4 A Modular Q-SAT Solver

Q-SAT is the satisfiability problem for quantified Boolean formulae (QBF). A QBF is a closed formula of the form $\phi=Q_{1} x_{1} Q_{1} x_{2} \ldots Q_{n} x_{n} \quad \psi\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ where $Q_{i} \in\{\exists, \forall\}$ and $\psi$ is a quantifier-free formula of propositional logic. A classical recursive algorithm for solving Q-SAT is:

$$
\begin{aligned}
\operatorname{qsat}(\exists x \phi) & =\operatorname{qsat}(\phi[x \leftarrow \mathrm{false}]) \vee \operatorname{qsat}(\phi[x \leftarrow \operatorname{true}]) \\
\operatorname{qsat}(\forall x \phi) & =\operatorname{qsat}(\phi[x \leftarrow \mathrm{false}]) \wedge \operatorname{qsat}(\phi[x \leftarrow \operatorname{true}]) \\
\operatorname{qsat}(\beta) & =\operatorname{eval}(\beta)
\end{aligned}
$$

where $\beta$ is a ground Boolean formula. This is exactly the structure of our construction: each quantified variable splits the computation in 2 , qsat $(\phi[x \leftarrow$ false $])$ is sent to the left and $\operatorname{qsat}(\phi[x \leftarrow$ true $])$ to the right, and subsequently the recursively computed results that come back are combined (with $\vee$ for $\exists$ and $\wedge$ for $\forall)$ to yield the result for the quantified formula. This process can be viewed as an instance of Map/Reduce, where the Map phase distributes the combinatorial exploration of all possible valuations across space using a binary decision tree, and the Reduce phase collects the results and aggregates them using quantifierappropriate Boolean operations. Our Q-SAT solver is modularly composed as follows (modules decide, map:sat, and reduce:qsat are described below):
[([reduce:qsat $\left.\left(Q_{1} x_{1} \ldots Q_{n} x_{n}\right)\right][m a p: s a t(\psi)]$
[decide $(n)][\operatorname{until}(n+1)])$ spawn]

### 4.1 Setting Up the Decision Tree

For a QBF with $n$ variables, we need 1 level per variable, and then at level $n+1$ we have a ground propositional formula that needs to be evaluated. Thus, the first module we insert is [until $(n+1)$ ] to create $n+1$ levels. We then insert [decide $(n)$ ] because we want to use the first $n$ levels as decision points for each variable. This is simply achieved by taking [decide $(n)]=\vec{\alpha}^{n}$ (one signal $\vec{\alpha}$ per level) with the following rules: $\overrightarrow{\bar{\alpha}}, \mathbf{a} \rightarrow \mathbf{x}$ (turning stationary signal into assigning ones) and $\vec{\alpha}, \mathbf{x} \rightarrow \overleftarrow{\alpha}, \mathbf{x}, \vec{\alpha}$ (splitting the remaining $\vec{\alpha}$ for next levels).

### 4.2 Compiling the Formula

The intuition is that we want to compile the formula into a form of inverse polish notation to obtain executable code using postfix operators. At level $n+1$ all variables have been decided, and have become $\overrightarrow{\mathbf{t}}$ or $\overrightarrow{\mathbf{f}}$. The ground formula, regarded as an expression tree, can be executed bottom up to compute its truth value: the resulting signal for a subexpression is sent to interact with its parent operator. The formula is represented by a beam of signals: each subformula is represented by a (contiguous) subbeam. A subformula that arrives at level $n+1$ starts evaluating when it hits the stationary a. When its truth value has been computed, it is reflected so that it may eventually collide with the incoming signal of its parent connective.

Compilation. For binary connectives, one argument arrives first, it is evaluated, and its truth value is reflected toward the incoming connective; but, in order to reach it, it must cross the incoming beam for the other argument and not interact with the connectives contained therein. For this reason, with each subexpression, we associate a beam $\vec{\gamma}^{k}$ of inhibitors that prevents its resulting truth value from interacting with the first $k$ connectives that it crosses. We write $C[\psi]$ for the compilation of $\psi$ into a contribution to the initial configuration, and $\|\psi\|$ for the number of occurrences of connectives in $\psi$. The following scheme of compilation produces an initial configuration wich has a size - the number of signals - at most quadratic in the size $s$ of the input formula. Clearly, for each node (i.e. symbol) of the formula, only a linear number of inhibitor signals $\vec{\gamma}$ can be added, so $C[\psi]$ is composed by at most $\mathcal{O}(s \cdot s)=\mathcal{O}\left(s^{2}\right)$ signals. The compilation is done by induction on the formula:

$$
\begin{aligned}
C[\psi] & =C[\psi]^{0} \\
C\left[\psi_{1} \wedge \psi_{2}\right]^{k} & =\vec{\wedge} \vec{\gamma}^{k} C\left[\psi_{1}\right]^{0} C\left[\psi_{2}\right]^{\left\|\psi_{1}\right\|} \\
C\left[\psi_{1} \vee \psi_{2}\right]^{k} & =\vec{\vee} \vec{\gamma}^{k} C\left[\psi_{1}\right]^{0} C\left[\psi_{2}\right]^{\left\|\psi_{1}\right\|} \\
C[\neg \psi]^{k} & =\vec{\neg} \vec{\gamma}^{k} C[\psi] \\
C\left[x_{i}\right]^{k} & =\left[\operatorname{var}\left(x_{i}\right)\right] \vec{\gamma}^{k}
\end{aligned}
$$

Variables. We want variable $x_{i}$ to be decided at level $i$. This can be achieved using $i-1$ inhibitors. For variable $x_{i}$, the idea is to protect $\overrightarrow{\mathbf{x}}$ from being assigned into $\overleftarrow{\mathbf{f}}$ and $\overrightarrow{\mathbf{t}}$ until it reaches the $i^{\text {th }}$ level. This is achieved with a stack of $i-1$ signals $\vec{\beta}$ : at each level, the first $\vec{\beta}$ turns the stationary signal $\mathbf{x}$ into $\mathbf{x}_{\circ}$ (the non-assigning version of $\mathbf{x}$ ) and disappears. The following $\vec{\beta}$ and $\overrightarrow{\mathbf{x}}$ are simply split, $\overrightarrow{\mathbf{x}}$ taking $\mathbf{x}_{\circ}$ back into $\mathbf{x}$. After the first $i-1$ levels, all the $\vec{\beta}$ have been consumed so that $\overrightarrow{\mathbf{x}}$ finally collides directly with $\mathbf{x}$ and splits into $\overleftarrow{\mathbf{f}}$ going left and $\overrightarrow{\mathbf{t}}$ going right. The variable $x_{i}$ is initially coded by: $\left[\operatorname{var}\left(x_{i}\right)\right]=\overrightarrow{\mathbf{x}} \vec{\beta}^{i-1}$.

Table 2. Coding and assigning variables

$$
\begin{array}{ll}
\vec{\beta}, \mathbf{x} \rightarrow \mathbf{x}_{\circ} & \vec{\beta}, \mathbf{x}_{\circ} \rightarrow \overleftarrow{\beta}, \mathbf{x}_{\circ}, \vec{\beta} \\
\overrightarrow{\mathbf{x}}, \mathbf{x} \rightarrow \overleftarrow{\mathbf{f}}, \mathbf{x}, \overrightarrow{\mathbf{t}} & \overrightarrow{\mathbf{x}}, \mathbf{x}_{\circ} \rightarrow \overleftarrow{\mathbf{x}}, \mathbf{x}, \overrightarrow{\mathbf{x}}
\end{array}
$$

Evaluation. When hitting a at level $n+1, \overrightarrow{\mathbf{t}}$ is reflected as $\overleftarrow{\mathbf{T}}$, and $\overrightarrow{\mathbf{f}}$ as $\overleftarrow{\mathbf{F}}$ : these are their activated versions which can interact with incoming connectives to compute the truth value of the formula according to the rules given in Tab. 3 for $\wedge$ (other connectives are similar, cf [8]). See Fig. 4(a) for an example.

Storing the results. In order to make the result easily exploitable by the Reduce phase, we now store it with a signal $\overrightarrow{\mathbf{s}}$ as the stationary signal at level $n+1$; it replaces a, which becomes a signal $\mathbf{t}$ or $\mathbf{f}$. The complete Map phase is implemented by: [map: sat $(\psi)]=\overrightarrow{\mathbf{s}} C[\psi]$.


Fig. 4. Example $\exists x_{1} \forall x_{2} \forall x_{3}\left(x_{1} \wedge \neg x_{2}\right) \vee x_{3}$

### 4.3 Aggregating the Results

As explained earlier, the results for an existentially (resp. universally) quantified variable must be combined using $\vee($ resp. $\wedge)$.

Setting up the quantifiers. We turn the decision points of the first $n$ levels into quantifier signals. Moreover, at each level, we must also take note of the direction in which the aggregated result must be sent. Thus $\exists_{L}$ represents an existential quantifier that must send its result to the left. Rules are given by table Tab. 4 For this, we set: [reduce:qsat:init $\left.\left(Q_{1} x_{1} \cdots Q_{n} x_{n}\right)\right]=\overrightarrow{Q_{n}} \ldots \overrightarrow{Q_{1}}$.

Aggregating the results. Actual aggregation is initiated by $\overrightarrow{\mathbf{c}}$ and then executes according to the rules given in Fig 4(b). We just have [reduce: qsat : exec] $=\overrightarrow{\mathbf{c}}$. The complete Reduce phase is implemented by [reduce:qsat $\left.\left(Q_{1} x_{1} \cdots Q_{n} x_{n}\right)\right]=$
[reduce:qsat:exec] [reduce:qsat:init $\left.\left(Q_{1} x_{1} \cdots Q_{n} x_{n}\right)\right]$.

Table 3. Evaluation rules for $\wedge$ connective

$$
\begin{array}{lll}
\overrightarrow{\mathbf{t}}, \mathbf{a} \rightarrow \overleftarrow{\mathbf{T}}, \mathbf{a} & \overrightarrow{\mathbf{f}}, \mathbf{a} \rightarrow \overleftarrow{\mathbf{F}}, \mathbf{a} & \vec{\gamma}, \mathbf{a} \rightarrow \overleftarrow{\gamma_{+}}, \mathbf{a} \\
\vec{\wedge}, \overleftarrow{\mathbf{T}} \rightarrow \overrightarrow{\wedge_{+}} & \overrightarrow{\overrightarrow{\mathbf{f}_{+}}, \overleftarrow{\mathbf{T}} \rightarrow \overrightarrow{\mathbf{f}}} & \overrightarrow{\wedge_{+}}, \overleftarrow{\mathbf{T}} \rightarrow \overrightarrow{\mathbf{t}} \\
\vec{\wedge}, \overleftarrow{\mathbf{F}} \rightarrow \overrightarrow{\mathbf{f}_{+}} & \overrightarrow{\mathbf{f}_{+}}, \overleftarrow{\mathbf{F}} \rightarrow \overrightarrow{\mathbf{f}} & \overrightarrow{\wedge_{+}}, \overleftarrow{\mathbf{F}} \rightarrow \overrightarrow{\mathbf{f}} \\
\vec{\pi}, \overleftarrow{\gamma_{+}} \rightarrow \overrightarrow{\wedge_{0}} & \overrightarrow{\lambda_{0}}, \overleftarrow{\mathbf{T}} \rightarrow \overleftarrow{\mathbf{T}}, \vec{\wedge} & \overrightarrow{\lambda_{0}}, \overleftarrow{\mathbf{F}} \rightarrow \overleftarrow{\mathbf{F}}, \vec{\wedge}
\end{array}
$$

Table 4. Setting up the quantifiers and the direction of the results
$\mathbf{x}, \stackrel{\leftrightharpoons}{\exists} \rightarrow \exists_{R}$
$\exists, \mathbf{x} \rightarrow \exists_{L}$
$\mathbf{x}, \overleftarrow{\forall} \rightarrow \forall_{R}$
$\vec{\nabla}, \mathbf{x} \rightarrow \forall_{L}$

## 5 Machines for SAT Variants

Similar machines for variants of SAT can be obtained easily, typically by using different modules for the Reduce phase. All the details of modules and rules can be found in [8].
\#SAT. Counting the number of satisfying assignments for $\psi$ can be achieved using a module implementing a binary adder with signals as shown in Fig. 5

ENUM-SAT. Returning all the satisfying assignments for a propositional formula $\psi$ can be achieved easily by adding a module which stores satisfying assignments as stationary beams and which annihilates the non-satisfying ones.

MAX-SAT. It consists in finding the maximum number of clauses that can be satisfied by an assignment. Here we must count (with the previous adder module) the number of satisfied clauses rather than the number of satisfying assignments, and then stack a module for computing the max of two binary numbers.


Fig. 5. Computing $3+1$

## 6 Complexities

As mentioned in Sect.[1] we implement algorithms for satisfiability problems on signal machines in order to investigate the computational power of our abstract geometrical model of computation and to compare it to others. As we
shall see, for such comparisons to be meaningful, the way complexity is measured is essential and must be adapted tot he nature of the computing machine.


Fig. 6. The whole diagram Since signal machines can be regarded as the extension of cellular automata from discrete to continous time and space, it might seem natural to measure time (resp. space) complexity of a computation using the height (resp. width) of its spacetime diagram. But, in our applications to SAT variants, these are bounded and independant of the formula: the Map phase is bounded by the fractal, and, by symmetry, so is the Reduce phase. Indeed, in general, by an appropriate scaling of the initial configuration, a finite computation could be made as small as desired. Thus, height and width are no longer pertinent measures of complexity.

Instead, we should regard our construction as a massively parallel computational device transforming inputs into outputs. The input is the initial configuration at the bottom of the diagram, and the output is the truth value signal coming out at the top of the whole construction, as seen in Fig. [6] for formula $\exists x_{1} \forall x_{2} \forall x_{3}\left(x_{1} \wedge \neg x_{2}\right) \vee x_{3}{ }^{[2}$. The transformation is performed in parallel by many threads: a thread here is an ascending path through the diagram from an input to the output, and the operations executed by the thread are the collisions occurring on this path.

Formally, we view a space-time diagram as a directed acyclic graph of collisions (vertices) and signals (arcs) oriented according to causality. Time complexity is then defined as the maximal size of a chain of collisions i.e. the length of the longest path, and space complexity as the maximal size of an anti-chain i.e. the size of the maximal set of signals pairwise un-related. This model-specific measure of time complexity is called collisions depth.

For the present construction, if $s$ is the size of the formula and $n$ the number of variables, space complexity is exponential: during evaluation, $2^{n}$ independent computations are executed in parallel, each one involving less than $s^{2}$ signals, so that the total space complexity is in $\mathcal{O}\left(s^{2} \cdot 2^{n}\right)$.

Regarding the time complexity: the initial configuration contains at most $\mathcal{O}\left(s^{2}\right)$ signals (from the compilation process as explained in Sect. 4 , other modules adding only a linear number of signals). The primary contribution to the number of collisions along an ascending path comes, at each of the $n$ levels, from the reflected beam crossing the incoming beam. Thus a thread involves $\mathcal{O}\left(n \cdot s^{2}\right)$ collisions, making the collision depth cubic in the size of the formula

[^43]instead of quadratic for our previous family of machines [7]. So here the measure of the time complexity takes one more polynomial degree (from quadratic to cubic) when we get an algorithm which is independent of the input instead of an instance-dependent one. This gives us an idea of the price for genericity.

## 7 Conclusion

We showed in this paper that abstract geometrical computation can solve QSAT in bounded space and time by means of a single generic signal machine. This is achieved through massive parallelism enabled by a fractal construction that we call the fractal cloud. We adapted the Map/Reduce paradigm to this fractal cloud, and described a modular programming approach making it easy to assemble generic machines for SAT variants such as \#SAT or MAX-SAT.

As we explained in Sect. [6] time and space are no longer appropriate measures of complexity for geometrical computations. This leads us to propose new definitions of complexity, specific to signal machines, and taking in account the parallelism of the model: time and space complexities are now defined respectively by the maximal sizes of a chain and an anti-chain, when the diagram is regarded as a directed acyclic graph. Time complexity thus defined is called collision depth and is cubic for the construction given here.

Although the model is purely theoretical and has no ambition to be physically realizable, it is a significant and distinguishing aspect of signal machines that they solve satifiability problems while adhering to major principles of modern physics - finite density and speed of information, causality - that are typically not considered by other unconventional models of computation. They do not, however, respect the quantization hypothesis, nor the uncertainty principle.

We are now furthering our research along two axes. First, the design and applications of other fractal structures for modular programming with fractal parallelism. Second, the investigation of computational complexity classes, both classical and model-specific for abstract geometrical computation.
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#### Abstract

We consider the following online scheduling problem in which the input consists of $n$ jobs to be scheduled on identical machines of bounded capacity $g$ (the maximum number of jobs that can be processed simultaneously on a single machine). Each job is associated with a release time and a completion time between which it is supposed to be processed. When a job is released, the online algorithm has to make decision without changing it afterwards. We consider two versions of the problem. In the minimization version, the goal is to minimize the total busy time of machines used to schedule all jobs. In the resource allocation maximization version, the goal is to maximize the number of jobs that are scheduled under a budget constraint given in terms of busy time. This is the first study on online algorithms for these problems. We show a rather large lower bound on the competitive ratio for general instances. This motivates us to consider special families of input instances for which we show constant competitive algorithms. Our study has applications in power aware scheduling, cloud computing and optimizing switching cost of optical networks.


Keywords: Interval scheduling, busy time, resource allocation, online algorithms, cost minimization, throughput maximization.

## 1 Introduction

The Problem. Job scheduling on parallel machines has been widely studied (see, e.g., the surveys in [4, [8, [24]). In particular, much attention was given to interval scheduling [17], where jobs are given as intervals on the real line, each representing the time interval during which a job should be processed; each job has to be processed on some machine, and it is commonly assumed that a machine can process a single job at any given time.

[^44]In this paper we consider online interval scheduling with bounded parallelism. Formally, the input is a set of $n$ jobs $\mathcal{J}=\left\{J_{1}, \ldots, J_{n}\right\}$. Each job, $J_{j}$, is associated with an interval $\left[r_{j}, c_{j}\right]$ during which it should be processed. Also, given is the parallelism parameter $g \geq 1$, that is the maximum number of jobs that can be processed simultaneously by a single machine. At any given time $t$ a machine $M_{i}$ is said to be busy if there is at least one job $J_{j}$ scheduled to it such that $t \in\left[r_{j}, c_{j}\right]$, otherwise $M_{i}$ is said to be idle at time $t$. We call the time period in which a machine $M_{i}$ is busy its busy period. In this work we study two optimization problems MinBusy and MaxThroughput. In MinBusy we focus on minimizing the total busy time over all machines. Note that a solution minimizing the total busy time may not be optimal in terms of the number of machines used. In MaxThroughput, the resource allocation version of the problem, we are given a budget $T$ of total machine busy time and the objective is to maximize the number of scheduled jobs under this constrain. The input to our scheduling problems can be viewed as an interval graph, which is the intersection graph of a set of intervals on the real line. It has one vertex for each interval in the set, and an edge between every pair of vertices corresponding to intersecting intervals. In our setting, each vertex corresponds to a job, and there is an edge between two jobs whose processing times overlap.

Applications. Our scheduling problems can be directly interpreted as poweraware scheduling problems in cluster systems. These problems focus on minimizing the power consumption of a set of machines (see, e.g., [28] and references therein) measured by the amount of time the machines are switched on and processing, i.e. the total busy time. It is common that a machine has a bound on the number of jobs that can be processed at any given time.

Another application of the studied problems comes from cloud computing (see, e.g., [22, 27]). Commercial cloud computing provides computing resources with specified computing units. Clients with computation tasks require certain computing units of computing resources over a period of time. Clients are charged in a way proportional to the total amount of computing time of the computing resource. The clients would like to minimize the charges they have to pay (i.e. minimize the amount of computing time used) or maximize the amount of tasks they can compute with a budget on the charge. This is in analogy to our minimization and maximization problems, respectively.

Our study is also motivated by problems in optical network design (see, e.g., [7, 9, 10]). Optical wavelength-division multiplexing (WDM) is the leading technology that enables us to deal with the enormous growth of traffic in communication networks, like the Internet. In an optical network, communication between nodes is realized by lightpaths, each of which is assigned a certain color. As the energy of the signal along a lightpath decreases, regenerators are needed in order to regenerate the signal, thus the associated hardware cost is proportional to the length of the lightpaths. Furthermore, connections can be "groomed" so that a regenerator placed at some node $v$ and operating at some color $\lambda$ can be shared by at most $g$ connections colored $\lambda$ and traversing $v$. This is known as traffic grooming. The regenerator optimization problem on the path topology
is in analogy to our scheduling problem in the sense that the regenerator cost measured in terms of length of lightpaths corresponds to the busy time while grooming corresponds to the machine capacity.

In the above three applications, it is natural to consider online version of the problem where jobs arrive at arbitrary time and decisions have to be made straightaway (see e.g., [20, 22, 27]).

Related Work. Some of the earlier work on interval scheduling considers the problem of scheduling a feasible subset of jobs with maximum total weight, i.e., a maximum weight independent set (see, e.g., [1] and surveys in [14, 15]). There is wide literature on real-time scheduling, where each job has to be processed on some machine during a time interval between its release time and due date. There are also studies on real-time scheduling, where each machine has some capacity and each job has a demand of a certain machine capacity; however, to the best of our knowledge, all of this prior work refers to different flavor of the model than the one presented here (see, e.g., [1, 5, 6, 6,23 ). Interval scheduling has been studied in the context of online algorithms and competitive analysis [16.18. It is also common to consider both minimization and maximization versions of the same scheduling problem, see e.g., [2] but in that model the machines have unit capacity.

Our study also relates to batch scheduling of conflicting jobs, where the conflicts are given as an interval graph. In $p$-batch scheduling model (see, e.g., Chapter 8 in [4]) a set of jobs can be processed jointly. All the jobs in the batch start simultaneously, and the completion time of a batch is the last completion time of any job in the batch. (For known results on batch scheduling, see, e.g., 4].) Our scheduling problem differs from batch scheduling in several aspects. In our problems, each machine can process $g$ jobs simultaneously, for some $g \geq 1$, the jobs need not be partitioned to batches, i.e., each job can start at different time. Also, while in known batch scheduling problems the set of machines is given, we assume that any number of machines can be used for the solution. Finally, while common measures in batch scheduling refer to the maximum completion time of a batch, or a function of the completion times of the jobs, we consider the total busy times of the machines.

The complexity of MinBusy was studied in [29], which showed that the problem is NP-Hard already for $g=2$. The work [11] considered the problem where jobs are given as intervals on the line with unit demand. For this version of the problem it gives a 4-approximation algorithm for general inputs, and better bounds for some subclasses of inputs. In particular, 2-approximation algorithms were given for instances where no job interval is properly contained in another ("proper" instance), and instances where any two job intervals intersect, i.e., the input forms a clique (see same approximation but different algorithm and analysis in [12]). The work [13] extends the results of [11], considering the case where each job has a different demand on machine capacity and possibly has some slack time. The work [21] improves upon [11] on some subclasses of inputs and initiates the study of MaxThroughput for which a 6 -approximation is proposed for clique instances and a polynomial time algorithm is proposed for "proper"
clique instances. These special instances have been considered in [13,21, though under the off-line setting.

Our Contribution. We study deterministic online busy time optimization (both minimization and maximization variants). For the MinBusy problem we first show that $g$ is a lower bound for the competitive ratio of any online algorithm. We therefore consider special instances. One special set of instances we consider is the clique instances where any two job intervals intersect, and the one-sided clique instances where all jobs have the same release time or same completion time. Specifically, we show the following:

- Lower and upper bounds of 2 and $(1+\varphi)$ respectively, where $\varphi=(1+\sqrt{5}) / 2$ is the Golden Ratio, for one sided clique instances, and extension to the clique instances with a blow up of 2 in the ratio.
- A 5-competitive online algorithm for one sided clique instances.

For the MaxThroughput problem we first show that no online algorithm is better than $(g T / 2)$-competitive. We therefore consider special instances, for which we show the following:

- Asymptotic and absolute competitive ratios of at least 2 and at least $2-\frac{2}{g+1}$, respectively, for feasible one sided clique instances.
- A constant competitive online algorithm with ratio depending on $g$, but at most $9 / 2$, for feasible one-sided clique instances.
Organization of the Paper. In Section [2] we present some preliminaries. We consider online busying time minimization and maximization in Sections 3 and 4 respectively. We then conclude in Section with some open problems and further research directions. Most proofs can be found in our technical report [26].


## 2 Notations and Preliminaries

Unless otherwise specified, we use lower case letters for indices and specific times, and upper case letters for jobs, time intervals and machines. Moreover, we use calligraphic characters for sets (of jobs, intervals and machines).

The input consists of a set of machines $\mathcal{M}=\left\{M_{1}, M_{2}, \cdots,\right\}$, an integer $g$ representing the machine parallelism bound, and a set of jobs $\mathcal{J}=\left\{J_{1}, J_{2}, \cdots, J_{n}\right\}$ each of which is associated with an interval $\left[r_{J}, c_{J}\right]$ during which it is supposed to be processed, where $r_{J}$ and $c_{J}$ denote the relese time and completion time of the job, respectively. We use jobs and time intervals interchangably throughout the paper. We assume that the given set $\mathcal{M}$ of machines is infinite as we do not aim at optimizing the number of machines. We are to decide a schedule to assign jobs to the machines.

To define the objective of the problem, we first define the notion of length and span of intervals. Given a time interval $I=\left[r_{I}, c_{I}\right]$, the length of $I$ is len $(I) \stackrel{\text { def }}{=} c_{I}-r_{I}$. The notion extends to a set $\mathcal{I}$ of intervals; namely the length of $\mathcal{I}$ is $\operatorname{len}(\mathcal{I})=\sum_{I \in \mathcal{I}}$ len $(I)$. Two intervals are said to be overlapping if their intersection contains more than one point. For example, the two intervals $[1,2]$
and $[2,3]$ are considered to be non-overlapping. For a set $\mathcal{I}$ of intervals we define $\operatorname{SPAN}(\mathcal{I}) \stackrel{\text { def }}{=} \cup_{I \in \mathcal{I}} I$ and $\operatorname{span}(\mathcal{I}) \stackrel{\text { def }}{=} \operatorname{len}(\operatorname{SPAN}(\mathcal{I}))$ We refer to both of them as the span of a set of interval, when the intention is clear from the context. For example, if $\mathcal{I}=\{[1,3],[2,4],[5,6]\}$, then $\operatorname{SPAN}(\mathcal{I})=\{[1,4],[5,6]\} \operatorname{span}(\mathcal{I})=4$, and $\operatorname{len}(\mathcal{I})=5$. Note that $\operatorname{span}(\mathcal{I}) \leq \operatorname{len}(\mathcal{I})$ and equality holds if and only if $\mathcal{I}$ is a set of pairwise non-overlapping intervals. A (partial) schedule is a (partial) function from the set of jobs $\mathcal{J}$ to the set of machines $\mathcal{M}$. A schedule is said to be valid if every machine processes at most $g$ jobs at any given time. In this definition a job $\left[r_{J}, c_{J}\right]$ is considered as not being processed at time $c_{J}$. For instance, a machine processing jobs $[1,2],[2,3],[1,3]$ is considered to be processing two jobs at time 2. Note that this is consistent with the definition of the notion overlapping intervals, and equivalent to saying that the intervals do not contain their completion time, i.e. are half-open intervals. Given a (partial) schedule $s: \mathcal{J} \mapsto \mathcal{M}$, we denote by $\mathcal{J}_{i}^{s}$ the set of jobs assigned to machine $M_{i}$ by schedule $s$, i.e. $\mathcal{J}_{i}^{s} \stackrel{\text { def }}{=} s^{-1}\left(M_{i}\right)$. The cost of machine $M_{i}$ in this schedule is the length of its busy interval, i.e. busy $y_{i}^{s} \stackrel{\text { def }}{=} \operatorname{span}\left(\mathcal{J}_{i}^{s}\right)$. We further denote the set of jobs scheduled by $s$ as $\mathcal{J}^{s} \stackrel{\text { def }}{=} \cup_{i} \mathcal{J}_{i}^{s}$. The cost of schedule $s$ is $\cos t \stackrel{\text { def }}{=} \sum_{i}$ busy $y_{i}^{s}$, and its throughput is tput $\stackrel{\text { def }}{=}\left|\mathcal{J}^{s}\right|$. When there is no ambiguity on the schedule in concern, we omit the superscripts (e.g. we use $\mathcal{J}_{i}$ for $\mathcal{J}_{i}^{s}$, etc.).

We consider two variants of the problem: MinBusy is the problem of minimizing the total cost of scheduling all the jobs, and MaxThroughput is the problem of maximizing the throughput of the schedule subject to a budget given in terms of total busy time. These two problems are formally defined as follows:

## MinBusy

Input: $(\mathcal{M}, \mathcal{J}, g)$, where $\mathcal{M}$ is an infinite set of machines, $\mathcal{J}$ is a set of jobs (i.e. time intervals), and $g$ is the parallelism bound.

Output: A valid schedule $s: \mathcal{J} \mapsto \mathcal{M}$.
Objective: Minimize cost ${ }^{s}$.
MaxThroughput
Input: $(\mathcal{M}, \mathcal{J}, g, T)$ where $\mathcal{M}$ is an infinite set of machines, $\mathcal{J}$ is a set of jobs, $g$ is the parallelism bound, and $T$ is a budget given in terms of total busy time.
Output: A valid partial schedule $s: \mathcal{J} \mapsto \mathcal{M}$ such that cost ${ }^{s} \leq T$.
Objective: Maximize tput ${ }^{s}$.

Without loss of generality, we assume that each machine is busy over a contiguous time interval. Note that the definition of busy time measures the time that a machine is actually processing some job. If a machine is busy over several contiguous time interval, then we can replace it with several machines that satisfy the assumption, changing neither the feasibility nor the measure of the schedule. For example, if a machine is busy over $[1,2]$ and $[3,4]$, we can replace
this machine with two machines, one busy over $[1,2]$, the other over $[3,4]$ and this does not change the total busy time.

Special Cases. A set of jobs $\mathcal{J}$ is a clique set if there is a time $t$ common to all the jobs in $\mathcal{J}$. This happens if and only if the corresponding interval graph is a clique. When $\mathcal{J}$ is a clique set we call the corresponding instance $((\mathcal{M}, \mathcal{J}, g)$ or $(\mathcal{M}, \mathcal{J}, g, T))$ a clique instance. A clique instance in which all jobs have the same release time or the same completion time is termed a one-sided clique instance.

A set of jobs $\mathcal{J}$ is proper if no job in the set properly includes another. Note that in this case for two jobs $J, J^{\prime} \in \mathcal{J}, r_{J} \leq r_{J^{\prime}}$ if and only if $c_{J} \leq c_{J^{\prime}}$. We denote this fact as $J \leq J^{\prime}$ and w.l.o.g. we assume the jobs are numbered in a such a way that $J_{1} \leq J_{2} \leq \ldots \leq J_{n}$.

Online Algorithms. When a job is given, an online algorithm has to assign it to a machine or reject it with no future knowledge of jobs to be given. We consider deterministic online algorithms and analyze the performance by competitive analysis [3]. We denote by $s^{*}$ an optimal schedule (for MinBusy or MaxThroughput). The cost of $s^{*}$ is denoted by cost* and its throughput by tput*. An online algorithm $A$ for MinBusy is $c$-competitive, for $c \geq 1$, if there exists a constant $b \geq 0$ such that for all input instances, its cost is at most $c \cdot$ cost $^{*}+b$. For MaxThroughput, $A$ is $c$-competitive, for $c \geq 1$, if there exists a constant $b \geq 0$ such that for all input instances, its benefit is at least $(1 / c) \cdot t p u t^{*}-b$. Note that in both cases, the competitive ratio is $\geq 1$. When the additive constant $b$ is zero, $A$ is said to be strictly $c$-competitive and $c$ is its absolute competitive ratio.

Consider MinBusy in which we schedule all jobs in $\mathcal{J}$. The following observation gives two immediate lower bounds for the cost of any schedule of MinBusy.

Observation 1. For any instance $(\mathcal{M}, \mathcal{J}, g)$ of MinBusy and a valid schedule $s$ for it, the following bounds hold: the parallelism bound: $\operatorname{cost}^{s} \geq \frac{\operatorname{len}(\mathcal{J})}{g}$, span bound: $\operatorname{cost}^{s} \geq \operatorname{span}(\mathcal{J})$, and $\operatorname{cost}^{s} \leq \operatorname{len}(\mathcal{J})$.
The parallelism bound holds since a machine can process at most $g$ jobs at any time. The span bound holds because at any time $t \in \operatorname{SPAN}(\mathcal{J})$, at least one machine is busy. The length bound holds because $\operatorname{len}(\mathcal{J})$ is the total busy time if each job is allocated a distinct machine.

By the parallelism bound and length bound, the following holds.
Proposition 1. For MinBusy, any online algorithm is strictly g-competitive.
The following relationship between MinBusy and MaxThroughput is observed in [21.

Proposition 2. [21] There is a polynomial time reduction from the MinBusy problem to the MaxThroughput problem.

## 3 Cost Minimization-MinBusy Problem

### 3.1 General Instances

We consider general instances for MinBusy. We show a lower bound for any online algorithm (Theorem 2i) and present a greedy algorithm (Theorem [3).

Lower Bound. We first describe a lower bound of 2 on any algorithm Alg. The adversary releases jobs with release and completion time in the interval $[0, T]$, for some arbitrarily large $T$. Let $k$ be an integer, $r=0$ be the release time of the jobs to be released, $t=T$ be the remaining time to be considered, and $\ell=t / k^{g-1}$ be a parameter of the length of jobs to be released.

We first release a job of length $t$ at time $r$ and suppose AlG assigns the job to machine $M$. We then release jobs of lengths $\ell, \ell k, \ell k^{2}, \cdots$, all at time $r$, until a machine different from $M$ is used. Suppose this job is of length $\ell k^{j}$ (note that $j \leq g-1)$. Then we set parameters $r^{\prime}=\ell k^{j}, t^{\prime}=t-r$ and $\ell^{\prime}=t^{\prime} / k^{g-1}$. We then release paths of length $\ell^{\prime}, \ell^{\prime} k, \cdots$ with release time at $r^{\prime}$, until a machine different from $M$ is used. Repeat until a machine different from $M$ is used for the whole interval $[0, T]$.

With this adversary, cost ${ }^{s} \geq 2 T: T$ for the very first job, and $T$ for the paths not assigned to $M$. One can use the same machine for all jobs except for the shortest ones, and $\cos t^{*} \leq T\left(1+1 / k^{g-1}\right)$. An arbitrarily large $k$ implies that the competitive ratio of ALG is no better than 2. By extending this idea we prove:
Theorem 2. [26] For MinBusy, no online algorithm has an absolute competitive ratio better than $g$.

Upper Bound. With Proposition 1 and Theorem 21 the competitive ratio is tight in terms of $g$. Yet the adversary in Theorem makes use of jobs of many different lengths. In particular the adversary needs to generate jobs of length $k^{g^{2}}$, requiring $k^{g^{2}} \leq T$, i.e. $g \leq \sqrt{\log _{k} T}$. When this is not the case, we have a better result: Algorithm BucketFirstFit achieves a competitive ratio depending on the span of the longest job.

```
Algorithm 1. BucketFirstFit
    Classify the jobs into buckets: a job of length in \(\left[2^{k}, 2^{k+1}-1\right]\) belongs to bucket \(k\),
    for \(k \geq 1\).
    Assign machine to jobs in each bucket in a First-Fit manner independently of other
    buckets.
    When a job \(J\) in bucket \(k\) arrives
    for each machine \(M\) already assigned a job from bucket \(k\) do
        if it is valid to assign \(J\) to \(M\) then
            Assign \(J\) to \(M\). return
        end if
    end for
    Assign \(J\) to a new machine.
```

The analysis and the correctness proofs of BucketFirstFit can be found in our technical report [26].

Lemma 1. Let $\mathcal{J}^{k}$ be the set of jobs of bucket $k$ and $s$ be a schedule returned by BucketFirstFit. Then $\operatorname{cost}^{s}\left(\mathcal{J}^{k}\right) \leq 6 \operatorname{cost}\left(\mathcal{J}^{k}\right)$.

Theorem 3. For MinBusy, BucketFirstFit is ( $6 \log$ span $_{\max }$ )-competitive where span $_{\max }$ is the maximum span of a job.

Finally we note that the constant 6 above can be improved to 5 by modifying the algorithm to work with powers of 4 instead of powers of 2 . Generally if the algorithm divides the lightpaths into buckets according to powers of some $\alpha>1$ (like Algorithm 22 below), at each bucket we get a ratio of $2 \alpha+2$ and therefore an overall competitive ratio of $(2 \alpha+2) \log _{\alpha} s p a n_{\max }=2 \frac{\alpha+1}{\log \alpha} \log s p a n_{\max }$. Choosing $\alpha=4$ brings the value of the coefficient to the minimum of $2 \frac{4+1}{\log 4}=5$.

### 3.2 One-Sided Clique Instances

Upper Bound. We consider one-sided clique instances and present the GreedyBucket algorithm (Algorithm (21). We show that it is strictly $(1+\varphi)$-competitive where $\varphi=(1+\sqrt{5}) / 2$ is the Golden Ratio. Without loss of generality, we assume that all jobs have the same release time.

GreedyBucket depends on a parameter $\alpha>1$ to be determined in the sequel. A job $J$ is categorized to a bucket according to len $(J)$ : the bucket of a job $J \in \mathcal{J}$ is the minimum value of $i$ such that $\operatorname{len}(J) \leq \alpha^{i}$. For $i \geq 1$, bucket $i$ consists of jobs $J$ such that $\alpha^{i-1}<l e n(J) \leq \alpha^{i}$.

```
Algorithm 2. GreedyBucket \((\alpha)\)
    : Determine the bucket \(i\) of the input job \(J\) according to the parameter \(\alpha\).
    2: If bucket \(i\) has no current machine, then use a new machine and make it the current
    machine of bucket \(i\).
    3: If there are already \(g\) jobs assigned to the current machine of bucket \(i\), then use a
    new machine and make it the current machine of bucket \(i\).
4: \(s(J) \leftarrow\) the current machine of bucket \(i\).
```

The analysis and the correctness proofs of GreedyBucket can be found in our technical report [26].

Theorem 4. [26] For MinBusy, GreedyBucket $(1+\varphi)$ is strictly $(1+\varphi)$ competitive for one-sided clique instances, where $\varphi=\frac{1+\sqrt{5}}{2}$ is the Golden Ratio.

## Lower bound

Lemma 2. [26] For MinBusy, no on-line algorithm has an absolute competitive ratio better than $(1+1 / x)$ for one-sided clique instances, where $x$ is the root of the equation $x^{g-1}=(x+1) /(x-1)$.
For $g=2$, this implies a lower bound of $\sqrt{2}$ and for larger values of $g$, we have an increasing lower bound approaching 2 .

### 3.3 Clique Instances

We present the online algorithm $\operatorname{LeftOrRight}(\mathcal{A})$ for clique instances, which assumes the knowledge of the time $t$ common to all jobs, and takes as parameter an online algorithm $\mathcal{A}$ for one-sided clique instances.

```
Algorithm 3. LeftOrRight \((\mathcal{A})\)
    Two copies of the online algorithm \(\mathcal{A}\) are run, \(\mathcal{A}_{l}\) for some jobs on the left of the
    common time \(t\) and \(\mathcal{A}_{r}\) for some jobs on the right.
    When a job \(J\) with interval \(\left[r_{J}, c_{J}\right]\) arrives, compute the lengths to the left and
    right to the common time \(t\), i.e., the two quantities \(t-r_{J}\) and \(c_{J}-t\).
    if \(t-r_{j} \geq c_{J}-t\) then
        Create an input job \(J_{l}\) with interval \(\left[r_{J}, t\right]\)
        Feed \(J_{l}\) to \(\mathcal{A}_{l}\).
        Assign \(J\) to the machine that \(\mathcal{A}_{l}\) assigns \(J_{l}\)
    else
        Create an input job \(J_{r}\) with interval \(\left[t, c_{J}\right]\)
        Feed \(J_{r}\) to \(\mathcal{A}_{r}\).
        Assign \(J\) to the machine that \(\mathcal{A}_{r}\) assigns \(J_{r}\).
    end if
```

The analysis and the correctness proofs of $\operatorname{LeftOrRight}(\mathcal{A})$ can be found in our technical report [26].

Lemma 3. [26] If the competitive ratio of $\mathcal{A}$ is $c$, then the competitive ratio of $\operatorname{LeftOrRight}(\mathcal{A})$ for clique instances is at most $2 \cdot c$.

Corollary 1. For MinBusy and clique instances, the algorithm $\operatorname{LeftOrRight}(\operatorname{GreedyBucket}(1+\varphi))$ is $2(1+\varphi)$-competitive, where $\varphi=\frac{1+\sqrt{5}}{2}$ is the Golden Ratio.

## 4 Throughput Maximization-MaxThroughput Problem

### 4.1 Basic Results

In this section we consider the MaxThroughput problem $(\mathcal{M}, \mathcal{J}, g, T)$. An input instance is said to be feasible if there is a schedule that assigns all the jobs with total machine busy time at most $T$, i.e., tput* $=|\mathcal{J}|$. The following proposition asserting that the problem does not admit a small competitive ratio for general instances.

Proposition 3. [26] No online algorithm for MaxThroughput is better than $g T$-competitive even with an additive term $g-1$, while there exists a strictly $g T$ competitive online algorithm.

Following Proposition [3, from now on we consider only feasible one-sided clique instances. Proposition 4 asserting that both simple greedy algorithm and algorithm GreedyBucket do not admit a small competitive ratio.

Proposition 4. [26] For feasible one-sided clique instances of MaxThroughput (i) the simple greedy algorithm is $\Omega(R)$-competitive and (ii) GreedyBucket is $\Omega\left(\frac{R}{\log R}\right)$-competitive even when $g=2$.

### 4.2 Lower Bounds for Feasible One-Sided Clique Instances

In this section we show two lower bounds on the competitive ratio of online algorithms for feasible one-sided clique instances, one for the absolute competitive ratio for any fixed value of $g$ and the other for the general case

Lemma 4. [26] Let Alg be a c-competitive online algorithm for feasible onesided clique instances, with an additive constant $b$. If $c(b+1)<g$ then

$$
c \geq 2-\frac{4 b+2}{g+2 b+1} .
$$

The condition in Lemma 4 holds when $g \gg b$ or $b=0$, leading to Theorem 5,
Theorem 5. Consider feasible one-sided clique instances. (i) Any online algorithm has a competitive ratio of at least 2. (ii) For any fixed value of $g$, any online algorithm has an absolute competitive ratio of at least $2-\frac{2}{g+1}$.

### 4.3 Online Algorithm for Feasible One-Sided Clique Instances

In this section we propose an online algorithm that achieves a constant asymptotic competitive ratio for every fixed $g$. Since the given instance is feasible, we have tput $^{*}=|\mathcal{J}|$.

We start by defining a few terms and notations for the algorithm. We categorize the input jobs into buckets according to their lengths, namely given a job $J \in \mathcal{J}$ we define bucket $(J)$ as the smallest non-negative integer $i$ such that $\frac{T}{2^{i+1}}<\operatorname{len}(J)$ and $\mathcal{J}_{i} \stackrel{\text { def }}{=}\{J \in \mathcal{J} \mid \operatorname{bucket}(J)=i\}$. In other words we have $\forall J \in \mathcal{J}_{i}, \frac{T}{2^{i+1}}<\operatorname{span}(J) \leq \frac{T}{2^{i}}$. We also define the following two dynamic variables. $T_{i}$ : The total busy time incurred by the algorithm to schedule $\mathcal{J}_{i}$ except its first $g$ jobs in the order of arrival. $T_{i}^{*}$ : A set of $\lceil\log T\rceil$ variables (one for each bucket) satisfying, (a) $T_{i}^{*} \geq 0$, (b) $T_{i}^{*}$ is non-decreasing, and (c) $\sum_{i} T_{i}^{*} \leq$ cost $^{*}$. In BalanceBudget, $\operatorname{Accept}(J)$ stands for scheduling $J$ with the smallest possible machine under use in bucket $i$ such that the schedule continued to be valid after assigning $J$; and if no such machine exists $J$ is assigned a new machine. $\operatorname{REJECt}(J)$ means that $J$ is not assigned, i.e. $s(J)$ is undefined.

Rest of the analysis and the correctness proofs of BalanceBudget can be found in our technical report [26].

Theorem 6. [26] Consider MaxThroughput and feasible one-sided clique instances. For every fixed $g$, BalanceBudget is a constant-competitive online algorithm where the constant depends on $g$ and is at most $9 / 2$.

```
Algorithm 4. BalanceBudget
    When a job \(J\) arrives do:
    \(i \leftarrow \operatorname{bucket}(J)\)
    if \(\left|\mathcal{J}_{i}\right| \leq g\) then
        if \(i \geq 3\) then \(\operatorname{ACcept}(J) \quad \triangleright(+)\)
        else Reject ( \(J\) )
        end if
    else
        if \(T_{i} \leq \frac{3}{4} T_{i}^{*}\) would hold after accepting \(J\) then \(\operatorname{ACCept}(J)\)
                            \(\triangleright\left({ }^{*}\right)\)
        else Reject \((J)\)
        end if
    end if
```

Note that BalanceBudget can be modified so that it gets some integer parameter $\beta \geq 2$ to indicate how many buckets from which we do not accept the first $g$ paths (marked (+) in Algorithm(4). In the above presentation we assumed, for simplicity that $\beta=3$. In general the competitive ratio is a decreasing function of $\beta$, but the additive constant of $\beta \cdot g$ increases with $\beta$.

## 5 Summary and Future Work

In this work we have studied online busy time optimization problems. We have shown some rather large lower bounds for general instances, and this motivated us to consider special families of instances for which we have shown better online algorithms. This is the first work that deals with online algorithms for this setting, and, as such, it calls for a variety of open problems, as detailed below.

Some open problems are closely related to those studied in this work, including: (a) We have shown a constant competitive algorithm for one sided clique instances of the MinBusy problem and extended it to clique instances. Lower bounds are also given. An immediate open question is to close the gaps between the upper and lower bounds. (b) The lower bounds and algorithms for the MaxThroughput problem in one-sided clique instances do not have matching counterparts. Specifically is there a constant-competitive algorithm for those instances when $g$ is not fixed? On the other hand is there a lower bound for these instances when $g$ is fixed? (c) The lower bounds of the MaxThroughput problem for one-sided clique instances, clearly extend to general instances. Are there better lower bounds for the general instances or is there a constant-competitive algorithm?

More general open problems naturally arise, including: (a) Consider jobs having associated benefit and maximize the total benefit of scheduled jobs. (b) In this work the jobs are supposed to be processed during the whole period from start time $r_{j}$ to completion time $c_{j}$. We can consider jobs of other characteristics: (1) One may consider jobs that also have a processing time $p_{j}$ and have to be processed for $p_{j}$ consecutive time units during the interval [ $r_{j}, c_{j}$ ] (see e.g. [13, 25]). (2) One may also consider malleable jobs which can be assigned several machines
and the actual processing time depends on the number of machines allocated (see e.g., [19, 25]).

As we have mentioned, our work is closely related to power-aware scheduling, cloud computing and optical network design. In our technical report [26] there are expansions to cover more general problems in these three applications.
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#### Abstract

The bisection width of interconnection networks has always been important in parallel computing, since it bounds the amount of information that can be moved from one side of a network to another, i.e., the bisection bandwidth. The problem of finding the exact bisection width of the multidimensional torus was posed by Leighton and has remained open for 20 years. In this paper we provide the exact value of the bisection width of the torus, as well as of several $d$ dimensional classical parallel topologies that can be obtained by the application of the Cartesian product of graphs. To do so, we first provide two general results that allow to obtain upper and lower bounds on the bisection width of a product graph as a function of some properties of its factor graphs. We also apply these results to obtain bounds for the bisection bandwidth of a $d$-dimensional BCube network, a recently proposed topology for data centers.
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## 1 Introduction

The bisection width and the bisection bandwidth of interconnection networks have always been two important parameters of a network. The first one reflects the smallest number of links which have to be removed to split the network in two equal parts, while the second one bounds the amount of data that can be moved between these parts. In general, both values are derivable one from the other, which is the reason why most previous work has been devoted to only one of then (in particular, the bisection width).

The bisection width has been a typical goodness parameter to evaluate and compare interconnection networks for parallel architectures [1475]. This interest has been transferred to the Network-On-Chip topologies, as the natural successors of the parallel architectures of the 90's [13 15 22 19]. The bisection (band)width is also nowadays being used as a reference parameter on the analysis of the latest topologies that are being deployed in data centers. This can be seen in recent papers which propose new topologies, like BCube [11] or DCell [12]. The bisection (band)width is used to compare these new topologies with classical topologies, like grids, tori, and hypercubes, or with other datacenter topologies, like trees and fat trees.

[^45]Finding the exact value of the bisection width is hard in general. Computing it has proven to be challenging even for very simple families of graphs. For instance, the problem of finding the exact bisection width of the multidimensional torus was posed by Leighton [14, Problem 1.281] and has remained open for 20 years. One general family of interconnection networks, of which the torus is a subfamily, is the family of product networks. The topology of these networks is obtained by combining factor graphs with the Cartesian product operator. This technique allows to build large networks from the smaller factor networks. Many popular interconnection networks are instances of product networks, like the grid and the hypercube. In this paper we derive techniques to bound the bisection width of product networks, and apply these techniques to obtain the bisection width of some product network families.

Related Work. To our knowledge, Youssef [2021] was among the first to explore the properties of product networks as a family. He presented the idea of working with product networks as a divide-and-conquer problem, obtaining important properties of a product network in terms of the properties of its factor graphs.

The bisection width of arrays and tori was explored by Dally [6] and Leighton [14] in the early 90 s, presenting exact results for these networks when the number of nodes per dimension was even. The case when there are odd number of nodes per dimension was left open. Rolim et al. [18] gave the exact values for the bisection width of 2 and 3dimensional grids and tori, but left open the question for longer number of dimensions.

For the special case in which all the factors are isomorphic, Efe and Fernández [9] provided a lower bound on the bisection width of a product graph as a function of a new parameter of a factor network they defined, the maximal congestion. Nakano [16] presented the exact value of the bisection width for the Cartesian product of isomorphic paths and cliques (i.e., square grids and Hamming graphs). If the factor graphs have $k$ nodes, he proved that the $d$-dimensional square grid has bisection width $k^{d-1}$ when $k$ is even, and $\frac{\left(k^{d}-1\right)}{(k-1)}$ when $k$ is odd. Similarly, the square Hamming graph has bisection width $k^{d+1}$ when $k$ is even, and $(k+1) \frac{\left(k^{d}-1\right)}{4}$ when $k$ is odd. The exact bisection width of the $d$-dimensional square grid was found independently by Efe and Feng [8].

For the present paper it is very relevant the work of Azizoglu and Egecioglu. In [2] and [4] they studied the relationship between the isoperimetric number and the bisection width of different product networks. In the former paper, they find the exact value of the bisection width of the cylinders (products of paths and rings) with even number of nodes in its largest dimension. In the latter reference they found the exact bisection width of the grid $A_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}$, with $k_{i}$ nodes along dimension $i$, and where $k_{1} \geq k_{2} \geq \ldots \geq k_{d}$. The value of this bisection width is $B W\left(A_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}\right)=\sum_{i=1}^{\alpha} C_{i}$, where $\alpha$ is the smallest index for which $k_{i}$ is even ( $\alpha=d$ if no index is even), and $C_{i}=\prod_{j=i+1}^{d} k_{j}$. Since this value will appear frequently, we will use the following notation throughout the rest of the paper, $\Psi(\alpha)=\sum_{i=1}^{\alpha} C_{i}=\sum_{i=1}^{\alpha} \prod_{j=i+1}^{d} k_{j}$.

Contributions. In this paper we present two theorems that allow to derive lower and upper bounds on the bisection width of a product network as a function of some simple parameters of its factor graphs. Then, we apply these results to obtain the exact value of the bisection width for several families of product networks. The families presented
are of interest because they have been proposed as interconnection networks for parallel architectures, but their bisection width has never been derived exactly.

One of the most interesting contribution of this paper is the exact value of the bisection width of the torus, since, as mentioned before, this problem has been open for almost 20 years. We find here that the exact value of the bisection width of a $d$ dimensional torus $T_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}$, that has $k_{i}$ nodes along dimension $i$, and where $k_{1} \geq$ $k_{2} \geq \ldots \geq k_{d}$, is exactly twice the bisection width of the grid of similar dimensions $A_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}$. I.e., $B W\left(T_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}\right)=2 \Psi(\alpha)=2 \sum_{i=1}^{\alpha} C_{i}$, where $\alpha$ is the smallest index for which $k_{i}$ is even $\left(\alpha=d\right.$ if no index is even), and $C_{i}=\prod_{j=i+1}^{d} k_{j}$. In addition to the result for the torus, we provide the exact value for the bisection width of products of complete binary trees (CBT) of any size (mesh-connected trees [10]), products of extended CBT (which are CBT with the leaves connected with a path [10]), products of CBT and paths, and products of extended CBT and rings. To obtain the bisection bandwidth of these networks, we assume that every edge removed by the bisection width is in fact a duplex link with bandwidth of $T$ in each direction. This directly implies that for any of these networks $G$, the bisection bandwidth is computed as $B B W(G)=2 T \cdot B W(G)$.

The general upper and lower bound results are also used to derive bounds on the bisection bandwidth of a topology proposed for datacenters, the BCube. A BCube is the Cartesian product of factors networks formed by $k$ nodes connected via a $k$-port switch (where the switch is not considered to be a node). An essential difference of this topology from the previous one is that edges do not connect nodes directly, and the direct relation between bisection width and bisection bandwidth does not hold anymore. In networks with switches like this one, the switching capacity $s$ of the switch comes into play as well. Since the bisection bandwidth is the parameter of interest in datacenters, we derive bounds on its value for two cases: when the bottleneck for the bisection bandwidth is at the links (Model A), and when it is at the switches (Model B).

Table 1 summarizes the results derived for the bisection bandwidth obtained for the different parallel topologies and for BCube. As can be seen, for the former the values obtained are exact, while for the latter the upper and lower bounds found do no match exactly. However, they differ by less than a factor of two.

The rest of the paper is organized as follows. Section 2 presents some basic definitions used in the rest of sections. In Section 3 we provide the general results to derive

Table 1. Bisection bandwidth of different product networks

| Product graph | Factor graphs |  | $\beta(G)$ | $C C(G)$ | Bisection bandwidth |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Torus | Ring |  | 1/8 | 2 | $4 T \cdot \Psi(\alpha)$ |
| Product of extended CBT | XTs |  | 1/8 | 2 | $4 T \cdot \Psi(\alpha)$ |
| Product of extended CBT \& rings | Rings \& XTs |  | 1/8 | 2 | $4 T \cdot \Psi(\alpha)$ |
| Mesh connected trees | CBT |  | 1/4 | 1 | $2 T \cdot \Psi(\alpha)$ |
| Product of CBT and paths | Paths \& CBTs |  | 1/4 | 1 | $2 T \cdot \Psi(\alpha)$ |
| BCube | Model A | even | $\frac{k-1}{k^{2}}$ | $\frac{k}{2}$ | $2 T \frac{k^{d+1}}{4(k-1)} \leq B B W\left(B C A_{k}^{(d)}\right) \leq 2 T \frac{k^{d}}{2}$ |
|  |  | odd | $\frac{1}{k+1}$ | $\frac{k-1}{2}$ | $2 T \frac{k+1}{4} \frac{k^{d}-1}{k-1} \leq B B W\left(B C A_{k}^{(d)}\right) \leq 2 T \frac{k^{d}-1}{2}$ |
|  | Model B | even | $\frac{k-1}{2 k}$ | 1 | $s \frac{k^{d}}{2(k-1)} \leq B B W\left(B C B_{k}^{(d)}\right) \leq s \frac{k^{d}-1}{k-1}$ |
|  |  | odd | $\frac{k}{2(k+1)}$ | 1 | $s \frac{k+1}{2 k} \frac{k^{d}-1}{k-1} \leq B B W\left(B C B_{k}^{(d)}\right) \leq s \frac{k^{d}-1}{k-1}$ |

bounds on the bisection bandwidth of product networks. Section 4 and Section 5 present our results for the bisection bandwidth of some classical parallel topologies. Bounds on the bisection bandwidth of the BCube network are presented in Section 6

Due to space limitations, some proofs have been omitted. They can be found in [1].

## 2 Definitions

Graphs and Bisections. Given a graph $G$, we denote its sets of vertices and edges as $V(G)$ and $E(G)$, respectively. In some cases, when it is clear from the context, only $V$ or $E$ will be used, omitting the graph $G$. Unless otherwise stated, the graphs considered are undirected.

Given a graph $G$ with $n$ nodes, we use $S(G)$ to denote a subset of $V(G)$ such that $|S(G)| \leq \frac{n}{2}$. We also use $\partial^{G} S(G)$ to denote the set of edges connecting $S(G)$ and $V(G) \backslash S(G)$. Formally, $\partial^{G} S(G)=\{(u, v) \in E(G): u \in S(G), v \in G \backslash S(G)\}$. The graph $G$ may be omitted from this notation when it is clear from the context.

The main object of this work is to calculate the bisection width and bisection bandwidth of different product networks. The bisection width of an $n$-node graph $G$, denoted by $B W(G)$, is the smallest number of edges that have to be removed from $G$ to partition it in two halves. Formally, $B W(G)=\min _{S:|S|=\left\lfloor\frac{n}{2}\right\rfloor}\left|\partial^{G} S\right|$. The bisection bandwidth of a network $G$, denoted by $B B W(G)$, is the minimal amount of traffic which can be transferred between any two halves of the network when its links are transmitting at full speed. As mentioned above, unless otherwise stated we assume that all the links in a network $G$ are duplex and have the same capacity $T$ in each direction. Then, we can generally assume that the relation between the bisection bandwidth and the bisection width is $B B W(G)=2 T \cdot B W(G)$.
Factor and Product Graphs. We define first the Cartesian product of graphs.
Definition 1. The $d$-dimensional Cartesian product of graphs $G_{1}, G_{2}, \ldots, G_{d}$, denoted by $G_{1} \times G_{2} \times \cdots \times G_{d}$, is the graph with vertex set $V\left(G_{1}\right) \times V\left(G_{2}\right) \times \cdots \times V\left(G_{d}\right)$, in which vertices $\left(u_{1}, \ldots, u_{i}, \ldots, u_{d}\right)$ and $\left(v_{1}, \ldots, v_{i}, \ldots, v_{d}\right)$ are adjacent if and only if $\left(u_{i}, v_{i}\right) \in E\left(G_{i}\right)$ and $u_{j}=v_{j}$ for all $j \neq i$.

The graphs $G_{1}, G_{2}, \ldots, G_{d}$ are called the factors of $G_{1} \times G_{2} \times \cdots \times G_{d}$. Observe that $G_{1} \times G_{2} \times \cdots \times G_{d}$ contains $\prod_{j \neq i}\left|V\left(G_{j}\right)\right|$ disjoint copies of $G_{i}$, which form dimension $i$.

We define now some of the basic factor graphs that will be considered. The path of $k$ vertices, denoted by $P_{k}$, is a graph such that $V\left(P_{k}\right)=\{0,1, \ldots, k-1\}$ and where $E\left(P_{k}\right)=\{(i, i+1): i \in[0, k-2]\}$. The complete graph (a.k.a. the clique) of $k$ vertices, denoted by $K_{k}$, is a graph such that $V\left(K_{k}\right)=\{0,1, \ldots, k-1\}$ and where $E\left(K_{k}\right)=\left\{(i, j):(j \neq i) \wedge\left(i, j \in V\left(K_{k}\right)\right)\right\}$. The $r$-complete graph of $k$ vertices denoted by $r K_{k}$, is a graph such that $V\left(r K_{k}\right)=\{0,1, \ldots, k-1\}$ and where $E\left(r K_{k}\right)$ is a multiset such that each pair of vertices $i, j \in V\left(r K_{k}\right)$ is connected with $r$ parallel edges. (i.e., each $e \in E\left(r K_{k}\right)$ has multiplicity $r$ ).

Using these and other graphs as factors, we will define, across the text, different $d$ dimensional Cartesian product graphs. For convenience, for these graphs we will use

[^46]the general notation $G_{k_{1}, \ldots, k_{d}}^{(d)}$, where $G$ is the name of the graph, the superscript (d) means that it is a $d$-dimensional graph, and $k_{1}, \ldots k_{d}$ are the number of vertices in each dimension. (Superscript and subscripts may be omitted when clear from the context.) It will always hold that $k_{1} \geq k_{2} \geq \ldots \geq k_{d}$, i.e., the factor graphs are sorted by decreasing number of vertices. We will often use $n$ to denote the number of nodes a the graph $G_{k_{1}, \ldots, k_{d}}^{(d)}$, i.e., $n=k_{1} k_{2} \cdots k_{d}$, and we will always use $\alpha$ to denote the index of the lowest dimension with an even number of vertices (if there is no such dimension, $\alpha=d$, where $d$ is the index of the lowest dimension).

According to this notation we will present different $d$-dimensional product graphs as follows. The $d$-dimensional array, denoted by $A_{k_{1}, \ldots, k_{d}}^{(d)}$, is the Cartesian product of $d$ paths of $k_{1}, \ldots, k_{d}$ vertices, respectively. I.e., $A_{k_{1}, \ldots, k_{d}}^{(d)}=P_{k_{1}} \times P_{k_{2}} \times \cdots \times P_{k_{d}}$. The $d$-dimensional $r$-Hamming graph, denoted by $r H_{k_{1}, \ldots, k_{d}}^{(d)}$, is the Cartesian product of $d r$-complete graphs of $k_{1}, \ldots, k_{d}$ nodes, respectively. I.e., $r H_{k_{1}, \ldots, k_{d}}^{(d)}=r K_{k_{1}} \times$ $r K_{k_{2}} \times \cdots \times r K_{k_{d}}$. Observe that the Hamming graph [3] is the particular case of the $r$-Hamming graph, with $r=1$. For brevity, we use $H_{k_{1}, \ldots, k_{d}}^{(d)}$ instead of $1 H_{k_{1}, \ldots, k_{d}}^{(d)}$, to denote the Hamming graph.
Boundaries and Partitions. We define now the dimension-normalized boundary [4]. Let $G_{k_{1}, \ldots, k_{d}}^{(d)}$ be a $d$-dimensional product graph and $S(G)$ a subset of $V(G)$. Then, the dimension-normalized boundary of $S(G)$, denoted by $B_{G}(S)$, is defined as $B_{G}(S)=$ $\frac{\left|\partial_{1}^{G} S\right|}{\sigma_{1}}+\frac{\left|\partial_{2}^{G} S\right|}{\sigma_{2}}+\ldots+\frac{\left|\partial_{d}^{G} S\right|}{\sigma_{d}}$, where, for each $i \in[1, d], \partial_{i}^{G}$ is $\partial^{G}$ applied to the dimension $i$ of $G$ and $\sigma_{i}=k_{i}^{2}-\left(k_{i} \bmod 2\right)$. Observe that for $r H_{k_{1}, \ldots, k_{d}}^{(d)}$, any subset $S$ of nodes, and any dimension $i$, it holds that $\left|\partial_{i}^{r H} S\right|=r \cdot\left|\partial_{i}^{H} S\right|$. Hence, $B_{r H}(S)=$ $\frac{\left|\partial_{1}^{r H} S\right|}{\sigma_{1}}+\cdots+\frac{\left|\partial_{d}^{r H} S\right|}{\sigma_{d}}=r\left(\frac{\left|\partial_{1}^{H} S\right|}{\sigma_{1}}+\cdots+\frac{\left|\partial_{d}^{H} S\right|}{\sigma_{d}}\right)=r \cdot B_{H}(S)$.

Let us define now the lexicographic-order. Consider graph $H_{k_{1}, \ldots, k_{d}}^{(d)}$, we say that vertex $x=\left(x_{1}, x_{2}, \ldots, x_{d}\right)$ precedes vertex $y=\left(y_{1}, y_{2}, \ldots, y_{d}\right)$ in lexicographicorder if there exists an index $i \in[1, d]$ such that $x_{i}<y_{i}$ and $x_{j}=y_{j}$ for all $j<i$. Azizoğlu and Eğecioğlu [3] proved the following result.

Theorem 1 ([3]). Let $S$ be any subset of $V(H)$ and $\bar{S}$ the set of first $|S|$ vertices of $H$ in lexicographic-order, then $B_{H}(\bar{S}) \leq B_{H}(S)$.

## 3 Bounds on the Bisection Width of Product Graphs

In this section we present general bounds on the bisection width of product graphs as well as presenting two important parameters, the normalized congestion and the central cut, which are used to obtain them. These bounds will be used in the upcoming sections to find the bisection width of several instances of product graphs.
Lower Bound. We start by defining the normalized congestion of a graph. Let $G$ be a graph with $n$ nodes. Then, an embedding of graph $r K_{n}$ onto $G$ is a mapping

[^47]of the edges of $r K_{n}$ into paths in $G$. We define the congestion of $G$ with multiplicity $r$, denoted by $m_{r}(G)$, as the minimum (over all such embeddings) of the maximum number of embedded paths that contain an edge from $G$. To formally define this concept, we first define the congestion of an edge $e \in E(G)$ under the embedding $M_{r}$ of $r K_{n}$ onto $G$, denoted by $c_{M_{r}}(e)$, as $c_{M_{r}}(e)=\mid\left\{e^{\prime} \in E\left(r K_{n}\right): e \in\right.$ $\left.M_{r}\left(e^{\prime}\right)\right\} \mid$. (Observe that $M_{r}\left(e^{\prime}\right) \subseteq E(G)$ is a path in $G$.) Then, the congestion $m_{r}(G)$ is $m_{r}(G)=\min _{M_{r} \in \mathcal{E}} \max _{e \in E(G)}\left\{c_{M_{r}}(e)\right\}$, where $\mathcal{E}$ is the set of all possible embeddings of $r K_{n}$ onto $G$. Then, we define the normalized congestion with multiplicity $r$ of $G$ as $\beta_{r}(G)=\frac{m_{r}(G)}{\sigma_{n}}$. We proceed to extend Theorem $\square$ to $r$-Hamming graphs.

Theorem 2. Consider a d-dimensional r-Hamming graph $r H^{(d)}$. Let $S$ be any vertex subset of $V\left(r H^{(d)}\right)$ and $\bar{S}$ the set of first $|S|$ vertices of $r H^{(d)}$ in lexicographic order, then $B_{r H}(\bar{S}) \leq B_{r H}(S)$.

Proof. We prove the theorem by contradiction. Assume that there is a set of vertices $X \neq \bar{S}$ such that $|X|=|\bar{S}|$ and $B_{r H}(\bar{S})>B_{r H}(X)$. Then, applying the fact that $\left|\partial_{i}^{r H} S\right|=r \cdot\left|\partial_{i}^{H} S\right|$ to both $X$ and $\bar{S}$, we obtain that $B_{H}(\bar{S})=\frac{B_{r H}(\bar{S})}{r}>\frac{B_{r H}(X)}{r}=$ $B_{H}(X)$, which contradicts Theorem $\square$ and proves the theorem.

Then, from the definition of $B_{H}(\bar{S})$, we obtain the following.
Theorem 3. Let $G=G_{1} \times \ldots \times G_{d}$, where $\left|V\left(G_{i}\right)\right|=k_{i}$ and $k_{1} \geq k_{2} \geq \ldots \geq k_{d}$. Let $\beta_{r}\left(G_{i}\right)$ be the normalized congestion with multiplicity $r$ of $G_{i}$ (for any $r$ ), for all $i \in[1, d]$. Consider any subset $S \subset V(G)$ and the subset $\bar{S}$ which contains the first $|S|$ $v e r t i c e s$ of $G$, in lexicographic order. Then, $B_{r H}(\bar{S}) \leq \sum_{i=1}^{d} \beta_{r}\left(G_{i}\right)\left|\partial_{i}^{G} S\right|$

Corollary 1. Let $G$ and $\beta_{r}\left(G_{i}\right)$ be defined as in Theorem 3 Consider any subset $S \subset$ $V(G)$ such that $|S|=\left\lfloor\frac{|V(G)|}{2}\right\rfloor$. Then $\frac{r}{4} \Psi(\alpha) \leq \sum_{i=1}^{d} \beta_{r}\left(G_{i}\right)\left|\partial_{i}^{G} S\right|$. When $\beta_{r}\left(G_{i}\right)=$ $\beta$ for all $i \in[1, d]$, this implies $\frac{r}{4 \beta} \Psi(\alpha) \leq B W(G)$.

Upper Bound. Having proved the lower bound on the bisection width, we follow with the upper bound. We define first the central cut of a graph $G$. Consider a graph $G$ with $n$ nodes, and a partition of $V(G)$ into three sets $S^{-}, S^{+}$, and $S$, such that $\left|S^{-}\right|=\left|S^{+}\right|=\left\lfloor\frac{n}{2}\right\rfloor$ (observe that if $n$ is even then $S=\emptyset$, otherwise $|S|=1$ ). Then, the central cut of $G$, denoted by $C C(G)$, is

$$
\min _{\left\{S^{-}, S^{+}, S\right\}} \max \left\{\left|\partial^{G} S^{-}\right|,\left|\partial^{G} S^{+}\right|\right\}
$$

Observe that, for even $n$, the central cut is the bisection width. Now, we use the definition of central cut in the following theorem.

Theorem 4. Let $G=G_{1} \times \ldots \times G_{d}$. Then, $B W(G) \leq \max _{i}\left\{C C\left(G_{i}\right)\right\} \cdot \Psi(\alpha)$.

## 4 Bisection Width of Products of Paths and CBT

In this section we will obtain the bisection bandwidth of product graphs which result from the Cartesian product of paths and Complete Binary Trees (CBT). We will present,


Fig. 1. Paths and their possible cuts


Fig. 2. The 7 -vertex complete binary tree and the 7 -vertex clique, with their possible cuts
first, the different factor graphs we are using and the product graphs we are bisecting, then, we will compute the congestion and central cut of these factor graphs and, finally, calculate the bisection width of these product graphs.
Factor and Product Graphs. Paths were defined in Section 2 The complete binary tree of $k$ vertices, denoted by $C B T_{k}$, is a graph such that $V\left(C B T_{k}\right)=\{1,2, \ldots, k\}$, with $k=2^{j}-1$ ( $j$ is the number of levels of the tree), and where $E\left(C B T_{k}\right)=\{(i, j)$ : $\left.((j=2 i) \vee(j=2 i+1)) \wedge\left(i \in\left[1,2^{j-1}-1\right]\right)\right\}$. Combining these factor graphs through the Cartesian product, we obtain the product networks that we define below. A d-dimensional mesh-connected trees and paths, denoted by $\operatorname{MCTP}_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}$, is the Cartesian product of $d$ graphs of $k_{1}, k_{2}, \ldots, k_{d}$ vertices, respectively, where each factor graph is a complete binary tree or a path. I.e., $\operatorname{MCTP}_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}=G_{k_{1}} \times G_{k_{2}} \times \cdots \times$ $G_{k_{d}}$, where either $G_{k_{i}}=C B T_{k_{i}}$ or $G_{k_{i}}=P_{k_{i}}$. We also define the $d$-dimensional mesh-connected trees [10], denoted by $M C T_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}$ as the graph MCTP ${ }_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}$ in which all the factor graphs are complete binary trees. (Observe that the array is also the special case of $\operatorname{MCTP} P_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}$ in which all the factor graphs are paths.)

Congestion and Central Cut of Paths and CBT. The bisection widths of the aforementioned product graphs can be calculated using the bounds defined in Section 3. To do so, we need to compute first the values of the normalized congestion and central cut of their factor graphs, that is, of a path and of a CBT.

The value of the congestion of a CBT is exactly the same as the congestion of a path with an odd number of nodes. CBT share withe paths the property of having only one possible routing between two nodes. As can be seen in Figures and the possible cuts are similar. We can show that the normalized congestion of both paths or CBTs is exactly $\beta_{r}\left(P_{k}\right)=\beta_{r}\left(C B T_{k}\right)=\frac{r}{4}$.

The value of the central cut of both the path and CBT can also be easily deduced from Figures and being $C C\left(P_{k}\right)=C C\left(C B T_{k}\right)=1$.
Bounds on the Bisection Width of Products of CBTs and Paths. We can compute now the bisection width of a product of CBTs and paths from the congestion and the central cut of the possible factor graphs, directly applying the results of Section 3 .

(a) The 4-vertex ring and clique

(b) The 5-vertex ring and clique

(c) Central cut on a extended complete binary tree

Fig. 3. Rings and extended complete binary tree possible cuts

Theorem 5. The bisection width of a d-dimensional mesh-connected trees and paths $\operatorname{MCTP}_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}$ is $\Psi(\alpha)$. Hence, the bisection width of the d-dimensional mesh-connected trees $M C T_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}$ is $B W\left(M C T^{(d)}\right)=\Psi(d)$.

## 5 Products of Rings and Extended Trees

In this section we will obtain a result for the bisection bandwidth of the product graphs which result from the Cartesian product of rings and extended complete binary trees.
Factor and Product Graphs. The ring of $k$ vertices, denoted by $R_{k}$, is a graph such that $V\left(R_{k}\right)=\{0,1, \ldots, k-1\}$ and where $E\left(R_{k}\right)=\{(i,(i+1) \bmod k): i \in$ $\left.V\left(R_{k}\right)\right\}$. The extended complete binary tree (a.k.a. XT) of $k$ vertices, denoted by $X_{k}$, is a complete binary tree in which the leaves are connected as a path. More formally, $V\left(X_{k}\right)=V\left(C B T_{k}\right)$ and $E\left(X_{k}\right)=E\left(C B T_{k}\right) \cup\left\{(i, i+1): i \in\left[2^{j-1}, 2^{j}-2\right]\right\}$. Combining these graphs as factor graphs in a Cartesian product, we can obtain the three different kinds of product graphs. A d-dimensional mesh-connected extended trees and rings, denoted by $M C X R_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}$, is the Cartesian product of $d$ graphs of $k_{1}, k_{2}, \ldots, k_{d}$ vertices, respectively, where each factor graph is an XT or a ring. I.e., $M C X R_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}=G_{k_{1}} \times G_{k_{2}} \times \cdots \times G_{k_{d}}$, where either $G_{k_{i}}=X_{k_{i}}$ or $G_{k_{i}}=R_{k_{i}}$. The d-dimensional torus, denoted by $T_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}$, is the Cartesian product of $d$ rings of $k_{1}, k_{2}, \ldots, k_{d}$ vertices, respectively. I.e., $T_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}=R_{k_{1}} \times R_{k_{2}} \times \cdots \times R_{k_{d}}$. And, as happened in Section 4 with $M C T^{(d)}$, we also define the $d$-dimensional mesh-connected extended trees, denoted by $M C X_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}$, a special case of $M C X R_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}$ in which all factor graphs are XT. (The torus is the special case of $M C X R_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}$ in which all factor graphs are rings.)
Congestion and Central Cut of Rings and XT. The congestion and central cut of both a ring and an XT are needed to apply the bounds obtained in Section 3] Similarly to what happened with paths and CBTs, the congestion of rings and XT is the same. The extended complete binary tree $X_{k}$ has a Hamiltonian cycle [10], so we can find a ring $R_{k}$ contained onto it. Consequently, the congestion of an XT and a ring with the same number of nodes will be the same. It can be shown that both normalized congestions with multiplicity $r=2$ is $\beta_{2}\left(R_{k}\right)=\beta_{2}\left(X_{k}\right)=1 / 4$. Due to these similarities, central cuts of both graphs are also going to be the same, as can be easily observed from Figures 3(a), 3(b) and 3(c), $C C\left(R_{k}\right)=C C\left(X_{k}\right)=2$.

Bounds on the Bisection Width of Products of XT and Rings. With the normalized congestion and central cut of the different factor graphs, we can obtain the bisection width of products of XT and rings.

Theorem 6. The bisection width of a d-dimensional mesh-connected extended trees and rings $M C X R_{k_{1}, k_{2}, \ldots, k_{d}}^{(d)}$ is $2 \Psi(\alpha)$. Hence, the bisection width of the d-dimensional torus $T^{(d)}$ is $B W\left(T^{(d)}\right)=2 \Psi(\alpha)$ and the bisection width of the d-dimensional meshconnected extended trees $M C X^{(d)}$ is $B W\left(M C X^{(d)}\right)=2 \Psi(d)$.

## 6 BCube

We devote this section to obtain bounds on the bisection width of a $d$-dimensional BCube [11]. BCube is different from the topologies considered in the previous sections because it is obtained as the combination of basic networks formed by a collection of $k$ nodes (servers) connected by a switch. These factor networks are combined into multidimensional networks in the same way product graphs are obtained from their factor graphs. This allows us to study the BCube as an special instance of a product network. The $d$-dimensional BCube can be obtained as the $d$ dimensional product of one-dimensional BCube networks, each one of $k$ nodes.

Factor and Product Graphs. We first define a Switched Star network and how a $d$-dimensional BCube network is built from it. A Switched Star network of $k$ nodes, denoted by $S S_{k}$, is composed of $k$ nodes connected to a $k$-ports switch. It can be seen as a complete graph $K_{k}$ where all the edges have been replaced by a switch. Combining $d$ copies of this network as factor networks of the Cartesian product, we obtain a $d$ dimensional BCube. Hence, a d-dimensional BCube, denoted by $B C_{k}^{(d)}$, is the Cartesian product of $d S S_{k}$ (the switches are not considered nodes for the Cartesian product). I.e., $B C_{k}^{(d)}=S S_{k} \times S S_{k} \times \cdots \times S S_{k} . B C_{k}^{(d)}$ can also be seen as a $d$-dimensional homogeneous array where all the edges in each path have been removed and replaced by a switch where two nodes $\left(u_{1}, \ldots, u_{i}, \ldots, u_{d}\right)$ and $\left(v_{1}, \ldots, v_{i}, \ldots, v_{d}\right)$ are connected to the same switch if and only if $\left(u_{i} \neq v_{i}\right)$ and $u_{j}=v_{j}$ for all $j \neq i$.

The main reason for obtaining the bisection width of a $d$-dimensional BCube is to be able to bound its bisection bandwidth. However, as the $d$-dimensional BCube is not a typical graph, the bisection width can have different forms depending on where the communication bottleneck is located in a BCube network. We present two possible models for $S S_{k}$. The first one, Model A or star-like model, denoted by $S S A_{k}$, consists of $k$ nodes connected one-to-one to a virtual node which represents the switch. The second one, Model B or hyperlink model, denoted by $S S B_{k}$, consists of $k$ nodes connected by a hyperlink . While the two presented models are logically equivalent to a complete graph, they have a different behavior from the traffic point of view. We show this with two simple examples.

Let us consider that we have a $S S_{3}$ where the links have a speed of 100 Mbps while the switch can switch at 1 Gbps. Under these conditions, the links become the bottleneck of the network and, even when the switches would be able to provide a bisection
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Fig.4. Model A of a 5 -node switched star $S S A_{5}$ and its congestion and central cut


Fig. 5. Model B of a 5 -node switched star $S S B_{5}$ and its congestion and central cut
bandwidth of 1 Gbps , the effective bisection bandwidth is only of 200 Mbps in both directions. Consider the opposite situation now, where the BCube switch only supports 500 Mbps of internal traffic, while the links transmit at 1 Gbps . In this case, the switches are the bottleneck of the network and the bisection bandwidth is only 500 Mbps , although the links would be able to support up to 2 Gbps .

The first example illustrates an scenario where we would bisect the network by removing the links that connect the servers to the switches, which corresponds to Model A. On the other hand, what we find in the second example is a typical scenario for Model B, where we would do better by removing entire switches when bisecting the network. In particular, being $s$ the switching capacity of a switch, and $T$ the traffic supported by a link, we will choose Model A when $s \geq\left\lfloor\frac{k}{2}\right\rfloor \cdot 2 T$ and Model B when $s \leq 2 T$. (Note that this does not cover the whole spectrum of possible values of $s, T$, and $k$.)

Congestion and Central Cut of BCube. We will compute now the congestion and central cut of both models in order to be able to calculate the respective lower and upper bounds. We start by the congestion and central cut of Model A. If we set $r=1$, the congestion of every link of the star is easily found to be $m_{r}\left(S S A_{k}\right)=k-1$ as shown in Figure 4(b) The central cut, which is also trivial, can be found in Figure 4(c) Both will depend on whether the number of nodes $k$ is even or odd.

Lemma 1. The normalized congestion of $S S A_{k}$ is $\beta_{r}\left(S S A_{k}\right)=\frac{k-1}{k^{2}-b}$, and the central cut is $C C\left(S S A_{k}\right)=\frac{k-b}{2}$, where $b=k \bmod 2$.

Having computed the congestion and the central cut for Model A, we will compute them now for Model B. If we set $r=1$ there will be only one edge to be removed, the congestion of the graph will be total amount of edges of its equivalent $K_{k}$, i. e.,

[^49]$m_{r}\left(S S B_{k}\right)=\frac{k(k-1)}{2}$. The central cut is also easily computed, as there is only one hyperlink. Both $m_{r}\left(S S B_{k}\right)$ and $C C\left(S S B_{k}\right)$ are shown in Figure 5 ]
Lemma 2. The normalized congestion of $S S B_{k}$ is $\beta_{r}\left(S S B_{k}\right)=\frac{k-1}{2\left(k^{2}-b\right)}$, where $b=$ $k \bmod 2$, and the central cut is $C C\left(S S B_{k}\right)=1$.

Bounds on the Bisection Width of BCube. Having computed the congestion and central cut of both models, we can calculate the lower and upper bounds on the bisection width of each one of them. We will start by the lower and upper bounds on the bisection width of Model A and, then, we will calculate both bounds for Model B. We first present the following lemma for the lower bound on the bisection width of a Model A BCube.

Lemma 3. The bisection width of a Model A d-dimensional BCube, $B C A_{k}^{(d)}$, is lower bounded by $\frac{k^{d+1}}{4(k-1)}$ if $k$ is even, and by $\frac{k+1}{4} \frac{k^{d}-1}{k-1}$ if $k$ is odd.
After presenting the lower bound on the bisection width of a Model A d-dimensional BCube, we follow with the upper bound.
Lemma 4. The bisection width of a Model A d-dimensional BCube, $B C A_{k}^{(d)}$, is upper bounded by $\frac{k^{d}}{2}$ if $k$ is even, and by $\frac{k^{d}-1}{2}$ if $k$ is odd.
Now, from the combination of Lemma 3 and Lemma 4 we can state Theorem 7
Theorem 7. The value of the bisection width of a Model A d-dimensional BCube, $B C A_{k}^{(d)}$, is in the interval $\left[\frac{k^{d+1}}{4(k-1)}, \frac{k^{d}}{2}\right]$ if $k$ is even, and in the interval $\left[\frac{k+1}{4} \frac{k^{d}-1}{k-1}, \frac{k^{d}-1}{2}\right]$ if $k$ is odd.

Corollary 2. The bisection bandwidth of a Model A d-dimensional BCube satisfies,

$$
B B W\left(B C A_{k}^{(d)}\right) \in \begin{cases}{\left[2 T \frac{k^{d+1}}{4(k-1)}, 2 T \frac{k^{d}}{2}\right]} & \text { if } k \text { is even } \\ {\left[2 T \frac{k+1}{4} \frac{k^{d}-1}{k-1}, 2 T \frac{k^{d}-1}{2}\right]} & \text { if } k \text { is odd } .\end{cases}
$$

Let us calculate now the bounds of a Model B $d$-dimensional BCube. As we did with Model A, we present the following two lemmas for both the lower and upper bounds.
Lemma 5. The bisection width of a Model B d-dimensional BCube, $B C B_{k}^{(d)}$, is lower bounded by $\frac{k^{d}}{2(k-1)}$ if $k$ is even, and by $\frac{k+1}{2 k} \frac{k^{d}-1}{k-1}$ if $k$ is odd.
Lemma 6. The bisection width of a Model B d-dimensional BCube, $B C B_{k}^{(d)}$, is upper bounded by $\frac{k^{d}-1}{k-1}$.
Combining the previous lemmas we can state the following theorem.
Theorem 8. The value of the bisection width of a Model Bd-dimensional BCube, $B C B_{k}^{(d)}$, is in the interval $\left[\frac{k^{d}}{2(k-1)}, \frac{1-k^{d}}{1-k}\right]$ if $k$ is even, and in the interval $\left[\frac{k+1}{2 k} \frac{k^{d}-1}{k-1}, \frac{k^{d}-1}{k-1}\right]$ if $k$ is odd.
Corollary 3. The bisection bandwidth of a Model B d-dimensional BCube satisfies,

$$
B B W\left(B C B_{k}^{(d)}\right) \in\left\{\begin{array}{l}
{\left[s \frac{k^{d}}{2(k-1)}, s \frac{1-k^{d}}{1-k}\right] \text { if } k \text { is even }} \\
{\left[s \frac{k+1}{2 k} \frac{k^{d}-1}{k-1}, s \frac{k^{d}-1}{k-1}\right] \text { if } k \text { is odd. }}
\end{array}\right.
$$
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#### Abstract

The maximum bipartite matching problem, an important problem in combinatorial optimization, has been studied for a long time. In order to solve problems for very large structured graphs in reasonable time and space, implicit algorithms have been investigated. Any object to be manipulated is binary encoded and problems have to be solved mainly by functional operations on the corresponding Boolean functions. OBDDs are a popular data structure for Boolean functions, therefore, OBDD-based algorithms have been used as an heuristic approach to handle large input graphs. Here, two OBDD-based maximum bipartite matching algorithms are presented, which are the first ones using only a sublinear number of operations (with respect to the number of vertices of the input graph) for a problem unknown to be in NC, the complexity class that contains all problems computable in deterministic polylogarithmic time with polynomially many processors. Furthermore, the algorithms are experimentally evaluated.


## 1 Introduction

The computation of a maximum cardinality bipartite matching is an important problem in combinatorial optimization, e.g., many resource-allocation problems can be formulated as a maximum matching problem on a bipartite graph. In some real-world applications of bipartite matching problems, e.g., in the partitioning problem in VLSI-Design [21], the refinement of FEM nets [22], or online advertising [11], massive graphs are processed such that the explicit representations, like adjacency matrices or adjacency lists, may cause conflicts with memory limitations and even polynomial time algorithms could not be fast enough. A way out is dealing with sets of binary encoded vertices and edges represented by their characteristic Boolean functions. OBDDs are well suited for the representation and manipulation of Boolean functions [10, therefore, a research branch has emerged which is concerned with the design and analysis of so-called implicit or symbolic algorithms for classical graph problems on OBDD-represented instances (see, e.g., [1415], [18], [24]-26], and [30). Problems have to be solved mainly by functional operations efficiently supported by the OBDD data structure where a functional operation is an elementary operation which works on

[^50]Boolean functions. To take advantage of the presence of regular substructures to compress the representation size is a natural idea but problems typically get harder and for several graph problems an exponential blow-up from input to output size has been proved in the implicit setting ([4]-7] and [25]). Even the problem to decide whether two vertices $s$ and $t$ are connected in a directed graph $G$ is PSPACE-complete on OBDD-represented graphs 13. Nevertheless, OBDD-based algorithms are successful in many applications and can be seen as an heuristic approach to handle very large graphs, where the main goal is not to beat explicit algorithms on graphs which can be represented explicitly but to solve problems for very large structured graphs in reasonable time and space.

The number of functional operations is only a rough measure for the timecomplexity of an implicit algorithm. However, already in [3] it has been pointed out that it is a measure of difficulty and that it is important to keep the number of operations low. It is known that a problem can be solved with a polylogarithmic number of functional operations on a logarithmic number of Boolean variables iff the problem is in NC [2627], the complexity class that contains all problems computable in deterministic polylogarithmic time with polynomially many processors. As a consequence, we can conclude that there cannot exist implicit algorithms with a polylogarithmic number of operations for so-called P-complete problems assuming that $\mathrm{P} \neq \mathrm{NC}$. Moreover, some methods in the implicit setting are similar to those of parallel algorithms, e.g., the method of iterative squaring is similar to the path-doubling strategy. Demonstrating this similarity, recently, it has been shown that maximal matchings, i.e., matchings that are not a proper subset of other matchings, can be computed with $\mathcal{O}\left(\log ^{4}|V|\right)$ functional operations in bipartite graphs [9]. The maximum flow problem in 0-1 networks has been one of the first classical fundamental graph problems for which an implicit algorithm has been presented [18. Like for maximum bipartite matchings it is open whether this problem is in the complexity class NC. Sawitzki has described another algorithm for this problem that uses only $\mathcal{O}\left(|V| \log ^{2}|V|\right)$ operations [24]. It is well-known that the bipartite matching problem can be transformed into a maximum flow problem in 0-1 networks by a simple transformation but Sawitzki's algorithm [24] generates in worst case each augmenting path one by one and therefore, cannot lead to a sublinear number of operations. Here, we design and analyze implicit maximum bipartite matching algorithms with a sublinear number of operations. To the best of our knowledge, these are the first ones for a problem unknown to be in NC. More precisely, our first implicit maximum bipartite matching algorithm uses $\mathcal{O}\left(|V|^{3 / 4} \log ^{5 / 2}|V|\right)$ operations. The core of this algorithm is the computation of a maximal set of node-disjoint paths by $\mathcal{O}\left(|V|^{1 / 2} \log ^{3}|V|\right)$ functional operations. Besides an implicit variant of a parallel maximal node-disjoint paths algorithm [17], the construction of single augmenting paths [24] is one of the main ingredients but we have to add some ideas to reduce the number of functional operations. A drawback of this augmenting-path-based approach is that it is not clear how to use it to obtain an approximation of a maximum bipartite matching with a polylogarithmic number of operations, i.e., a matching $M$ with $|M| \geq(1-\varepsilon)\left|M_{\mathrm{opt}}\right|$, where $0 \leq \varepsilon<1$ and
$M_{\text {opt }}$ is a maximum matching in the input graph. Our second implicit maximum bipartite matching algorithm based on a push-relabel approach uses ideas from [17] and [28] and needs only $\mathcal{O}\left(|V|^{2 / 3} \log ^{3.375}|V|\right)$ functional operations. Moreover, it can be modified to compute efficiently an approximate solution.

The paper is organized as follows. In Section 2 we define some notation and review some basics concerning OBDD-based graph algorithms and matchings. We restate a result presented by Hopcroft and Karp [19] on the length of shortest augmenting paths with respect to a given matching which allows us later on to decrease the number of functional operations for the computation of maximum bipartite matchings. Furthermore, we give an overview of some implicit algorithms for simple graph problems which can be used as building blocks in more complex graph algorithms. The implicit sublinear maximum bipartite matching algorithms are presented in Section 3 Finally, we compare the practical performance of the proposed implicit maximum bipartite matching algorithms and evaluate the space impact of the involved functional operations by providing some experimental results in order to show that the size of the intermediate OBDDs is not too large.

## 2 Preliminaries

OBDDs and Functional Operations. OBDDs are a very popular dynamic data structure in areas working with Boolean functions, like circuit verification or model checking.

Definition 1. Let $X_{n}=\left\{x_{1}, \ldots, x_{n}\right\}$ be a set of Boolean variables. A variable ordering $\pi$ on $X_{n}$ is a permutation on $\{1, \ldots, n\}$ leading to the ordered list $x_{\pi(1)}, \ldots, x_{\pi(n)}$ of the variables. $A \pi-\mathrm{OBDD}$ on $X_{n}$ is a directed acyclic graph $G=(V, E)$ whose sinks are labeled by the Boolean constants 0 and 1 and whose non-sink (or decision) nodes are labeled by Boolean variables from $X_{n}$ and have two outgoing edges, one labeled by 0 and the other by 1 . The edges between decision nodes have to respect the variable ordering $\pi$, i.e., if an edge leads from an $x_{i}$-node to an $x_{j}$-node, then $\pi^{-1}(i)<\pi^{-1}(j)$. Each node $v$ represents a Boolean function $f_{v} \in B_{n}$, i.e., $f_{v}:\{0,1\}^{n} \rightarrow\{0,1\}$, defined in the following way. A c-sink, $c \in\{0,1\}$, represents the constant function $c$. If $f_{v_{0}}$ and $f_{v_{1}}$ are the functions represented at the 0- or 1-successor of $v$ respectively and $v$ is labeled by $x_{i}, f_{v}=\overline{x_{i}} f_{v_{0}} \vee x_{i} f_{v_{1}}$ (Shannon's decomposition rule). The size of a $\pi$ OBDD $G$ is equal to the number of its nodes and the $\pi$-OBDD size of a function $f$, denoted by $\pi-\operatorname{OBDD}(f)$, is the size of the minimal $\pi-\mathrm{OBDD}$ representing $f$. The OBDD size of $f$ is the minimum of all $\pi-\operatorname{OBDD}(f)$.

In the following we describe a list of important operations on data structures for Boolean functions (for a detailed discussion and the corresponding time and space requirements for OBDDs see, e.g., Section 3.3 in [29]). Let $f$ and $g$ be Boolean functions in $B_{n}$ on the variable set $X_{n}=\left\{x_{1}, \ldots, x_{n}\right\}$ and let $G_{f}$ and $G_{g}$ be representations for $f$ and $g$, respectively.

- Negation: Given $G_{f}$, compute a representation for the function $\bar{f} \in B_{n}$.
- Replacement by constant: Given $G_{f}$, an index $i \in\{1, \ldots, n\}$, and a Boolean constant $c_{i} \in\{0,1\}$, compute a representation for the subfunction $f_{\mid x_{i}=c_{i}}$.
- Equality test: Given $G_{f}$ and $G_{g}$, decide, whether $f$ and $g$ are equal.
- Satisfiability: Given $G_{f}$, decide, whether $f$ is not the constant function 0 .
- Satisfiability count: Given $G_{f}$, compute $\operatorname{SatCount}(f)=\left|f^{-1}(1)\right|$.
- Synthesis: Given $G_{f}$ and $G_{g}$ and a binary Boolean operation $\otimes \in B_{2}$, compute a representation for the function $h \in B_{n}$ defined as $h:=f \otimes g$.
- Quantification: Given $G_{f}$, an index $i \in\{1, \ldots, n\}$, and a quantifier $Q \in$ $\{\exists, \forall\}$, compute a representation for the function $h \in B_{n}$ defined as $h:=$ $\left(Q x_{i}\right) f$, where $\left(\exists x_{i}\right) f:=f_{\mid x_{i}=0} \vee f_{\mid x_{i}=1}$ and $\left(\forall x_{i}\right) f:=f_{\mid x_{i}=0} \wedge f_{\mid x_{i}=1}$.

In the rest of the paper quantifications over $k$ Boolean variables $\left(Q x_{1}, \ldots, x_{k}\right) f$ are denoted by $(Q x) f$, where $x=\left(x_{1}, \ldots, x_{k}\right)$. Altogether, the negation, replacement by constant, equality test, satisfiability, satisfiability count, and synthesis are functional operations. The quantification over $k$ variables can be realized by $3 k$ functional operations. In order to reverse edges of a graph, argument reordering is another important operation that computes a function $g\left(x^{(1)}, \ldots, x^{(k)}\right)=f\left(x^{(\rho(1))}, \ldots, x^{(\rho(k))}\right)$ where $\rho$ is a permutation on $\{1, \ldots, k\}$ and $x^{(1)}, \ldots, x^{(k)}$ are Boolean vectors of length $n$. Argument reordering can be done by $3(k-1) n$ operations (see, e.g., [8]).

OBDD-Based Graph Representations and Matchings. Let $G=(V, E)$ be a graph with $N$ vertices $v_{0}, \ldots v_{N-1}$ and $|z|:=\sum_{i=0}^{n-1} z_{i} 2^{i}$, where $z=$ $\left(z_{n-1}, \ldots, z_{0}\right) \in\{0,1\}^{n}$. Now, $E$ can be represented by an OBDD for its characteristic function, where $x, y \in\{0,1\}^{n}, n=\lceil\log N\rceil$, and $\chi_{E}(x, y)=1 \Leftrightarrow$ $(|x|,|y|<N)$ and $\left(v_{|x|}, v_{|y|}\right) \in E$. Undirected edges are represented by symmetric directed ones. We do not distinguish between vertices of the graph and their Boolean encoding if the meaning is clear from the context. Furthermore, we assume that $N$ is a power of 2 since it has no bearing on the essence of our results. A graph $G=(V, E)$ is bipartite if $V$ can be partitioned into two disjoint nonempty sets $U$ and $W$, such that for all edges $(u, w) \in E$ it holds $u \in U$ and $w \in W$ or vice versa. A matching in an undirected graph $G=(V, E)$ is a subset $M \subseteq E$ such that no two edges of $M$ are adjacent. A matching $M$ is a maximum matching if its cardinality is maximized over all matchings in $G$. A perfect matching is a matching of cardinality $|V| / 2$. Given a matching $M$ a vertex $v$ is matched if $(v, w) \in M$ for some $w \in V$ and free otherwise. An $M$-augmenting path is a simple path $P=v_{0}, v_{1}, \ldots, v_{\ell}$ such that the endpoints $v_{0}$ and $v_{\ell}$ are free and an edge $\left(v_{i}, v_{i+1}\right)$ is in $M, i \in\{0, \ldots, \ell-1\}$, iff $i$ is odd. The length of a path is the number of edges on the path. Given an $M$-augmenting path $P$ the matching $M$ can be enlarged by deleting from $M$ the edges on $P$ that are from $M$ and adding the remaining edges on $P$. It is well-known and the basis for all augmenting-path-based algorithms for the maximum matching problem that the absence of an augmenting path implies optimality of the current matching [2]. Furthermore, if a matching $M$ has no augmenting path of length $\ell$ or less, then $|M| \geq(1-1 /(\ell+1))\left|M_{\mathrm{opt}}\right|$, where $M_{\mathrm{opt}}$ is a maximum matching. Finally,
we restate a result presented by Hopcroft and Karp [19] which allows us later on to decrease the number of functional operations.
Proposition 1. Let $0<c, c^{\prime}<1$ be constants, $G=(V, E)$ an undirected graph and $M_{\text {opt }}$ a maximum matching in $G$, where $\left|M_{o p t}\right| \geq e^{(1-c) / c^{\prime}}$, and $M$ a matching in $G$, where $0 \leq|M| \leq\left\lfloor\left|M_{o p t}\right|-\left|M_{o p t}\right|^{c} \cdot \log ^{c^{\prime}}\left|M_{o p t}\right|\right\rfloor$. If $P$ is a shortest $M$-augmenting path in $G$, then $|P|<2(|V| / 2)^{1-c} \log ^{-c^{\prime}}(|V| / 2)$.
In the implicit setting the maximum (maximal) bipartite matching problem is the following one. Given an OBDD for the characteristic function of the edge set of an undirected bipartite input graph $G$, the output is an OBDD that represents the characteristic function of a maximum (maximal) matching in $G$.

Important Auxiliary Functions for Implicit Graph Algorithms. In the implicit setting two priority functions have been introduced in order to break ties by choosing the edge (vertex) with the highest rank in a given ordering whenever there is more than one candidate for the choice of an edge (a vertex) [18]. In general, $\Pi_{\prec}(x, y, z)=1$ iff $y \prec_{x} z$, where $\prec_{x}$ is a total order on the vertex set $V$ and $x, y, z$ vertices in $V$. The first function is a very simple one independent of the choice of $x: \Pi_{\prec}^{1}(x, y, z)=1$ iff $|y|<|z|$. The second one is defined as follows: $\Pi_{\prec}^{2}(x, y, z)=1$ iff $\sum_{i=0}^{n-1}\left(x_{i} \oplus y_{i}\right) 2^{i}<\sum_{i=0}^{n-1}\left(x_{i} \oplus z_{i}\right) 2^{i}$.

For the implicit push-relabel-based computation of a maximum bipartite matching we need the following auxiliary functions: $\operatorname{COMP}_{\geq}(x, y)=1$ iff $|x| \geq|y|$, $\operatorname{COMP}_{=}^{*}(x, y)=1 \mathrm{iff}|x|=|y|+1$ and $\operatorname{COMP}_{\leq k}(x)$ is $1 \mathrm{iff}|x| \leq k$ where $k$ is a constant.
Implicit Algorithms for Simpler Graph Problems. The algorithm calculateDistanceInformation (also used in [24]) computes with $\mathcal{O}\left(\log ^{2}|V|\right)$ functional operations a natural number $a$ such that for all vertices $x$ and $y$ there is a path of length at most $2^{a}$ in the input graph and $a$ is minimal. The input of the algorithm findSinglePath (similarly used in [24]) consists of a natural number $l$, an implicitly given input graph $G$, and implicitly defined vertex pairs $(x, y)$ for which the length of a shortest path from $x$ to $y$ in $G$ is $l$. The output is a path of length $l$ between the vertices of one vertex pair and can be computed by $\mathcal{O}\left(\log ^{2}|V|\right)$ functional operations. Now, let $S$ and $T$ be disjoint subsets of $V$. Using $\mathcal{O}\left(\log ^{2}|V|\right)$ functional operations the algorithm findShortestPathEndpoints computes all pairs of vertices $(s, t), s \in S$ and $t \in T$, for which there exists a path of length $\ell$, where $\ell$ is a shortest path between a vertex in $S$ and a vertex in $T$. The length $\ell$ is also part of the output. The algorithm findShortestPathSuccessor determines the edges of all shortest paths from a subset $S$ to another subset $T$ with $S, T \subseteq V$ and needs $\mathcal{O}(\ell \log |V|)$ functional operations, where $\ell$ is the minimum length of a path from a vertex in $S$ to a vertex in $T$. The algorithm findMaximalBipartiteMatching presented in [9] computes a maximal matching with $\mathcal{O}\left(\log ^{4}|V|\right)$ functional operations.

## 3 Implicit Algorithms for Maximum Bipartite Matchings

In the following we describe two maximum matching algorithms for bipartite graphs $G=(V, E)$ with $V=U \dot{\cup} W$. We start with the description of our first
algorithm which is augmenting-path-based. The algorithm findAugmenting Paths computes a maximal set of shortest augmenting paths if the length of such paths is not too large, otherwise only a single one is determined. A set of node-disjoint paths $P$ is said to be maximal if each path starts at a distinct source and terminates at a distinct sink, and there is no path from a source to a sink in the graph induced by the vertices which are not on a path in $P$. The core of the algorithm findAugmentingPaths is the computation of a maximal set of node-disjoint paths from the free vertices in $U$ to the free vertices in $W$. A parallel algorithm for the computation of maximal node-disjoint paths in a graph $G=(V, E)$ from a set of sources to a set of sinks is known that runs in time $\mathcal{O}\left(|V|^{1 / 2} \log ^{3}|V|\right)$ using $\mathcal{O}(|V|+|E|)$ processors for undirected and $B F S(|V|,|E|)$ processors for directed graphs, where $B F S(|V|,|E|)$ is the maximum of $|V|+|E|$ and the number of processors required to find a breadth-first search tree in $\mathcal{O}\left(\log ^{2}|V|\right)$ time [17]. Two approaches are combined, the first one finds node-disjoint paths as many as possible at the same time by maintaining a current set of paths and by extending as many paths as possible in each iteration. The other one finds paths one by one. The idea to obtain a sublinear time algorithm is to balance these two approaches in an appropriate way. By improving the balance factor a logarithmic factor can be saved with the same number of processors in the undirected case and by a factor of $\log ^{1 / 2}|V|$ otherwise [20]. Using similar ideas we obtain the algorithm findMaximalNodeDisjointPaths that uses $\mathcal{O}\left(|V|^{1 / 2} \log ^{3}|V|\right)$ functional operations. Furthermore, the algorithm findAugmentingPaths makes use of the construction of single augmenting paths [24]. In order to keep the number of functional operations as small as possible we apply Proposition 1 and choose $2(|V| / 2)^{1 / 4} / \sqrt{\log (|V| / 2)}$ as the maximum length of shortest augmenting paths for balancing the two approaches. In the following $F(x)$ denotes the set of free vertices in $V$ w.r.t. the current matching.

```
algorithm findAugmentingPaths \(\left(\chi_{U}(x), \chi_{W}(x), \chi_{E}(x, y), F(x)\right)\)
    \(a \leftarrow\) calculateDistanceInformation \(\left(\chi_{E}(x, y)\right)\)
    \(S(x) \leftarrow F(x) \wedge \chi_{U}(x) ; T(x) \leftarrow F(x) \wedge \chi_{W}(x)\)
    \((\operatorname{SPE}(x, y), l) \leftarrow\) findShortestPathEndpoints \(\left(\chi_{E}(x, y), S(x), T(x), a\right)\)
    \(\triangleright\) If no \(M\)-augmenting path exists: STOP.
    if \(\operatorname{SPE}(x, y)=0\) then return 0
    \(\triangleright\) If the length of a shortest \(M\)-augmenting path is at most
    \(2(|V| / 2)^{1 / 4} / \sqrt{\log (|V| / 2)}\) a maximal set of shortest \(M\)-augmenting
    paths is computed.
    else if \(l \leq 2(|V| / 2)^{1 / 4} / \sqrt{\log (|V| / 2)}\) then
        \(S^{\prime}(x) \leftarrow(\exists y)(\operatorname{SPE}(x, y)) ; T^{\prime}(x) \leftarrow(\exists y)(\operatorname{SPE}(y, x))\)
        \(\operatorname{SPS}(x, y) \leftarrow\) findShortestPathSuccessor \(\left(\chi_{E}(x, y), S^{\prime}(x), T^{\prime}(x)\right)\)
        return findMaximalNodeDisjointPaths ( \(\chi_{V}(x), \operatorname{SPS}(x, y), S^{\prime}(x), T^{\prime}(x)\) )
    \(\triangleright\) Otherwise a single shortest \(M\)-augmenting path is computed.
    else return findSinglePath \(\left(\chi_{E}(x, y), \operatorname{SPE}(x, y), l\right)\)
```

If the length of a shortest augmenting path is below the threshold the algorithm findAugmentingPaths needs $\mathcal{O}\left(|V|^{1 / 2} \log ^{3}|V|\right)$ functional operations because findMaximalNodeDisjointPaths is dominating. Otherwise the algorithm
findSinglePath is executed by $\mathcal{O}\left(\log ^{2}|V|\right)$ operations and there are $\mathcal{O}\left(\log ^{2}|V|\right)$ further operations in the other steps. It is well-known that the length of shortest augmenting paths increases if a maximal set of shortest augmenting paths is processed at once [19]. Therefore, our algorithm works in two phases. Stage 1 consists of $\mathcal{O}\left(|V|^{1 / 4} \log ^{-1 / 2}|V|\right)$ iterations using $\mathcal{O}\left(|V|^{1 / 2} \log ^{3}|V|\right)$ operations each. If the length of a shortest augmenting path is at least as large as our threshold, using Proposition $\square$ we can conclude that there are only $\mathcal{O}\left(|V|^{3 / 4} \log ^{1 / 2}|V|\right)$ iterations in stage 2 using $\mathcal{O}\left(\log ^{2}|V|\right)$ operations each. Assuming the output of findAugmentingPaths is valid, findMaximumBipartiteMatching computes a maximum matching because of the correctness of the explicit algorithm.

```
algorithm findMaximumBipartiteMatching \(\left(\chi_{U}(x), \chi_{W}(x), \chi_{E}(x, y)\right)\)
    \(\triangleright\) Initialize.
    \(M(x, y) \leftarrow 0 ; \chi_{E^{\prime}}(x, y) \leftarrow \chi_{E}(x, y) \wedge \chi_{U}(x) ; F(x) \leftarrow 1\)
    repeat
            \(\triangleright\) Compute shortest \(M\)-augmenting paths.
            \(P(x, y) \leftarrow\) findAugmentingPaths \(\left(\chi_{U}(x), \chi_{W}(x), \chi_{E^{\prime}}(x, y), F(x)\right)\)
            \(\triangleright\) Extend the current matching by the \(M\)-augmenting paths.
            \(\chi_{E^{\prime}}(x, y) \leftarrow\left(\chi_{E^{\prime}}(x, y) \wedge \overline{P(x, y)}\right) \vee P(y, x)\)
            \(M(x, y) \leftarrow(M(x, y) \wedge \overline{P(x, y)}) \vee\left(P(y, x) \wedge \chi_{U}(y)\right)\)
            \(\triangleright\) Determine the new free vertices.
            \(F(x) \leftarrow \overline{(\exists y)(M(x, y) \vee M(y, x))}\)
    until \(P(x, y)=0\)
    return \(M(x, y) \vee M(y, x)\)
```

Theorem 1. The algorithm findMaximumBipartiteMatching computes a maximum matching in an implicitly defined bipartite graph $G=(V, E)$ using $\mathcal{O}\left(|V|^{3 / 4} \log ^{5 / 2}|V|\right)$ functional operations.
Due to the lack of space, we assume some familiarity with push-relabel-related algorithms (see, e.g., [1] for more details). Our implicit push-relabel-based algorithm computes an approximation of the maximum matching and then determines augmenting paths one at a time to find a maximum matching. Using ideas from the parallel setting [1728 ApproximateBipartiteMatching computes a matching that has nearly maximum cardinality. In this algorithm at each time for every vertex $x$ in $V$, there exists exactly one input $d(x):=d, 0 \leq|d|<|V|$, for which $D(x, d) \neq 0$. As an invariant, in each iteration the value $d(x)$ is a lower bound on the length of the shortest alternating path to a free vertex in $W$ w.r.t. the current matching. Intuitively, after the last iteration there exists at most $l$ free vertices $x$ with $d(x) \leq k$ for some parameters $k$ and $l$. Therefore, there are at most $l$ augmenting paths of length at most $k$ and at most $\left|M_{o p t}\right| / k$ augmenting paths of length at least $k$ concluding that we compute a matching with size at least $\left|M_{o p t}\right|-l-\left|M_{o p t}\right| / k$.

Lemma 1. ApproximateBipartiteMatching computes a matching of size at least $\left|M_{\text {opt }}\right|-\left|M_{\text {opt }}\right| /(\lceil(k-1) / 2\rceil)-\ell$ with $\mathcal{O}\left(\left(\left|M_{o p t}\right| k / \ell+k\right) \log ^{4}|V|\right)$ functional operations, where $M_{\text {opt }}$ is a maximum bipartite matching in the input graph $G=(V, E), k$ the distance and $\ell$ the activity parameter of the algorithm.

```
algorithm ApproximateBipartiteMatching \(\left(\chi_{U}(x), \chi_{W}(x), \chi_{E}(x, y), k, \ell\right)\)
    \(M(x, y) \leftarrow 0 ; D(x, d) \leftarrow\left(\left(\chi_{W}(x) \wedge|d|=0\right) \vee\left(\chi_{U}(x) \wedge|d|=1\right)\right) ;\) new \(\leftarrow 0\)
    repeat
3:
4: \(\quad\) Compute the set of admissible edges \((u, v)\) where \(u \in U\) is free. \(\chi_{E^{\prime}}(x, y) \leftarrow \chi_{E}(x, y) \wedge U^{\prime}(x) \wedge\left(\exists d, d^{\prime}\right)\left(D(x, d) \wedge D\left(y, d^{\prime}\right) \wedge \operatorname{COMP}_{=}^{*}\left(d, d^{\prime}\right)\right)\)
5: \(\quad\) Determine the vertices for which the label is at most \(k\). \(D_{\leq k}(x, d) \leftarrow D(x, d) \wedge \operatorname{COMP}_{\leq k}(d)\)
\(\triangleright\) Compute a maximal matching \(M^{\prime}\) in the admissible graph. \(M^{\prime}(x, y) \leftarrow\) findMaximalBipartiteMatching \(\left(\chi_{E^{\prime}}(x, y)\right)\)
\(\triangleright\) Delete all edges in \(M\) incident to a vertex matched in \(M^{\prime}\) and add the edges in \(M^{\prime}\) to the current matching. \(M(x, y) \leftarrow\left(M(x, y) \wedge(\forall z)\left(\overline{M^{\prime}(x, z)} \wedge \overline{M^{\prime}(z, y)}\right)\right) \vee M^{\prime}(x, y)\) \(M(x, y) \leftarrow M(x, y) \vee M(y, x)\)
8: \(\quad \triangleright \operatorname{If}(u, w) \in M\) and \(w \in W, d(w)\) is changed to \(d(u)+1\). \(D^{\prime}(x, d) \leftarrow \chi_{W}(x) \wedge\left(\exists y, d^{\prime}\right)\left(M(x, y) \wedge D\left(y, d^{\prime}\right) \wedge \operatorname{COMP}^{*}=\left(d, d^{\prime}\right)\right.\) \(D(x, d) \leftarrow D^{\prime}(x, d) \vee\left(D(x, d) \wedge\left(\forall d^{\prime}\right)\left(\overline{D^{\prime}\left(x, d^{\prime}\right)}\right)\right.\)
9: \(\triangleright\) For each \(u \in U^{\prime}\) the label is changed to \(\min \{d(w)+1 \mid(u, w) \in E\) and \((u, w) \notin M\}\). \(H(x, y, d) \leftarrow U^{\prime}(x) \wedge \chi_{E}(x, y) \wedge \overline{M(x, y)} \wedge D(y, d)\) \(D(x, d) \leftarrow\left(D(x, d) \wedge \chi_{W}(x)\right) \vee\left(\exists y, d^{\prime}\right)\left(H\left(x, y, d^{\prime}\right) \wedge \operatorname{COMP}_{=}^{*}\left(d, d^{\prime}\right) \wedge\right.\) \(\left.\left(\forall y^{\prime}, d^{\prime \prime}\right)\left(\overline{H\left(x, y^{\prime}, d^{\prime \prime}\right)} \vee \operatorname{COMP}_{\geq}\left(d^{\prime \prime}, d^{\prime}\right)\right)\right)\) \(\triangleright\) Compute the number of vertices with a label of at most \(k\) at the beginning of the iteration for which the label has been changed. \(n e w \leftarrow \operatorname{SatCount}\left(D_{\leq k}(x, d) \wedge \overline{D(x, d)}\right)\)
until new \(<\ell\)
return \(M(x, y)\)
```

algorithm MaximumBipartiteMatching $\left(\chi_{U}(x), \chi_{W}(x), \chi_{E}(x, y)\right)$
1: $\triangleright$ Compute a bound on the size of a maximum matching and initialize the distance and the activity parameter.
$M^{\prime}(x, y) \leftarrow$ findMaximalBipartiteMatching $\left(\chi_{E}(x, y)\right)$
$m \leftarrow(1 / 2) \cdot \operatorname{SatCount}\left(M^{\prime}(x, y)\right) ; k \leftarrow m^{1 / 3} \log ^{-0.675}|V| ; \ell \leftarrow m^{2 / 3} \log ^{-1.375}|V|$
2: $M(x, y) \leftarrow$ ApproximateBipartiteMatching $\left(\chi_{U}(x), \chi_{W}(x), \chi_{E}(x, y), k, \ell\right)$
$\triangleright$ The edges are oriented according to the current matching $M$.
$M(x, y) \leftarrow M(x, y) \wedge \chi_{W}(x)$
$\chi_{E^{\prime}}(x, y) \leftarrow\left(\chi_{E}(x, y) \wedge \chi_{U}(x) \wedge \overline{M(y, x)}\right) \vee\left(\chi_{E}(x, y) \wedge M(x, y)\right)$
repeat
$\triangleright$ Determine the new free vertices.
$F(x) \leftarrow(\forall y)(\overline{M(x, y) \vee M(y, x)})$
6: $\triangleright$ Extend the current matching by $M$-augmenting paths one by one.
$a \leftarrow$ calculateDistanceInformation $\left(\chi_{E^{\prime}}(x, y)\right.$ )
$S(x) \leftarrow F(x) \wedge \chi_{U}(x) ; T(x) \leftarrow F(x) \wedge \chi_{W}(x)$
$(\operatorname{SPE}(x, y), l) \leftarrow$ findShortestPathEndpoints $\left(\chi_{E^{\prime}}(x, y), S(x), T(x), a\right)$
$P(x, y) \leftarrow$ findSinglePath $\left(\chi_{E^{\prime}}(x, y), \operatorname{SPE}(x, y), l\right)$
$\chi_{E^{\prime}}(x, y) \leftarrow\left(\chi_{E^{\prime}}(x, y) \wedge \overline{P(x, y)}\right) \vee P(y, x)$
$M(x, y) \leftarrow(M(x, y) \wedge \overline{P(x, y)}) \vee\left(P(y, x) \wedge \chi_{U}(y)\right)$
: until $P(x, y)=0$
return $M(x, y) \vee M(y, x)$

Similarly as described in [28], an approximation of a maximum bipartite matching $M_{o p t}$ of size $\left|M_{o p t}\right|-\left|M_{o p t}\right| / a$ can be computed by the algorithm ApproximateBipartiteMatching using $\mathcal{O}\left(a^{2} \log ^{4}|V|\right)$ functional operations, i.e., the number is polylogarithmic in $|V|$ if $a=\mathcal{O}\left(\log ^{k}|V|\right)$ for some constant $k$. By computing a maximal bipartite matching a lower bound $m$ on the cardinality of a maximum bipartite matching has been achieved. Choosing the distance parameter $k=4 a+1$ and the activity parameter $\ell=m /(2 a)$ we are done.
Theorem 2. The algorithm MaximumBipartiteMatching computes a maximum bipartite matching with $\mathcal{O}\left(\left|M_{o p t}\right|^{2 / 3} \log ^{3.375}|V|\right)$ functional operations, where $M_{\text {opt }}$ is a maximum bipartite matching in $G=(V, E)$.

Experimental Evaluation. Since the number of functional operations is only a rough measure of the running time, we investigate empirically the practical performance of the implicit augmenting-path-based (AP) and the implicit pushrelabel based (PR) algorithm. Furthermore, we compare them empirically with an explicit implementation of the well-known Hopcroft-Karp algorithm [19], in the following HK for short. Due to the missing structure, the OBDD size of a random function is with high probability exponential in the number of variables (see, e.g., [29]). Consequently, the implicit algorithms are unlikely to have a good performance on randomly generated bipartite input graphs. Therefore, we focused on more structured input graphs: grid graphs, rope graphs, and a range of real-world instances. Initial experiments showed that the running time of both implicit algorithms using the second priority function $\Pi_{\prec}^{2}$ is significantly faster than the running time of the algorithms with the function $\Pi_{\prec}^{1}$. One reason could be that the function $\Pi_{\prec}^{2}$ leads to a better spreading of neighboring vertices and is in some sense nearer to a random choice which produce better results. As a consequence, we only present the results w.r.t. the priority function $\Pi_{\prec}^{2}$.
Experimental setup. We implemented all algorithms in C ++ using the OBDD package CUDD 2.4.2 by Somenz 1 for AP and PR and LEDA 2.3 graph libraries for HK. The experiments were performed on a computer with a 3 GHz Intel Core Duo processor and 2 GB main memory running Ubuntu 11.04. The sources were compiled with $g++4.5 .2$ and optimization flag O3. The running time was measured by used processor time in seconds. In order to be independent of the used computer system the space usage of AP and PR is given by the maximum OBDD size which came up during the computation. For our results we took the mean value over 50 experiments on graphs with the same number of vertices. Only the graphs belonging to the rope class were generated randomly. Due to the small variance of these values, we only show the mean value in the diagrams.
Input graphs. A grid graph consists of $N^{2}$ vertices where each vertex represents one possible point on the grid $\{0, \ldots, N-1\} \times\{0, \ldots, N-1\}$ and two vertices are connected iff the distance of the corresponding points is 1 . The graph class rope was introduced by Cherkassky et al. [12]. Vertices are partitioned into a sequence of blocks with a fixed size $d$ and the blocks are connected alternately by a perfect

[^51]matching and a random bipartite graph with average degree $d-1$ beginning and ending with a perfect matching. In order to study maximum flow algorithms empirically on unbalanced bipartite graphs Negruseri et al. investigated realworld instances which came up from an advertisement application within Google [23]. Our aim was to analyze the running time of the implicit algorithms on very structured graphs as grid graphs, which were already used in the investigation of maximum flow algorithms in 0-1 networks and of topological sorting [2430],


Fig. 1. Experimental results of the implicit augmenting-path-based matching algorithm (AP), the implicit push-relabel-based algorithm (PR), and HK on grid graphs
on structured but partially random graphs as rope graphs, and on graphs which originate from a real application.
Results. The experiments show that both implicit algorithms perform nearly identically and are very fast and space efficient on grid graphs (see Fig. [1]. They outperform HK w.r.t. the running time with more than one million vertices. The space requirement of the implicit algorithms is significantly smaller on every grid graph. The memory limit of 2 GB is exceeded by HK on graphs with more than eight million vertices while AP and PR use only few megabytes memory even on grid graphs with more than a billion vertices. Grid graphs demonstrate the potential of implicit matching algorithms but are very simple graphs. On graphs


Fig. 2. Experimental results of the implicit augmenting-path-based matching algorithm (AP), the implicit push-relabel-based algorithm (PR), and HK on rope graphs
from the class rope AP outperform both PR and HK (see Fig. (2). The space requirement of AP and PR correspond to the running time of each algorithm. The fast algorithm deals with small OBDDs and in the case of the slower algorithm the size of the OBDDs is large. Our experiments on real-world graphs indicate that PR can not be used for practical instances. Even on small input graphs we were not able to execute PR because of our memory limitation. HK yields better running times but the running times of AP are competitive (see Fig. (3) and we were able to observe that the real space usage is slightly better than in the explicit case. Summarizing, our implicit augmenting-path-based matching algorithm performs very well on more complex but sufficiently structured graphs.


Fig. 3. Experimental results of the implicit augmenting-path-based matching algorithm (AP) and HK on real-world instances

Currently we have no way of telling whether our real-world instances are specially structured or not. Though HK computes faster than AP on real world instances, the gap between both algorithms is not so large as to rule out the possibility of using the latter algorithm for sufficiently structured practical problems.

## Concluding Remarks

Our experiments indicate that especially the augmenting-path-based approach performs much better than in the worst case on practical problem instances and could be helpful to handle very large structured graphs in reasonable time and space. Many practical implementations usually start with a heuristic computation of a matching and continue by improving the current solution as long as possible, one direction of future work is to investigate whether our implicit algorithms could benefit from initialization heuristics. The maximal number of Boolean variables on which a function depends dominates the worst case bounds for the running time and the space usage. The maximal matching algorithm used in our experiments uses only a polylogarithmic number of functional operations but works on $6 n$ Boolean variables [9]. It may be worthwhile to investigate the influence of the implicit maximal matching algorithm on the running time of our maximum bipartite matching algorithms by choosing alternative heuristics.
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#### Abstract

In this paper, the selfish caching problem in multi-hop cellular networks (MCNs) is formulated as a non-cooperative game: data caching game. Towards balancing the tradeoffs between data availability and query delay in MCNs, an incentive mechanism based upon a payment model is set up for data caching game. The data caching game is proved to be a potential game. Thus, for the game, pure Nash equilibra can be obtained and the best response dynamics converge to a pure Nash equilibrium. Moreover, by properly setting the payoff distribution rule, caching proxies have incentive to or not to cache the same data to some extent. Thereby, the performance of data availability and query delay can be tuned in an adjustable-way, which results in a desirable service performance that service provider intends to achieve.
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## 1 Introduction

In recent years, multi-hop cellular networks (MCNs) which unified cellular and Ad-Hoc Network for providing higher performance service have received increasing attention [1][2]. Generally, a MCN is composed of two components: (1) the infrastructure component: the part that direct link between the BS and mobile node, (2) the ad hoc component: the part that delivers the data from the proxies to the query node. Since the 3 G radio resources are limited, it is more economical that some proxies are provided incentives to cache the data items while query nodes access these items from proxies via the ad hoc link. Thereby, the load of cellular network can be reduced while improving the wireless data access latency.

Up to now, Several architectures of MCNs that unified the cellular and Ad-Hoc Network have been proposed. Caching techniques have been widely used in these architectures to provide higher data rate service, enlarging network coverage and balancing traffic load [3][4]. Most of these approaches address the issue that how to design effective scheme of replica allocation or caching placement to minimize total data cost and improve data availability in ad hoc network. Zhang et al.[8]
firstly proposed the problem of balancing the tradeoffs between data availability and query delay in MANETs. Several schemes were proposed to balance the tradeoffs between data availability and query delay under different system settings and requirements. However, these approaches assume nodes cooperate with each other. Sharing and coordination of cached data among multiple nodes can be allowed to improve the system performance. Thus, they cannot be applied to the MCNs scenario where each node is selfish and cooperation among nodes cannot be taken for granted.

The problem of how to stimulate cooperation among selfish nodes in a multihop cellular networks has received significant attention recently. In [6], distributed data replication in networks of selfish nodes was modeled as a non-cooperative game. The price of anarchy (POA) in different underlying network topologies was investigated. However, this work does not consider storage capacity limits on the nodes. In [5] Goemans et al. proposed market sharing games to analyze content distribution on ad hoc wireless network. They studied the performance of Nash equilibrium in terms of a social optimum and proved that the POA of market sharing games can be upper bounded by a factor of 2 . In [8], the authors studied the caching problem in ad hoc network under a flash-crowd scenario. The caching problem was casted as an anti-coordination game and efficient caching strategies for nodes were derived.

Although the existing research work achieved some success on analyzing and enhancing the performance of data services of cooperative or noncooperative environments, some basic questions still remain unanswered. There are two important measure metrics with respect to the performance of data services in MCNs: data availability (DA) and query delay (QD) [8]. The DA measures how much query rates can be satisfied by a part of ad hoc network in MCNs. Meanwhile, QD is defined as the minimized number of hops from a query node $i$ to proxy source $j$. Obviously, it is desired for service provider to provide high rate of DA and reduce the QD as well. Generally speaking, caching can be used to achieve this goal. However, the situation that caching can be used to both improving DA and reducing QD bases on an assumption that there are plenty of storage space in proxy nodes. Unfortunately, proxy nodes are also mobile nodes and only have limited storage space, bandwidth and power, and hence it is impossible for one proxy node caches all requests. Therefore, Therefore, it is necessary to balance the tradeoffs between DA and QD.

Moreover, since mobile nodes typically do not belong to the same authority and may not pursue common goals, consequently, fully cooperative behaviors, such as unconditionally caching and forwarding of data, cannot be guaranteed. The selfishness of nodes increases the complexity of the problem. Thus, how to design an incentive mechanism of caching for selfish proxy nodes so that the tradeoffs between DA and QD can be well balanced? This is an important problem need to be addressed for successfully deploying MCNs.

Motivated by the preceding, in this paper, the selfish caching problem in MCNs is formulated as a non-cooperative game, namely, data caching game (DCG). Towards the problem of balancing the tradeoffs between DA and QD
in MCNs, an incentive mechanism based upon a payment model is carefully set up. By constructing a global potential function, DCG built upon the payments model is proved to be a class of potential game [9]. Thus, DCG possesses some particularly desirable properties. For example, a pure-strategy Nash equilibrium (NE) always exists and the best response dynamics converge to a pure NE. Furthermore, a tuning factor was incorporated into the caching payment model. By adjusting the factor, proxy nodes have incentive to or not to cache the same data to some extent. Thereby, the performance of DA and QD can be tuned based on the factor in a dynamical way, which finally results in a desirable performance of data service that service provider intends to achieve.

The rest of our paper is organized as follows. In section 2, we formulate the problem of selfish caching in MCNs as a noncooperative game. In section 3, towards balancing the tradeoffs between data availability and query delay, a payment model with an incentive factor of sharing caching is carefully set up. In section 4, we prove that DCG is a class of potential game. In section 5, we evaluate the proposed schemes through simulations. Finally, we conclude the paper in Section 6.

## 2 Problem Formulations

In MCN-type networks, such as UCAN [2], a mobile node has both 3G cellular link and IEEE802.11-based ad hoc links. The 3G base station forwards data for destination nodes with poor channel quality to proxy nodes with better channel quality. The proxy nodes then forward the data to appropriate destinations through ad hoc network, thereby the data throughout are improved. In addition, since the 3 G radio resources are limited, it is ineffective to repeatedly transmit large quantities of data from base station to query nodes. It is more economical that some mobile nodes (proxies) are provided payoff incentives to cache the popular data items while other nodes access these data items from proxies via the ad hoc network. Thereby, the load of cellular network can be reduced while improving the wireless data access latency.

We assume that there is a total set of data items $D=\left\{d_{1}, d_{2}, \ldots, d_{n}\right\},|D|=n$. Each data item $d_{k}$ occupies $c_{k}$ size of storage space. The data access pattern of nodes is based on Zipf distribution. In the Zipf distribution, the access probability of the $k^{t h}(1 \leq k \leq n)$ data item is satisfied as: $q_{k}=1 / k^{\theta}$ where $(0 \leq \theta \leq 1)$.

All nodes are categorized into two groups: proxy nodes and query nodes. Query nodes, denoted by $Q N=\left\{q n_{1}, q n_{2}, \ldots, q n_{m}\right\},|Q N|=m$, issue requests to access data items. The proxy nodes, denoted by $P N=\left\{p n_{1}, p n_{2}, \ldots, p n_{l}\right\},|P N|=l$, are given incentive to cache requesting data items and get rewards from service provider when they satisfied the queries of query nodes. Each proxy node $p n_{i}$ allocates $B_{i}$ size of storage space for caching data items. Since the caching space of a proxy node is limited, a feasible caching data set of proxy node $p n_{i}$ is a set $C D_{i} \subseteq D$ which satisfies $\sum_{d_{k} \in C D_{i}} c_{k} \leq B_{i}$.

There are two performance metrics wanted to be optimized: (1) data availability (DA), (2) query delay (QD). For service providers, it is desirable to provide high rate of DA and reduce the QD as well. Generally speaking, data caching
can be used to achieve this goal. To be specific, by caching data at mobile nodes in ad hoc networks, DA can be improved since there are multiple replicas of data items cached in ad hoc networks and the probability for a query node receiving a copy of data is high. At the same time, caching also reduce QD because a query node possibly get the request from nearby caching nodes.

However, the situation that caching can be used to both improving DA and reducing QD bases on an assumption that there are plenty of storage space in proxy nodes. Unfortunately, proxy nodes are also mobile nodes and only have limited storage space, and hence it is impossible for one proxy node caches all requests. Therefore, it is necessary to balance the tradeoffs between DA and QD. Specifically, caching most data locally can reduce the QD, but it will also reduce DA since many proxy nodes may cache the same data locally, while some data are not cached by anyone. To increase the DA, proxy nodes should not cache the same data that other proxy nodes already cache. However, this may increase the QD since some nodes may not be able to be satisfied its request locally.

Moreover, in a real application scenario, since the proxy nodes often belong to different authorities, they have no incentive to cooperate with each other and may act selfishly to maximize their own caching payoff. Therefore, game theory [11] is a proper and flexible tool to analyze the interactions among selfish users is an excellent tool to model the selfish caching scenario in MCNs and can be used in designing efficient caching control schemes.

In this paper, the selfish caching scenario is formulated as the data caching game (DCG). A DCG is a tuple $\left\langle P N,\left(A_{i}\right)_{p n_{i} \in P N},\left(u_{i}\right)_{p n_{i} \in P N}\right\rangle$ where (1)(player set) $P N=\left\{p n_{1}, \ldots, p n_{l}\right\}$ is a finite set of players. Each player is a selfish proxy node. (2)(strategies space) in a DCG, a feasible caching data set $C D_{i}$ is defined as a pure strategy (action) $a_{i} \in A_{i}$ of $p n_{i} . A_{i}$ is a finite set of caching strategies (actions) of player $i$. Each vector $\boldsymbol{a}=\left(a_{1}, \ldots, a_{l}\right) \in A_{1} \times \ldots \times A_{l}$ is called a purestrategy caching profile. A pure-strategy profile is often denoted by $\boldsymbol{a}=\left(a_{i}, \boldsymbol{a}_{-i}\right)$, where $a_{i}$ is a strategy of player $i$ and $\boldsymbol{a}_{-i}$ is the strategy vector of other $l-1$ players. (3)(payoff function) $u_{i}(\boldsymbol{a}): \boldsymbol{a} \mapsto \Re$ is a payoff function for $p n_{i}$ which measures the revenues that $p n_{i}$ receives from service provider at a profile $\boldsymbol{a}$.

The main objective of service provider is to be provided with a caching payment schemes. Thereby, the DA and QD performance can be tuned in an adjustable way according to the requirements of different non-cooperative settings. To this end, in this paper, an system-wide solution to selfish caching problem is implemented by using a game-based approach.

## 3 The Design of Caching Payment Mechanism

In a DCG with selfish proxy nodes, each proxy only aims to maximize his own payoff by choosing an optimal strategy. Therefore, by carefully setting up the caching payment mechanism of the DCG, each proxy has an incentive to behave as the system designer intends, which results in a desired outcome.

Generally, the problem of selfish data caching can be considered as the following resource allocation problems: there exists a set of proxies $P N$ and a finite set of data items $D$ that are to be shared by the proxies. Each proxy $p n_{i}$ is assigned
an action set $a_{i} \in 2^{D}$ under the constraint of its storage space $B_{i}$. Therefore, a proxy may have the option of selecting multiple data items. The payoff each proxy received is defined as some fraction of the payoff garnered at each data item the proxy is caching. The payoff garnered at a particular item depends both on the number of proxy nodes which cache the same data item and the query rate of the item. More formally, let $\boldsymbol{a}=\left(a_{1}, \ldots, a_{l}\right)$ be a caching profile, the payoff function of $p n_{i}$ for the caching set $a_{i}$ is a separable payoff functions and defined as follows:

$$
\begin{equation*}
u_{i}\left(a_{i}, \boldsymbol{a}_{-i}\right)=\sum_{d_{k} \in a_{i}} \varphi_{k}\left(q_{k}, n_{\boldsymbol{a}}^{k}\right) \tag{1}
\end{equation*}
$$

where $q_{k}$ is the query rate for $d_{k} \in a_{i}$ and the number of proxy nodes which cache the item $d_{k}$ is denoted by $n_{\boldsymbol{a}}^{k} . \varphi_{k}\left(q_{k}, n_{\boldsymbol{a}}^{k}\right)$ is referred to as the payoff distribution rule at item $d_{k}$.

In general, the payoff distribution rule should satisfies the properties: (1)(Nonnegative). $\forall d_{k} \in D, \varphi_{k}\left(q_{k}, n_{\boldsymbol{a}}^{k}\right) \geq 0$ for any proxy $p n_{i}$. (2)(Increasing with query rate). $\forall d_{k}, d_{k^{\prime}} \in D, \quad\left(q_{k^{\prime}} \geq q_{k}\right) \wedge\left(n_{\boldsymbol{a}}^{k^{\prime}}=n_{\boldsymbol{a}}^{\boldsymbol{k}}\right) \Rightarrow \varphi_{k^{\prime}}\left(q_{k^{\prime}}, n_{\boldsymbol{a}}^{k^{\prime}}\right) \geq \varphi_{k}\left(q_{k}, n_{\boldsymbol{a}}^{\boldsymbol{k}}\right)$. For any proxy $p n_{i}, p n_{i}$ receives more payoff for caching a data item with higher query rate than a data item with lower query rate. (3)(Decreasing with sharing caching $) . \forall d_{k}, d_{k^{\prime}} \in D, \quad\left(q_{k^{\prime}}=q_{k}\right) \wedge\left(n_{\boldsymbol{a}}^{k^{\prime}} \geq n_{\boldsymbol{a}}^{k}\right) \Rightarrow \varphi_{k^{\prime}}\left(q_{k^{\prime}}, n_{\boldsymbol{a}}^{k^{\prime}}\right) \leq \varphi_{k}\left(q_{k}, n_{\boldsymbol{a}}^{k}\right)$. For any proxy $p n_{i}$, if $n_{\boldsymbol{a}}^{k^{\prime}} \geq n_{\boldsymbol{a}}^{\boldsymbol{k}}, p n_{i}$ receives more payoff for caching a data item with $n_{\boldsymbol{a}}^{k}$ than a data item with $n_{\boldsymbol{a}}^{k^{\prime}}$.

Intuitively, if all nodes cache the similar data set, overall QD can be reduced, since the query node can get its requests from nearby proxy node. However, due to the limited storage space, it also lead to reduce the DA, since some data are cached by proxy nodes, while some data are not cached by any nodes. On the other hand, to increase the DA, proxy nodes should not cache the same data that other proxy nodes have already cached. Obviously, this leads to increase the QD since query nodes may not be able to access data locally.

In this paper, in order to control caching behavior of proxy nodes so as to balance the tradeoffs between DA and QD, a tuning factor $\lambda$, which is called the incentive factor of cache sharing, was incorporated into the payoff distribution rule. By adjusting the factor, proxy nodes have incentive to or not to cache the same data items to some extent. Thereby, the performance of DA and QD can be tuned based on the tuning factor in a dynamical way, which result in a desirable data service performance that service provider intends. Specifically, the payoff function is defined as follows:

$$
u_{i}(\boldsymbol{a}, \lambda)= \begin{cases}0, & n_{\boldsymbol{a}}^{k}=0  \tag{2}\\ \sum_{d_{k} \in a_{i}} \varphi_{k}\left(q_{k}, n_{\boldsymbol{a}}^{k}, \lambda\right), & n_{\boldsymbol{a}}^{k}>0\end{cases}
$$

where $\varphi_{k}\left(q_{k}, n_{\boldsymbol{a}}^{k}, \lambda\right)$ is payoff distribution rule for data item $d_{k}$ and defined as follows:

$$
\begin{equation*}
\varphi_{k}\left(q_{k}, n_{a}^{k}, \lambda\right)=q_{k}\left(\frac{n_{a}^{k}}{n_{a}^{k}+\lambda}-\frac{n_{a}^{k}-1}{\left(n_{a}^{k}-1\right)+\lambda}\right) \tag{3}
\end{equation*}
$$

We note that two facts about the above payoff function: first, it is easy to verify that the payoff function satisfies the basic properties for a caching payments mechanism, thus, it is a feasible payoff function. Second, service provider can adjust $\lambda$ factor to balance the tradeoff between DA and QD. The fact is based on the observations to the function : $\varphi(n, \lambda)=\frac{n}{n+\lambda}-\frac{n-1}{(n-1)+\lambda}, \quad(n=0,1,2 \ldots)$. As we can see from figure 1 , when $\lambda$ is set as a small number, such as 1 , as $n$ increases, the function decreases fast. This means if a data is cached by more than one nodes, each node then get less from the data item. Thereby, proxy nodes have incentive to cache the data items that not cached by other nodes. In contrast, service provider set the $\lambda$ as a larger number, such as 10 , it incentive nodes to cache same data items with high rate.


Fig. 1. Payoff distribution function with the incentive factor of sharing caching

## 4 Data Caching Game

Classical game theory provides predictions of the behavior of selfish players in the form of a Nash equilibrium. A Nash equilibrium, as a core solution to a game, is a strategic profile where no node can increase its payoff by deviating the profile unilaterally. If such a profile does exist, no caching node will move from the profile by making a change on its caching data items. This will lead to a stable profile and this profile is a reasonable output of a DCG. In the follows, a pure-strategy Nash equilibrium is defined based on so called best response of players.

Definition 1. A best response for player $i$ to the pure-strategy profile $\boldsymbol{a}_{-i}$ is a pure strategy $a_{i}^{*} \in A_{i}$ such that $u_{i}\left(a_{i}^{*}, \boldsymbol{a}_{-i}\right) \geq u_{i}\left(a_{i}, \boldsymbol{a}_{-i}\right)$ for all strategies $a_{i} \in A_{i}$.

Definition 2. A pure-strategy profile $\boldsymbol{a}=\left(a_{1}, \ldots, a_{l}\right)$ is a pure-strategy Nash equilibrium if, $\forall p n_{i} \in P N, a_{i}$ is a best response to $\boldsymbol{a}_{-i}$

With respect to the existence of Nash equilibria, Nash [10] proved that every game with a countable number of players and strategy set has a mixed strategy

Nash equilibrium. However, in general, mixed Nash equilibrium only imply stable probability distributions over profiles, not the fixed play of a particular joint action profile. This type of uncertainty is unacceptable in many applications, such as our selfish caching scenario. Instead, we focus on the game with pure Nash equilibria. However, pure Nash equilibria does not exists in every game.

Moreover, in a real application scenario, a proxy node receives some payoff for satisfying the requests from query nodes. Generally, the payoff of each data item for each proxy node is a function of the number of cache requests it services. This in turn depends on the number of proxy nodes which cache the same data item. Hence, starting with a random caching strategy profile, each proxy node then updates caching data items in response to the items cached by others. In every step, if a node is not best-responding, it will switch its caching strategy to a better response. This leads to a so called best-response dynamics. The dynamics terminate when a Nash equilibrium is achieved. Thus, we need to answer another question: whether the caching dynamics converges to a Nash equilibrium in a DCG?

Potential games are a subclass of noncooperative games. They are characterized as those games that admit a potential function, which is a real-valued function on the action profile space. In a potential game, the change in a unilaterally deviating player's utility is matched by the change in the potential function. Since the potential game possesses many desirable properties, such as the existence of pure Nash equilibria and the convergence of the best response dynamics to a pure Nash equilibrium, recently, potential game has been used to address many engineering problem [12][13].

In the follows, by constructing a global potential function, the data caching game with payoff function given by (2) is proved to be a class of potential games.

Theorem 1 (DCG is a class of Potential Game). The data caching games with payoff function given by (2) is a potential game.

Proof. To prove $D C G$ is a potential game, we firstly define a potential function given by follows. Below we define $f\left(n_{a}^{k}\right):=\frac{n_{a}^{k}}{n_{a}^{k}+\lambda}$

$$
\begin{equation*}
\Phi(\boldsymbol{a})=\sum_{d_{k} \in D} q_{k}\left(f\left(n_{\boldsymbol{a}}^{k}\right)\right) \tag{4}
\end{equation*}
$$

Let $\boldsymbol{a}=\left(a_{i}, \boldsymbol{a}_{-i}\right)$ and $\boldsymbol{a}^{\prime}=\left(a_{i}^{\prime}, \boldsymbol{a}_{-i}\right)$ be the two pure-strategy profiles with only difference of $p n_{i}$ 's strategy. Note that at the profile $\boldsymbol{a}^{\prime}, \forall d_{k} \in a_{i}^{\prime} \backslash a_{i}, n_{\boldsymbol{a}^{\prime}}^{k}=n_{\boldsymbol{a}}^{k}+1$ and $\forall d_{k} \in a_{i}^{\prime} \cap a_{i}, n_{\boldsymbol{a}^{\prime}}^{k}=n_{\boldsymbol{a}}^{k}$. Then we have

$$
\begin{equation*}
u_{i}(\boldsymbol{a})=\sum_{d_{k} \in a_{i} \backslash a^{\prime}{ }_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}}^{k}\right)-f\left(n_{\boldsymbol{a}}^{k}-1\right)\right)+\sum_{\left.d_{k} \in{a^{\prime}{ }_{i} \cap a_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}}^{k}\right)-f\left(n_{\boldsymbol{a}}^{k}-1\right)\right),{ }^{2}\right)} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{i}\left(\boldsymbol{a}^{\prime}\right)=\sum_{d_{k} \in a^{\prime}{ }_{i} \backslash a_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}}^{k}+1\right)-f\left(n_{\boldsymbol{a}}^{k}\right)\right)+\sum_{d_{k} \in{a^{\prime}}_{i} \cap a_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}}^{k}\right)-f\left(n_{\boldsymbol{a}}^{k}-1\right)\right) \tag{6}
\end{equation*}
$$

respectively. We use $\Delta u$ to denote the difference of the payoff of $p n_{i}$ at the profile $\boldsymbol{a}^{\prime}$ and $\boldsymbol{a}$. By (5), (6), we have

$$
\begin{align*}
& \Delta u=u_{i}\left(\boldsymbol{a}^{\prime}\right)-u_{i}(\boldsymbol{a}) \\
& =\sum_{d_{k} \in a^{\prime}{ }_{i} \backslash a_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}}^{k}+1\right)-f\left(n_{\boldsymbol{a}}^{k}\right)\right)+\sum_{d_{k} \in a^{\prime}{ }_{i} \cap a_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}}^{k}\right)-f\left(n_{\boldsymbol{a}}^{k}-1\right)\right)- \\
& \sum_{d_{k} \in a_{i} \backslash a^{\prime}{ }_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}}^{k}\right)-f\left(n_{\boldsymbol{a}}^{k}-1\right)\right)+\sum_{d_{k} \in a^{\prime}{ }_{i} \cap a_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}}^{k}\right)-f\left(n_{\boldsymbol{a}}^{k}-1\right)\right) \\
& =\sum_{d_{k} \in a^{\prime} \backslash a_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}^{\prime}}^{k}+1\right)-f\left(n_{\boldsymbol{a}^{\prime}}^{k}\right)\right)-\sum_{d_{k} \in a_{i} \backslash a^{\prime}{ }_{i}{ }_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}^{\prime}}^{k}\right)-f\left(n_{\boldsymbol{a}^{\prime}}^{k}-1\right)\right)  \tag{7}\\
& =\sum_{d_{k} \in a^{\prime} \backslash a_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}}^{k}+1\right)\right)-\sum_{d_{k} \in a^{\prime} \backslash a_{i} \backslash a_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}}^{k}\right)\right) \\
& +\sum_{d_{k} \in a_{i} \backslash a^{\prime}{ }_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}}^{k}-1\right)\right)-\sum_{a_{i} \backslash a^{\prime}{ }_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}}^{k}\right)\right)
\end{align*}
$$

We use $\Delta \Phi$ to denote the difference of the potential function value under the profile $\boldsymbol{a}^{\prime}$ and $\boldsymbol{a}$. Based on definition of potential function given by (4), we have at the profile $\boldsymbol{a}^{\prime}, \forall d_{k} \in a_{i}^{\prime} \backslash a_{i}, n_{\boldsymbol{a}^{\prime}}^{k}=n_{\boldsymbol{a}}^{k}+1, \forall d_{k} \in a_{i} \backslash a_{i}^{\prime}, n_{\boldsymbol{a}^{\prime}}^{k}=n_{\boldsymbol{a}}^{k}-1$ and $\forall d_{k} \in a_{i}^{\prime} \cap a_{i}, n_{\boldsymbol{a}^{\prime}}^{k}=n_{\boldsymbol{a}}^{k}$.

$$
\begin{align*}
& \Delta \Phi=\Phi\left(\boldsymbol{a}^{\prime}\right)-\Phi(\boldsymbol{a}) \\
& =\sum_{d_{k} \in D} q_{k}\left(f\left(n_{\boldsymbol{a}^{\prime}}^{k}\right)\right)-\sum_{d_{k} \in D} q_{k}\left(f\left(n_{\boldsymbol{a}}^{k}\right)\right) \\
& =\left\{\sum_{d_{k} \in a^{\prime}{ }_{i} \backslash a_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}^{\prime}}^{k}+1\right)\right)+\sum_{d_{k} \in a^{\prime}{ }_{i} \cap a_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}^{\prime}}^{k}\right)\right)+\sum_{d_{k} \in a_{i} \backslash a^{\prime} i_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}^{\prime}}^{k}-1\right)\right)\right\}- \\
& \left\{\sum_{d_{k} \in a^{\prime} \backslash a_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}^{\prime}}^{k}\right)\right)+\sum_{d_{k} \in a^{\prime} \cap \cap a_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}^{\prime}}^{k}\right)\right)+\sum_{d_{k} \in a_{i} \backslash a^{\prime}{ }_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}^{\prime}}^{k}\right)\right)\right\} \\
& =\sum_{d_{k} \in a^{\prime}{ }_{i} \backslash a_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}^{\prime}}^{k}+1\right)\right)-q_{d_{k} \in a^{\prime} \backslash a_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}^{\prime}}^{k}\right)\right) \\
& +\sum_{d_{k} \in a_{i} \backslash a^{\prime}{ }_{i}} q_{k}\left(f\left(n_{\boldsymbol{a}^{\prime}}^{k}\right)\right) \\
& =\Delta u \tag{8}
\end{align*}
$$

The equation (8) means that the function given by (4) is a potential function of $D C G$. Hence, we conclude that $D C G$ is a potential game.

Since DCGs are proved to be a class of potential games, DCGs obtain pure Nash equilibra. Moreover, in DCGs the best response dynamics of proxies converges to a pure Nash equilibrium.

## 5 Simulation Experiments

In this section, we investigate the effectiveness and efficiency of DCG-based caching schema in a simulated scenario. We are interested in the convergence of the best response dynamics of DCG to an approximate pure NE. We also demonstrate that the tradeoffs between DA and QD in a MCN can be effectively balanced in a adjustable way by adjusting the cache sharing incentive factor $\lambda$.

### 5.1 The Simulation Model and System Parameters

In the simulations, $l$ proxy nodes and $m$ query nodes are placed randomly in a $10 \times 10$ square region. The radio range is set to be $r$. If two nodes $i$ and $j$ are within the radio range, i.e. the distance between them is less than $r$, they can communicate with each other. Each proxy node $p n_{i}$ has a storage space of $b_{i} . b_{i} \sim U\left(b_{\min }, b_{\max }\right)$ is an integer and follows the uniform distribution between $b_{\min }$ and $b_{\max }$. The data access pattern for query nodes follows the Zipf distribution and different query nodes may have different hot data. The actual query probability for the node $p n_{i}$ accessing the data $d_{k}$ is given by: $q_{i k}=\frac{1}{\left(\left(k+n-\eta_{i}\right) \% n+1\right)^{\theta} \sum_{j=1}^{n} \frac{1}{j^{\theta}}}$ where $0<\theta \leq 1$ and $\eta_{i} \sim[1, n-1]$ is the offset value of the most frequently query data index which means the most hot data for $p n_{i}$ is $d_{\eta_{i}}$, the second frequently accessed data is $d_{\eta_{i}+1}$, and so on. The query rate $q_{k}$ for data item $d_{k}$ is then defined as $q_{k}=\sum_{i=1}^{m} q_{i k}$ i.e. the sum of query probabilities for all query nodes accessing the $d_{k}$. Each data item has a size $c_{k} \sim N\left(\mu, \sigma^{2}\right)$. The performance metrics evaluated in simulations are: Data availability (DA) and Query Delay (QD). To be specific, total caching data which service provider offloads onto the part of ad hoc network is the set $\bigcup_{i=1}^{l} C D_{i}$. Meanwhile, the query rates satisfied by ad hoc networks are $\sum_{d_{k} \in \cup_{i=1}^{l} C D_{i}} q_{k}$. DA is then defined as $\left(\sum_{d_{k} \in \cup_{i=1}^{l} C D_{i}} q_{k}\right) /\left(\sum_{d_{k} \in D} q_{k}\right)$. When a query node $q n_{i}$ received a data item $d_{k}$ from a source proxy node, the minimized hops for $q n_{i}$ to get $d_{k}$ is denoted by $m h(i, k)$. The total QD is then defined as $Q D=\sum_{i=1}^{m} \sum_{d_{k} \in \bigcup_{i=1}^{l} C D_{i}} m h(i, k) \cdot q_{k}$.

### 5.2 Simulation Results

The Convergence to a Pure Nash Equilibrium. Figure 2 shows the average number of steps required of each proxy to converge to a pure strategy Nash equilibrium. Note that, by a step, we mean that the proxy changes to a different set of items to cache in response to the action taken by other proxies. As we can see, since the caching payoff of a proxy depends more heavily on the caching strategies of other proxies when $\lambda$ is set to be a smaller value than a larger one, smaller $\lambda$ results in the larger number of steps for a given number of proxies.

The Balancing of Tradeoffs between DA and QD. In figure 3, we evaluate the effects of the factor $\lambda$ to balancing the tradeoffs between DA and QD. As we can see that as long as $\lambda$ increases, the data availability is decreasing. The reason is that when $\lambda$ is set to be a larger value, all proxy nodes have incentive to cache the data items with high query rate. Since the storage space of proxy nodes is limited, some hot items are cached by proxy nodes and some items not cached by any proxies. This finally results in a lower DA. At the same time, all proxy nodes cache the similar data set, overall QD can be reduced, since the query node can get its requests from nearby proxy node. In contrast, when $\lambda$ is set to be a small value, proxies have incentive to cache the different data items. Therefore,


Fig. 2. Average Steps of Convergence to a Nash equilibrium


Fig. 3. Balancing the tradeoffs between DA and QD

DA is increasing while overall QD is high because many accesses have to be satisfied by querying far away proxies. Generally, according to the requirement of application, by setting a proper $\lambda$, the tradeoffs between DA and QD can be well balanced.

## 6 Conclusion

In this paper, the problem of selfish caching in MCNs is formulated as a game: data caching game. Towards balancing the tradeoffs between data availability and query delay in MCNs, an incentive mechanism based upon a payment model is set up for data caching game. We prove that the data caching game is a class of potential game. Thus, data caching game obtains pure Nash equilibria and the best response dynamics converge to a pure Nash equilibrium. Simulation results have demonstrated the convergence and performance of the proposed approaches.
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#### Abstract

Deductive rules are useful for proving properties with fairness constraints and there have been many studies on such rules with justice and compassion constraints. This paper focuses on system specifications with strengthened compassion that impose constraints on transitions involving states and their successors. A deductive rule for proving liveness properties under strengthened compassion is presented, and proofs of the soundness and the relative completeness of the rule are also presented.


## 1 Introduction

Liveness properties are requirements that something good must eventually happen. A counterexample to such a property is typically a loop during which the good thing never occurs. For avoiding acceptance of unrealistic loops in which some process or action is infinitely ignored, fairness is needed for imposing restrictions on accepted runs on such models.

There are several different notions of fairness for dealing with different situations. Justice is a simple kind of fairness that may be represented by a set of state formulas $\left\{\varphi_{1}, \ldots, \varphi_{n}\right\}$ and this fairness condition requires that each $\varphi_{i}$ must be true infinitely often along every path. In 1981, Lehmann, Pnueli and Stavi defined justice requirements in [1], to describe the situation that some states must be visited infinitely often. Compassion is a kind of generalizations of justice, suggested by Pnueli and Sa'ar in [2], and may be represented by a set of pairs of state formulas $\left\{\left\langle\psi_{1}, \varphi_{1}\right\rangle, \ldots,\left\langle\psi_{n}, \varphi_{n}\right\rangle\right\}$. This fairness condition requires that along every path, for each pair $\langle\psi, \varphi\rangle$, either the first part is true only finitely many times or the second one is true infinitely often.

Justice and Compassion are regarded as weak and strong fairness in [3], both of them constrain the fairness of actions. They can only deal with actions fairly

[^52]in one context situation. On the other hand, the correctness of many population protocols rely on stronger fairness constraints that may constrain actions in all contexts situation, e.g., self-stabilizing leader election in ring networks [4] and token circulation in rings [5]. Self-stabilizing algorithms [6], such as the former one, can guarantee the robustness and fault-tolerance of distributed systems.

We study a kind of fairness based on compassion with additional constraints. An important character of this kind of fairness is the constraint of transition (involving states and their successors) which can deal with actions fairly in all contexts situations. The fairness is referred to as strengthened compassion represented by a set of pairs of state formulas: $\left\{\left\langle\psi_{i},\left\{\varphi_{i 1}, \ldots, \varphi_{i m_{i}}\right\}\right\rangle \mid 1 \leq i \leq n\right\}$. This specification requires that along every path, either $\psi_{i}$ is true only finitely many times or for all $j, j \in\left[1 . . m_{i}\right], \varphi_{i j}\left(\right.$ with $\left.1 \leq j \leq m_{i}\right)$ is true infinitely often immediately after the state at which $\psi_{i}$ holds.

For proving liveness properties, deduction rules have been presented in 72$]$ for systems with justice and compassion. In this paper, we also develop a deductive rule SC_RESPONSE for the strengthened compassion.

The rest of this paper is organized as follows. In Section 2, we present the computation model with strengthened compassion requirements and compare it with models under compassion. In Section 3, the deduction rule SC_RESPONSE is presented and its soundness and relative completeness are proved. Finally, concluding remarks are presented in Section 4.

Related Works. There has been a lot of research work on fairness. In [8], a process analysis toolkit for system analysis with different kinds of fairness was presented. In [9], a method for finding auxiliary constructs as the effective premises of deductive proof of liveness property was proposed. In [10], a method based on analysis of maximal strongly connected components was presented. It involves compassion requirements introduced by ranking abstraction. [11] extended the method to native 1 compassion. In [12, an automatic method to derive a deductive proof of liveness properties from symbolic model checking under compassion was presented. Strengthened compassion is closely related to extreme fairness [13] which restrict transitions by adding predicates. The difference between extreme fairness and strengthened compassion (to be formally defined later) is that strengthened compassion is defined with one-step pair of state formulas instead of the directions in extreme fairness.

## 2 Computational Model

We present a computational model with strengthened compassion. We first present a transition system without fairness constraints, and then add strengthened compassion constraints to the model.

[^53]
### 2.1 Discrete Transition Systems

A transition system is triple $T=\langle V, \Theta, \rho\rangle$ where the components are as follows.

- $V$ : A finite set of typed system variables - containing data and control variables. A set of states (interpretation) over V is denoted by $\Sigma$. For a state s and a system variable $v \in V$, we denote by $\mathrm{s}[\mathrm{v}]$ the value assigned to v by the state s.
$-\Theta$ : The initial condition - an assertion (state formula) characterizing the initial states.
- $\rho$ : The transition relation - an assertion $\rho\left(V, V^{\prime}\right)$, relating the values V of the variables in state $s \in \Sigma$ to the values $V^{\prime}$ in a $T$-successor state $s^{\prime} \in \Sigma$. If $\varphi$ is a formula representing a set of states, then $\varphi^{\prime}$ is the formula with each $v$ replaced by $v^{\prime}$.

Computation. A computation of $T$ is an infinite sequence of state $\sigma: s_{0}, s_{1}, \ldots$, satisfying the following requirements: (1) $s_{0} \models \Theta$. (2) For each $\mathrm{j}=0,1, \ldots$, the state $s_{j+1}$ is in a $T$-successor of the state $s_{j}$. For each $v \in V$, we interpret $v$ as $s_{j}[v]$ and $v^{\prime}$ as $s_{j+1}[v]$, such that $\left\langle s_{j}, s_{j+1}\right\rangle \models \rho\left(V, V^{\prime}\right)$.

### 2.2 Fair Discrete Systems

A strengthened compassion constraint is specified as a pair $\langle r, U\rangle$ where $r$ is an assertion and $U$ is a set of state assertions.

Strengthened Compassion. A computation $\sigma$ of a discrete transition system $T$ is fair with respect to the strengthened compassion (abbreviated to scp) with respect to a set of fairness constraints (state assertions) $F=\left\{\left\langle r_{i}, U_{i}\right\rangle \mid i=1, \ldots, n\right\}$ with $U_{i}=\left\{u_{i, 1}, \ldots, u_{i, m_{i}}\right\}$, if for each $i \in\{1, \ldots, n\}, \sigma$ contains only finitely many $r_{i}$-states, or $\sigma$ contains infinitely many pairs of states, such that for all $j \in\left[1 . . m_{i}\right]$ : $\left(s_{k}, s_{k+1}\right), s_{k}=r_{i}$ and $s_{k+1} \models u_{i, j}$.

Discrete Systems with Strengthened Compassion Requirements. A discrete system with strengthened compassion requirements (SCDS) $D=(T, F)$ is a pair of a discrete transition system and a set of strengthened compassion constraints such that a fair computation of $D$ is a scp computation of $T$ with respect to $F$.

### 2.3 A Discussion on Different Kinds of Fairness

We explain the differences between compassion and strengthened compassion by considering the transitions in Fig. 1 .

- Compassion requirements constrains that infinitely enabled actions must eventually be taken.

The compassion requirement: $\langle x=1 \wedge y=0, x=0\rangle$ constrains that if " $x=1 \wedge y=0$ " is satisfied infinitely many times, then " $\mathrm{x}=0$ " must be satisfied infinitely many times.


Fig. 1. Case 1

The infinite loop $\left(S_{1} S_{2} S_{3} S_{2}\right)^{\omega}$ satisfy this constraint. In such a loop, the action " $\mathrm{x}=\mathrm{x}-1$ " is enabled infinitely many times, and this action is taken infinitely times.

The action "x=x-1" in the figure is enabled in both $S_{1}$ and $S_{2}$, however, the compassion requirement does not distinguish the two different transitions.

- Strengthened compassion requirements constrains that transitions with an infinitely enabled action must eventually be taken.

The strengthened compassion requirement $\langle x=1 \wedge y=0,\{x=0\}\rangle$ constrains that if " $x=1 \wedge y=0$ " is satisfied infinitely many times, then " $\mathrm{x}=0$ " must be satisfied infinitely many times right after " $x=1 \wedge y=0$ ".

The infinite loop $\left(S_{1} S_{2} S_{3} S_{2}\right)^{\omega}$ does not satisfy this requirement. In such a loop, the action "x=x-1" is enabled infinitely many times at $S_{1}$ and $S_{2}$, but the action " $\mathrm{x}=\mathrm{x}-1$ " is never taken from $S_{1}$ (which satisfies $x=1 \wedge y=0$ ) in the loop (i.e., the transition $S_{1} \xrightarrow{x=x-1} S_{4}$ is not taken).

## 3 Proving Properties

The liveness properties considered in this paper are response properties. Response properties are an important and widely studied type of liveness properties [214]. A response property is of the form $p \Rightarrow \diamond q$ where $p$ and $q$ are state assertions. A SCDS $D$ satisfies the response property $p \Rightarrow \diamond q$ whenever a reachable state of $D$ satisfies $p$ at which every fair computation starts, it will reach a $q$ state at some point (including the starting point).

### 3.1 Proof Rule

In Fig. 22 we present proof rule $S C \_R E S P O N S E$ that establishes the response property $p \Rightarrow \diamond q$ for a SCDS D. The use of the rule requires a well-founded domain $\mathcal{A}$, and for each requirement $\left\langle r_{i}, U_{i}\right\rangle$, a helpful assertion $\varphi_{i}$ and a ranking function $\Delta_{i}: \Sigma \mapsto W$ mapping states of $D$ to elements of $\mathcal{A}$.

R1 requires that any $p$-state is either a goal state (i.e., a $q$-state), or a ( $r_{i} \wedge \varphi_{i}$ )state for some $i \in\{1, \ldots, n\}$. R2 requires that any step from a $\left(r_{i} \wedge \varphi_{i}\right)$-state moves either directly to a $q$-state, or to another $\left(r_{j} \wedge \varphi_{j}\right)$-state, or stays at a state

Let $p, q$ be assertions.
Let $\mathcal{A}=(W, \succ)$ be a well-founded domain.
Let $\left\{F_{i}=\left\langle r_{i},\left\{u_{i, 1}, . ., u_{i, m_{i}}\right\}\right\rangle \mid i \in\{1, \ldots, n\}\right\}$ be a set of scp requirements.
Let $\left\{\varphi_{i} \mid i \in\{1, \ldots, n\}\right\}$ be a set of assertions.
Let $\left\{\Delta_{i}: \Sigma \rightarrow W \mid i \in\{1, \ldots, n\}\right\}$ be a set of ranking functions.


Fig. 2. Proof Rule: SC_RESPONSE
of the same level (i.e., a $\left(r_{i} \wedge \varphi_{i}\right)$-state). R3 requires that any step from a $\varphi_{i}$-state moves either directly to a $q$-state, or to another $\left(r_{j} \wedge \varphi_{j}\right)$-state with decreasing rank $\left(\Delta_{i} \succ \Delta_{j}\right)$, or stays at a state with the same rank. R4 ensures that there exists at least one $u_{i, k}$ such that these $u_{i, k}$-states as the successors of $\left(\varphi_{i} \wedge r_{i}\right)$ states are not in $\varphi_{i}$. In other words, during the transitions among the states inside of $\varphi_{i}$, there are no $r_{i}$ to $u_{i, k}$ transitions. $R_{2-4}$ together with the definition of strengthened compassion requirements guarantee that if an execution enters a loop (consisting of states of some $\varphi_{i}$ ) without leaving it, then it violates the strengthened compassion requirements, such that it must get out of all the unfair loops and finally reach q-state (the goal state).

### 3.2 Soundness of the Rule

The soundness is established as follows. Suppose that the premises of the rule are valid and the conclusion is not. We prove that this is a contradiction.

The conclusion is not valid means that there exists a computation $\sigma=$ $s_{0}, s_{1} \ldots$ and a position $j \geq 0$ such that $s_{j} \vDash p$ and no state $s_{k}$, for $k \geq j$ satisfies $q$. Without loss of generality, we take $j=0$. According to premises of $R_{1}$ and $R_{2}$ and the assumptions that no states satisfy $q$, then any state $s_{w}$ satisfies $r_{i} \wedge \varphi_{i}$ for some $i \in\{1, \ldots, n\}$. Since there are only finitely many different i's, there exists a cutoff index $h \geq 0$ such that for every i and $w \geq h, s_{w} \models r_{i} \wedge \varphi_{i}$ if and only if $\sigma$ contains infinitely many $\left(r_{i} \wedge \varphi_{i}\right)$-positions.

Consider position $w_{1}=h$. Choose $i_{1}$ to be the index such that $s_{w_{1}} \models r_{i 1} \wedge \varphi_{i 1}$. According to $R_{3}$ and the assumption that $\sigma$ contains no $q$-positions, then either $\varphi_{i 1}$ holds at all positions $w \geq w_{1}$, or there exists a position $w_{2} \geq w_{1}$ and index $i_{2}$ such that $s_{w_{2}} \models r_{i 2} \wedge \varphi_{i 2}$ and $\Delta_{i 1}\left(s_{w_{1}}\right) \succ \Delta_{i 2}\left(s_{w_{2}}\right)$. We argue that the former case is not possible and then the latter leads to an infinite sequence of decreasing values of $\Delta$.

- If $\varphi_{i 1}$ holds continuously beyond $w_{1}$, then due to premise of $R_{4}, r_{i 1} \wedge \varphi_{i 1}$ holding at $w_{1} \geq h$ implies that $r_{i 1} \wedge \varphi_{i 1}$ (and therefore $r_{i 1}$ ) holds at infinitely many positions without succeed infinitely many $u_{i 1, k}$-states. This violates the requirement $\left\langle r_{i 1},\left\{U_{i 1}\right\}\right\rangle$.
- If there exists a position $w_{2} \geq w_{1}$ and index $i_{2}$ such that $s_{w_{2}} \models r_{i 2} \wedge$ $\varphi_{i 2}$ and $\Delta_{i 1}\left(s_{w_{1}}\right) \succ \Delta_{i 2}\left(s_{w_{2}}\right)$, we can continuously find $i_{3}, i_{4}, \ldots$, such that $\Delta_{i_{1}}\left(s_{w_{1}}\right) \succ \Delta_{i_{2}}\left(s_{w_{2}}\right) \succ \Delta_{i_{3}}\left(s_{w_{3}}\right) \succ \ldots$. According to the definition of well-founded domain, it is impossible to find infinite positions to satisfy the decrease sequence.
Therefore there cannot exist a computation $\sigma$ violating the response property $p \Rightarrow \diamond q$ if the premises of rule are all valid.


### 3.3 Relative Completeness of the Rule

Completeness means that, whenever a response property $p \Rightarrow \diamond q$ is valid over a SCDS $\mathcal{D}$, there exists a well-founded domain and auxiliary constructs such that the premises of the rule can be proved. The auxiliary constructs consist of a list of helpful assertions $\varphi_{1}, \ldots, \varphi_{n}$ and a list of ranking functions $\Delta_{1}, \ldots, \Delta_{n}$. We only consider relative completeness, in the sense that the followings are assumed: the premises of the rule can be proved when they are valid, and the language for expressing the assertions is sufficient to express information (including the expressions $\mathbf{E}(p \mathcal{S} q)$ and $\mathbf{E}(p \mathcal{U} q)$ defined below) that are necessary for proving the validity of the premises.

## Operators

1. For assertions p and q , the formula $\mathbf{E}(\mathrm{p} \mathcal{S} \mathrm{q})$ captures the set of states that are reachable from a q-state by a p-path all of whose states, except possibly the first, satisfy p. In this expression we use the since temporal operator $\mathcal{S}$.
2. The formula $\mathbf{E}(\mathrm{p} \mathcal{U}$ q) captures the set of states that originate a path leading to any q-state, such that all the states in the path, except possibly the last, satisfy p . In this expression we use the until temporal operator $\mathcal{U}$.
3. The formula $\mathbf{E X}(\mathrm{p})$ captures the set of states that are the immediate predecessors of p-states.
Considering a SCDS $\mathcal{D}$ and a response property $p \Rightarrow \diamond q$, we present an algorithm which extracts a deductive proof according to the rule of a response property $p \Rightarrow$ $\diamond q$. It defines the values $\delta_{1}, \ldots, \delta_{m}$ of the respective ranking functions $\Delta_{1}, \ldots, \Delta_{m}$ on different sets of states, and identify an associated requirement $\left\langle r_{i}, U_{i}\right\rangle$, and a helpful assertion $\varphi_{i}$ for each $i \in\{1, . ., m\}$. The algorithm Auxiliary_constructs is presented as Algorithm 1.

The expression accessible $_{\mathcal{D}}$ captures the set of all accessible states with $\mathcal{D}$. The expression of pend describes all states which are reachable from any accessible p-state by a finite q-free path. prefix is a list that is supposed to be a prefix of some $\delta$. The list operation $*$ denotes the concatenation of two lists. $\psi$ is the set of Y-states without r-states which are the predecessors of $u_{j}$-states. $\varphi$ is the set of $\psi$-states which can be reached by $r$, i.e. $\varphi$-states are those that form a strongly connected subgraph of $\psi$. rem is the set of $\varphi$-states that are not $r$-states. The new $Y$ is the set of remaining states.

For each $i, \varphi_{i}, f_{i}, \delta_{i}$ where $\Delta_{i}(s)=\delta_{i}$ for $s \in \varphi_{i}$, are the auxiliary constructs discovered at the respective stages of the execution of the algorithm. For each

```
Algorithm 1. Auxiliary_constructs
    \(\mathrm{m}:=0\)
    accessible \(_{\mathcal{D}}:=E(\) true \(\Theta)\)
    pend \(:=\) accessible \(_{\mathcal{D}} \wedge E(\neg q S(p \wedge \neg q))\)
    rank_SC(pend, [])
    where the procedure rank_SC is defined as follows.
    procedure rank_SC(subpart,prefix)
    d:integer
    Y:assertion
    Let \(d:=0\)
    Let \(Y:=\) subpart
    FIX (Y)
    Forall \(\left(\left\langle r,\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}\right\rangle \in F\right)\) do
    Let \(\psi=Y \wedge \neg\left(Y \wedge r \wedge E X\left(Y \wedge u_{j}\right)\right)\)
    if \(\psi \wedge r \neq \emptyset\) then
        Let \(\varphi=E(\psi S(\psi \wedge r))\)
        if \(\varphi \wedge \neg E(\varphi U(\varphi \wedge r))=\emptyset\) then
            Let \(\mathrm{m}=\mathrm{m}+1\)
            Let \(\mathrm{d}=\mathrm{d}+1\)
            Let \(\varphi_{m}:=\varphi\)
            Let \(f_{m}:=\left\langle r,\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}\right\rangle\)
            Let \(\delta_{m}:=\) prefix \(*[d]\)
            Let \(Y:=Y \wedge \neg \varphi\)
            Let rem \(:=\varphi \wedge \neg r\)
            if \((r e m \neq \emptyset)\) then
                rank_SC(rem,prefix \(*[d])\)
            end if
        end if
    end if
    end for
    if \((Y \neq \emptyset)\) then
        report "fail"
    end if
    end-Fix
```

strengthened compassion $f_{i}:\left\langle r,\left\{u_{1}, \ldots, u_{k}\right\}\right\rangle$, we construct $\varphi_{i}$ (the set of states that formed an unfair loop that contains $r$-states which are not the predecessor of $u_{j}$-states for some $j$ ) with its own $\delta_{i}$ to measure the distance between the loop to the goal states. The construction is as follows:

- S1: To start with, we deal with the pend states (line 4), i.e. $Y_{0}=$ pend. By the definition of pend, we know that there are no goal states in pend. The first unfair loop we can find, is the one nearest to goal states (under the strengthened compassion for the transition to goal states).
- S2: For each m, after removing an unfair loop $\varphi_{m}$, the new set of states we will be dealing with is $Y^{\prime}=Y-\varphi_{m}$ (line 18). In $Y^{\prime}$, by calling rank_SC (line 21) recursively, we construct $\varphi_{m+1}$ and $\delta_{m+1}$ (line 15,17).
- S3: According to the definition of strengthened compassion, the reason of unfairness is the "bad"states: the r-states in the loop (line 12). Therefore we remove r-sates from each $\varphi_{i}$ (line 19), and then we deal with the remaining part of $\varphi_{i}$ recursively (line 20,21 ). The ranks of states in $\varphi_{i}$ are with the same prefix $\delta_{i}$.
- S4: If all the pend states consist of unfair loops which can be constrained by strengthened compassion to leave the pend states, then the liveness property can be guaranteed. Otherwise, the liveness property fails (line 26,27).

Additional explanation of the algorithm is as follows.

- Line 7: FIX Y terminates when $Y$ does not change after the specified computation. After termination, it is at line 26 which prepares the final result for S4.
- Line 9: Constructing $\psi$ by removing the $r$ states that enable the transition $r \rightarrow u_{j}$ from $Y$. Then there are no transitions of the form $r \rightarrow u_{j}$ in $\psi_{i}$. Then if $r$ is part of a loop in $\psi$, then this loop must be unfair violating the fairness requirement under consideration.
- Line 10: Checking whether there may exist such unfair loop by checking whether there exist $r$-states in $\psi_{i}$.
- Line 11: Constructing assertion $\varphi$ which consists of all of the reachable states from $r$-states in $\psi_{i}$.
- Line 12: Checking whether $\varphi$ is a loop by checking whether all of the $\varphi$-states can reach r-states in $\varphi$.
If there is at least one state in $\varphi$ that cannot reach the r-states in $\varphi$, it means that $\varphi$ is not a loop. Such that the distance of the unfair part of $\varphi$ might not be the right one or the constraint is not specific enough. Then we go back to line 8 and consider another strengthened compassion requirement.
If it is a loop, then it is the unfair one that is to be denoted $\varphi_{m}$ and to be assigned the value of rank $\delta_{m}$ in the subsequent actions.
- Line 13-17: Constructing the helpful assertion $\varphi_{m}$, the strengthened compassion constraint $f_{m}$ and the distance measure $\delta_{m}$, respectively.
- Line 18-22: Constructing the new $Y$ for the use by S2, and preparing the recursive call for S3.

Validity of the Algorithm. For every $Y$ at different levels of the recursive calls of the algorithm, if there exist a fairness constraint $\left\langle r,\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}\right\rangle$ and some $j$, such that there exists at least one r-state which is not the predecessor of $u_{j}$-states, then this fairness constraint is sufficient to guarantee that it is not possible to stay at $\varphi$-states (the reachable states from $r$-states) infinitely often.

Otherwise, if during all fairness constraints, there is no such $j$ exist, the execution of the model are not required to leave these $r$-state ${ }^{2}$, and hence the response property is not valid.

[^54]Proof of the Completeness. The above arguments implies that if the response property is valid, the algorithm will terminate properly without reporting "fail", i.e. $Y$ is decreased to the empty set at each levels of the algorithm in the recursive computation of $\varphi_{i}, f_{i}$ and $\Delta_{i}$. We consider in turn each of the premises and show that it holds for the extracted constructs $\varphi_{i}, f_{i}$ and $\Delta_{i}$ with $i \leq m$. Clearly, we have $\left\{f_{1}, \ldots, f_{m}\right\} \subseteq F$. If $F_{l} \in F$ is not in $\left\{f_{1}, \ldots, f_{m}\right\}$, we may add $f_{m+1}=F_{l}$ to the set and let $\varphi_{m+1}$ be false and $\Delta_{m+1}$ be the empty list. If $f_{l_{1}}, \ldots, f_{l_{k}}$ are the same as $F_{l}$ for some $l$, for technical reason, we make $k$ copies of $F_{l}$ such that each corresponds to one element of $\left\{f_{l_{1}}, \ldots, f_{l_{k}}\right\}$. Replacing $F_{l}$ with $k$-copies does not change the contents of the system description. Then we may assume that $m=n$ (the number of fairness requirements).

1. Premise of $R_{1}$ claims that every $p$-state satisfies $q$ or $r_{j} \wedge \varphi_{j}$, for some $j \in[1 . . n]$. Indeed, if $s$ does not satisfy $q$, it belongs to the pending graph (i.e., the initial $Y$, denoted hereafter by $Y_{0}$ ), and since all $Y_{0}$-states are divided and removed after the algorithm, $s$ must be a part of the removed ones, it means that $s$ belongs to some $r_{j} \wedge \varphi_{j}$.
2. Premise of $R_{2}$ requires that every immediate successor of $s$ that satisfies $r_{i} \wedge \varphi_{i}$ must satisfy q or $r_{j} \wedge \varphi_{j}$ for some $j \in[1 . . n]$. As mentioned before, $s$ belongs to $Y_{0}$, and its successor $s_{b}$ must satisfy $q$ or belong to $Y_{0}$. Similar to the situation in premise of $R_{1}$, we can get that $s_{b}$ must belong to some $r_{j} \wedge \varphi_{j}$.
3. Premise of $R_{3}$ considers a state $s_{a}$ that satisfies $\varphi_{i}$. Consider a successor $s_{b}$. It requires that $s_{b}$ satisfies $q$, or $\varphi_{i}$ and has the same value as $\Delta_{i}\left(s_{a}\right)$, or satisfies $r_{j} \wedge \varphi_{j}$ for some $j$ and has $\Delta_{j}\left(s_{b}\right) \prec \Delta_{i}\left(s_{a}\right)$. According to the construction, every $\varphi_{i}$-state $s$ has a rank $\Delta_{i}(s)$ and $\varphi_{i}$-state can be reached from a $r_{i}$-state by a finite $\varphi_{i}$-path $\pi$.

- If $s_{b}$ is a $q$-state, then it is acceptable.
- If $s_{b}$ is in $Y$, by the definition of $Y=\varphi_{i}+Y^{\prime}\left(Y^{\prime}\right.$ is not reachable from states in $\varphi_{i}$ ) and the construction of $\varphi_{i}$, we know that $s_{b}$ is in $\varphi_{i}$.
- If $s_{b}$ is in $Y_{0}-Y$, such that $s_{b}$ must have been removed from $Y_{0}$ in some earlier stage, satisfy $r_{j} \wedge \varphi_{j}$ with $\Delta_{j}\left(s_{b}\right) \prec \Delta_{i}\left(s_{a}\right)$ for some $j<i$.

4. Premise of $R_{4}$ requires that at least one type of transitions from $r_{i}$ to $u_{i, k}$ cannot be taken from $r_{i}$-states in $\varphi_{i}$. By the definition of strengthened compassion, it satisfies this condition.

The above arguments proves the completeness, i.e., whenever a response property is valid, there exist auxiliary constructs for proving the property.

### 3.4 Dealing with Systems with Infinite Number of States

For dealing with infinite state systems, in addition to the above algorithm for constructing helpful assertions and ranks, we have to apply abstraction and concretization. The basic steps for proving the property is as follows

- Abstracting the program to a finite state one
- Constructing the helpful assertions and ranks
- Concretizing the constructs
- Proving the property by using the proof rule

The main focus of this paper is the second and the fourth issues. An example with non-deterministic choice [15] to demonstrate the use of all of the above steps can be found in [16].

## 4 Concluding Remarks

Strengthened compassion requirements have been studied. This kind of requirements has been compared with compassion requirements, which shows the difference between the expressive powers of these two kinds of fairness requirements. A deductive rule SC_RESPONSE for proving response properties with such requirements has been presented, together with proofs of the soundness and the relative completeness of the rule.
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#### Abstract

Interaction net systems are a model of computation based on graph rewriting. We extend interaction rules with generic rules, thus adding a form of higher-order functions. In addition, we propose a simple type system in order to appropriately restrict the matching of generic rules. Finally, we show how the combination of these features, i.e., generic typed rules, can be used to model impure functions in interaction nets via monads in an intuitive and simple manner.


## 1 Introduction

Interaction nets are a programming paradigm based on graph rewriting. Programs are graphs (nets), and their execution is modeled by rewriting the graph based on node (agent) replacement rules. This simple system is able to model both high- and low-level aspects of computation: its visual notation can even show properties of programs that are hard to obtain from a textual representation [24]. Moreover, interaction nets enjoy several useful properties such as uniform confluence and locality of reduction: these ensure that single computational steps in a net do not interfere with each other, and thus may be executed in parallel. Another important aspect is that interaction nets share computations: reducible expressions cannot be duplicated, which is beneficial for efficiency in computations.

Interaction nets can be considered a pure, side effect free language. Our goal is to provide an extensible framework for interaction nets that handles various side effects such as I/O, exception handling or state manipulation. In [23], Mackie suggests the adaptation of monads to interaction nets to solve this problem 1 However, monads are based on higher-order functions and abstract datatypes, which are not supported by interaction nets. The restricted form of interaction rules does not allow for a sufficiently general definition of the monadic operators.

In this paper, we attempt to remove this deficiency by introducing generic agents and rules. Essentially, a generic rule pattern is a pair of one concrete agent and one generic agent that represents an arbitrary agent (similar to a function variable in the definition of a higher-order function). Such rules have

[^55]already appeared in previous papers on interaction nets. However, we are not aware of any result on the preservation of uniform confluence in the presence of generic rules. Our contributions can be summarized as follows:

- A formal definition of generic rules, introducing a form of higher-order functions and partial evaluation (currying) to interaction nets.
- Appropriate constraints on the usage of generic rules in order to preserve uniform confluence.
- A simple type system to suitably restrict rule matching in the new setting.
- Examples of modeling monads in interaction nets with the above extensions.

In Section [2] we give a short introduction to interaction nets and discuss side effects and monads to motivate generic rules. Section 3 defines generic rules and constraints. In Section (4, we define rule types and show how they can be used to restrict matching. We then discuss the application of these extensions in Section [5. Finally, we conclude and discuss related work in Section 6] Additional examples can be found in the Appendix.

## 2 Preliminaries

### 2.1 Interaction Nets

Interaction nets (INs) have been introduced in [18]. A net is a graph consisting of agents (nodes) and connections or wires (edges) between them. Every agent has a label and an arity, denoting the number of wires that may be connected to it. An agent $A$ of arity $n$ has $n+1$ ports, consisting of exactly one principal port (denoted by the arrow) and $n$ auxiliary ports:


Computation is modeled by rewriting the graph, which is based on interaction rules. These rules replace two nodes of an IN which are connected via their principal ports by some net $N$. We refer to two such nodes as active pair or redex. The two nodes of an active pair are also called active agents. We call the free (i.e., unconnected) ports of a net its interface. Interaction rules preserve this interface: no (free) ports are added or removed during rule application.

We will represent interaction rules textually as $A \bowtie B \Rightarrow N$, where $A \bowtie B$ represents the active pair on the left-hand side (LHS), and $N$ the net on the righthand side (RHS). If the RHS is not of importance for an argument, we may just write $A \bowtie B$. We write $A \sim B$ to denote a specific active pair/redex (which is part of some net) 2 net containing $A \sim B$ as a subnet can be rewritten by a rule $A \bowtie B$.

[^56]An interaction net system (INS) is a set of rules $R$ that are built from a signature $\Sigma$ of agents such that there is at most one rule for any given active pair. We denote the reduction relation induced by a set of rules $R$ by $\Rightarrow_{R}$.

Proposition 2.11 (uniform confluence, Lafont [18]). Let $N$ be an interaction net. If $N \Rightarrow P$ and $N \Rightarrow Q$ where $P \neq Q$, then there exists a net $R$ such that $P \Rightarrow R \Leftarrow Q$.

Three properties of interaction nets are sufficient for uniform confluence [19]:

1) Linearity: Ports cannot be erased or duplicated via interaction rules.
2) Binary interaction: Agents can only be rewritten if they form an active pair, i.e., if they are connected via their principal ports.
3) No ambiguity: For each active pair $S \sim T$ there is at most one rule that can rewrite $S \sim T$. If $S$ and $T$ are the same agent, then rewriting $S \sim T$ must yield the same net as rewriting $T \sim S$

Uniform confluence ensures that the order of performing multiple computational steps does not affect the final result of the computation. As there is no interference between reductions, rules may even be applied in parallel.

### 2.2 Side Effects, Monads and Generic Rules

INSs can be considered a pure, side effect free programming paradigm. As soon as interaction rules incorporate functions with side effects such as I/O or exception handling, uniform confluence (and, hence, parallel evaluation) is generally lost.

Therefore, we decided to adapt an existing solution for our purposes: Monads have been used in the functional language Haskell with great success to model all kinds of impure functions. Originally being a notion from category theory, monads were adapted to handle side effects in functional programs, cf. e.g. [26 16 27]. A monad is a triple of an abstract datatype M a and two (higher-order) functions operating on this type:

```
return :: a -> M a
>>=(bind) ::M a -> (a -> M b) -> M b
```

M adds a sort of wrapper to some value x of type a, potentially containing additional data or functions. return x wraps a value x without any additional computations. bind handles sequentialization of function applications and their potential side effects. A monad needs to satisfy the following laws:

```
return a >>= f = f a
(2) m >>= return = m
(3) (m >>= f) >>= g = m >>= (\x -> (f x >>= g))
```

[^57]Example 2.21. The Maybe monad is used in Haskell to model exception handling. It is defined as follows:

$$
\begin{equation*}
\text { data Maybe } a=\text { Just a } / \text { Nothing } \tag{1}
\end{equation*}
$$

(2) (Just x) >>=f=fx
(3) Nothing $\gg=f=$ Nothing

Values of the Maybe data type are either a plain value (Just a) or the error value Nothing denoting an exception. Plain values are simply forwarded to a function $f$ by >>=, whereas Nothing is returned by >>= without using $f$.

Two aspects of this example cannot be modeled with regular interaction rules. First, the symbol $f$ is a variable that represents an arbitrary function. Interaction rules consist of concrete agents only. Second, Maybe is a parametrized type with a type variable a.

In [14], we gave an ad-hoc solution for example monads in interaction nets, which was specific for the concrete data structures involved. In this paper, we give a more general (parametrized), natural and adequate definition of monads. In the following sections, we introduce generic rules and a type system to solve the aforementioned issues. We define the notion of a monad in INs as follows:

Definition 2.22 (Interaction Net Monad). An interaction net monad is an INS whose signature contains two unary agents $\gg=$ and ret. The rules of the INS need to satisfy the following equalities:
(1)


The agent $\alpha$ corresponds to an arbitrary agent, similar to the arbitrary function $f$ in the textual definition (1). Equality is interpreted as observational equivalence [8]: If arbitrary nets are connected to the free ports of both nets of an equation (enabling reduction), then they can be reduced to a common successor.

The equalities (1) and (2) correspond to the first two monad laws. Equivalence can be shown by giving reduction sequences of nets that yield the aforementioned common successors.

While $\gg=$ may be modeled differently (e.g., with more auxiliary ports), our approach captures the essence of monadic side effect handling in a natural and intuitive way. In addition, the third monad law automatically holds due to this representation (see [15] for a proof).

## 3 Generic Rules and Imposed Constraints

An ordinary interaction rule matches one specific pair of (distinct) agents only. However, several papers ( 5621 ) on interaction nets feature agents that interact with any (arbitrary) agent. Informally, these variable or generic agents assume
the role of functional variables. We will refer to such rules as generic rules. Typical examples are the agents $\delta$ and $\epsilon$, which duplicate and erase, respectively, any other agent (including agents without any auxiliary ports):
( $\delta$


( $\epsilon$


In a system with generic rules, a given active pair may be matched by more than one rule. In fact, this is the case for any system that contains the $\delta$ and $\epsilon$ rules: the active pair $(\delta \sim \epsilon)$ can be reduced using either rule. This violates the no ambiguity property mentioned in Section [2.1] and generally destroys uniform confluence (although in this case, it does not: both rules yield the same net). Therefore, it is important to give a formal definition of how generic rules in INS are interpreted and restricted in a way that uniform confluence is preserved.

Generic agents can be classified into two kinds. They may either have a fixed arity or have a non-fixed, arbitrary number of auxiliary ports (such as $\delta$ or $\epsilon$ ). We call the latter variadic or arbitrary-arity agents. Note that generic agents may only appear in interaction rules, not in concrete instances of nets.

### 3.1 Generic Rules

We use upper-case letters $(A, B, .$.$) to denote specific (i.e., arbitrary, but fixed)$ agents, and lower case Greek letters $(\alpha, \beta, \phi, \psi, \ldots)$ to denote generic agents. A generic interaction rule is an interaction rule $\alpha \bowtie B \Rightarrow N$ whose LHS consists of one generic agent $\alpha$ and one ordinary agent $B$. The RHS $N$ may contain one or more occurrences of $\alpha$. We use $\mathrm{INS}_{\mathrm{G}}$ for INS with generic rules.

An ordinary rule $A \bowtie B$ is applicable to (or matches) an active pair if the latter is of the shape $A \sim B$. A generic rule $\alpha \bowtie B$ is applicable to (or matches) an active pair if the latter is of shape $A \sim B$ (with $A \neq B)$ and if $\alpha$ and $A$ have the same number of ports. In this case, we also say that $\alpha$ matches $A$.

Restriction of Self-interaction. Note that generic rules do not match active pairs where both agents are the same (e.g., $B \sim B$ for the rule $\alpha \bowtie B$ ). The reason for this is that some generic rules inherently do not satisfy the "symmetry" condition of Lafont's no ambiguity property (see Section [2.1]. However, we can instead add an additional ordinary rule for $B \bowtie B$ to our set of rules, particularly under the constraints defined in the remainder of this section, provided it satisfies the aforementioned symmetry constraint for self-overlaps (cf. Subsection [2.1] 3).

We define overlaps as the matching of more than one rule on a single active pair:

Definition 3.11 (overlaps). Two (distinct) rules in an $I N S_{\mathrm{G}}$ overlap if there exists a single active pair (w.r.t. some INS) which is matched by both rules and can also be rewritten by them 4

Let $(\Sigma, R)$ be an $I N S_{\mathrm{G}}$. Let $O(R) \subseteq R$ be the ordinary rules of $R$ and $G(R) \subseteq$ $R$ be the generic rules of $R$. We say that two rules $A \bowtie B$ and $\alpha \bowtie B$ in an $I N S_{\mathrm{G}}$ form an ordinary-generic-overlap (OG-overlap for short) if both match an active pair $A \sim B$. Two generic rules $\alpha \bowtie B$ and $A \bowtie \beta$ form a generic-generic-overlap (GG-overlap for short) if $\alpha$ matches $A$ and $\beta$ matches $B$, i.e., both rules match the active pair $A \sim B$.

We now define our constraints for generic rules, first for agents with fixed arity. Afterwards, we extend these constraints to generic agents with arbitrary arity (e.g., $\delta$ and $\epsilon$ ).

We can prevent OG-overlaps by giving priority to ordinary rules. If for an active pair an $\mathrm{INS}_{\mathrm{G}}$ has no matching ordinary rule, only then may a generic rule be applied.

Definition 3.11 (default priority constraint (DPC)). Let $\mathcal{R}=(\Sigma, R)$ be an $I N S_{\mathrm{G}}$. Then $\mathcal{R}$ satisfies the Default Priority Constraint (DPC) if the induced reduction relation is restricted as follows: A generic rule $\alpha \bowtie B \in R$ is only applicable to an active pair $A \sim B$ if $A \bowtie B$ is not the LHS of any rule in $R$. In this case we write $\Rightarrow_{R_{D P C}}$ for the restricted reduction relation.

The DPC ensures that "exceptions" to generic rules assume priority. One can easily see that this completely prevents OG-overlaps. Adding a generic rule $\alpha \bowtie$ $B \Rightarrow N \in R$ to an $\operatorname{INS}(\Sigma, R)$ is equivalent to adding an ordinary version $A \bowtie B \Rightarrow N[\alpha / A]$ of the rule for each symbol $A$ in $\Sigma$ (distinct from $B$ ). From now on we assume that $\Sigma$ is finite.

As the DPC prevents OG-overlaps, we now focus on preventing GG-overlaps, i.e., overlaps between multiple generic rules. Our approach is straightforward: We disallow overlapping generic rules or enforce a higher-priority ordinary rule.

Definition 3.11 (generic rule constraint (GRC)). Let $\mathcal{R}=(\Sigma, R)$ be an $I N S_{\mathrm{G}}$. $R$ satisfies the Generic Rule Constraint (GRC) if for all $\alpha \bowtie B \Rightarrow N$, $A \bowtie \beta \Rightarrow M \in G(R)$, $\alpha$ does not match $A$ or $\beta$ does not match $B$ or there exists an ordinary rule $A \bowtie B \in O(R)$.

While DPC restricts the reduction relation, GRC is a constraint on the set of interaction rules. The combination of GRC and DPC prevents any rule overlaps.

Proposition 3.12 (uniform confluence). Let $\mathcal{I}=(\Sigma, R)$ be an $I N S_{\mathrm{G}}$ that satisfies $G R C$. Then $\Rightarrow_{R_{D P C}}$ has the uniform confluence property.

Proof (idea). It is sufficient to show that the no ambiguity property of Section [2.1] is preserved by the constraints.

[^58]
### 3.2 Generic Rules with Variadic Agents

We now extend our results to generic rules with arbitrary arity, or variadic agents. For example, we again refer to the $\delta$ and $\epsilon$ rules. These rules match any active pair that consists of $\delta / \epsilon$ and an agent of arity between 0 and $n$ (where $n$ is considered the maximum arity of all agents in the signature).

Definition 3.21 (variadic rule matching). Let $r=\alpha \bowtie B$ be a generic rule, where $\alpha$ is of arbitrary arity (denoted by the dot-notation "..."). Then, $r$ matches an active pair $A \sim B$.

Note that this definition of rule matching with a generic rule includes the degenerate case of 0 auxiliary ports.

Variadic Rule Application. As indicated by the $\delta / \epsilon$ rules on page 513, rules with variadic agents may have an arbitrary number of identical agents (or subnets) in their RHS (denoted by "..."). Such a rule $\alpha \bowtie B \Rightarrow N$ is applied to an active pair $A \sim B$ as follows: let $n=\operatorname{arity}(A) . A \sim B$ is replaced by a net $N^{\prime}$, such that $N^{\prime}$ contains $n$ copies of all agents, wires and ports in $N$ that are marked with the dot-notation and one copy of the remaining parts of $N$ (which are not marked with the dot-notation). For example, consider the $\delta$-rule on page $513]$ the $\delta$ agents, the ports $x_{i}$ and all wires between $\delta$ and $\alpha$ agents are copied $n$ times. Both $\alpha$ agents and the ports $d 1, d 2$ only appear once in $N^{\prime}$.

The constraints and properties of fixed-arity generic rules can be extended to the arbitrary arity case. For this, we define the notion of arity unfolding.

Definition 3.22 (arity unfolding). Let $\mathcal{I}=(\Sigma, R)$ be an INS. Let $O(R)$ be the set of ordinary rules, $G(R)$ the set of fixed-arity generic rules and $A G(R)$ the set of arbitrary-arity generic rules of $R$. Let $\operatorname{Ar}(\Sigma)$ be the set of arities of all agents of $\Sigma$. We define the arity unfolding $A U(R)$ as follows: $A U(R)=O(R) \cup$ $G(R) \cup\left\{A \bowtie \alpha_{i} \Rightarrow N\left[\alpha / \alpha_{i}\right] \mid(A \bowtie \alpha \Rightarrow N) \in A G(R), \operatorname{arity}\left(\alpha_{i}\right) \in \operatorname{Ar}(\Sigma)\right\}$.

Informally, the arity unfolding adds a single fixed-arity generic rule for all possible arities of the generic agent (i.e., all arities of agents in $\Sigma$ ) in an arbitrary-arity generic rule. If $\Sigma$ is finite, then $A U(R)$ has finitely many rules. Note that $N\left[\alpha / \alpha_{i}\right]$ is a RHS that contains $\operatorname{arity}\left(\alpha_{i}\right)$ identical subnets (as mentioned above).

Theorem 3.23. Let $\mathcal{I}=(\Sigma, R)$ be an $I N S_{\mathrm{G}}$, where $R$ contains at least one generic rule with a variadic agent. If $A U(R)$ satisfies $G R C$, then $\Rightarrow_{R_{D P C}}$ satisfies the no ambiguity property.

Proof. If $A U(R)$ satisfies GRC, then it has no GG-overlaps, except those that are prevented by DPC. Since $N \Rightarrow_{R} M$ if and only if $N \Rightarrow_{A U(R)} M, R$ has no additional GG-overlaps either. Hence, $\Rightarrow_{R_{D P C}}$ has no overlaps.

Non-uniform Port Handling. In the RHS of a variadic rule, all (arbitrarily many) ports of the generic agent are handled in the same, uniform way. However, we can define generic rules where a few selected ports of a generic agent receive
a different, non-uniform treatment and the remaining, arbitrarily many ports are handled uniformly. Such rules can be used to support curried functions or partial applications (e.g., (1+) in Haskell).

Rule matching for the non-uniform case works almost identically to Definition 3.21] However, the respective agent of the active pair needs to have at least the number of non-uniformly handled auxiliary ports. In addition, the results on the preservation of uniform confluence for the variadic case are easily extended.

## 4 A Simple Typing Approach

Clearly, a type system is not required to perform higher-order computations (for example, the untyped $\lambda$-calculus allows higher-order functions). However, types can help us to restrict matching and rule out obviously incorrect programs (or here, nets): even if we satisfy the constraints of the previous section, the matching capabilities of generic rules are too powerful, matching any agent with the arity of the generic agent. Naturally, this problem is solved by a type system for interaction nets that is suitable for expressing monadic rules. We base our system on previous type systems for interaction nets [187] that assign types and polarities (denoting input/output types) to ports.

### 4.1 Our Typing Approach

We decided to keep the system as simple as possible. However, our system still has to be expressive enough to model types of the monadic operators.

This means that a suitable type system needs to feature type variables, and a form of arrow (i.e., functional) types. While the intersection type system of [7] offers arrow types for ports, we feel that this system is overly complex for our needs. Therefore, we take the following approach: We restrict types for ports to base types and type variables. Base types may either be type constants (like int) or have type parameters (e.g., list(int)). More complex types are only defined implicitly via the set of all port types of an agent, also referred to as its environment. When matching a rule with an active pair, we compare the environment of the active agents with the rule LHS.

Definition 4.11 (port types). Let $S$ be a set of base types (or sorts). Let each sort have an arity, denoting the number of type parameters. Let $V$ be a set of type variables and $P=\{+,-\}$ be the set of polarities. The set of port types $P T$ is defined as:
$-v^{p} \in P T$, where $v \in V, p \in P$
$-s^{p} \in P T$, where $s \in S, p \in P$, and $\operatorname{arity}(s)=0$
$-s\left(t_{1}, \ldots, t_{n}\right)^{p} \in P T$, where $s \in S, p \in P, t_{i} \in P T(1 \leq i \leq n)$, $\operatorname{arity}(s)=n$
All types of an agent's ports form its environment. This notion was already introduced in [7]. However, we define it in a slightly different way, ordering the types by their port positions, starting counter-clockwise from the principal port.

Definition 4.12 (environment). Let $A$ be an agent of arity $n$. The environment $\varepsilon(A)$ is defined as $\left\{t_{p}, t_{1}, \ldots, t_{n}\right\}$, where $t_{p}$ is the type of the principal port, and $t_{i}$ is the type of the ith auxiliary port (viewed counter-clockwise from the principal port).

We say that a net is well-typed if all connected ports are of opposite polarity and for all pairs of types of connected ports $\left(t_{1}, r_{1}\right), \ldots,\left(t_{n}, r_{n}\right)$, there is a solution to the unification problem $\left\{t_{1} \approx r_{1}, \ldots, t_{n} \approx r_{n}\right\}$. Well-typed nets can be seen as the equivalent of well-typed programs.

Based on the environment, we define a rule type that will be used for matching. In addition, we need to formalise whether specific port type variables of the agents of a rule LHS correspond to each other. For this, we will use substitutions from type variables to types, referred to as type substitutions.

Definition 4.13 (rule type). Let $r=(A \bowtie B \Rightarrow N)$ be an interaction rule. Let the type variables of the ports of $A$ and $B$ be disjoint. The rule type $R T(r)$ is a triple $(\varepsilon(A), \varepsilon(B), S)$, where $S$ is a type substitution $\left\{\tau_{1} \mapsto t_{1}, \ldots, \tau_{n} \mapsto t_{n}\right\}$ consisting of types of either $\varepsilon(A)$ or $\varepsilon(B)$.

A rule is well-typed if both nets of the LHS and RHS are well-typed. The idea behind $S$ is to ensure that specific interface ports of both agents share the same type. Think of a rule LHS where one auxiliary port of each active agent needs to have the same variable type as the other. Since the scope of the variable is the environment of a single agent, we need additional information to declare two port type variables of different agents as equal. An example can be found in Section 5

We now define matching of generic typed rules and active pairs, which is the main purpose of our type system. Informally, we match the environment of the generic agent and the corresponding agent of the active pair.

Definition 4.14 (typed rule matching). Let $r=\alpha \bowtie B$ be a well-typed interaction rule where $\alpha$ is a generic agent. Let $N$ be a well-typed net containing an active pair $A \sim B$. We say that $r$ matches $A \sim B$ if $r$ 's LHS matches $A \sim B$ and there exists a type substitution $\sigma$ s.t. $\sigma(S(\varepsilon(\alpha)))=\varepsilon(A)$, where $S$ is the substitution of $R T(r)$.

### 4.2 Typing for the Variadic Agent Case

To model the environment of generic agents with arbitrary arity, we introduce a special symbol * that may match any number of port types. When matching a rule with an active pair, we add fresh type variables for all auxiliary ports covered by the type $*$ :

Definition 4.21 (typed rule matching with variadic agents). Let $r$ be a rule $\alpha \bowtie B$, where $\alpha$ is a variadic agent. Let $\varepsilon(\alpha)=\left(t^{p}, *, t_{1}{ }^{q_{1}}, \ldots, t_{m}{ }^{q_{m}}\right)$, where $t_{i}$ are the types of the non-uniformly handled ports (and $q_{i}$ the respective polarities). $\alpha \bowtie B$ matches an active pair $A \sim B$ if the following holds:

- Let $\alpha^{\prime}$ be a fixed-arity generic agent s.t.
$\varepsilon\left(\alpha^{\prime}\right)=\left(t^{p}, x_{1}{ }^{p_{1}}, \ldots, x_{n}{ }^{p_{n}}, t_{1}{ }^{q_{1}}, \ldots, t_{m}{ }^{q_{m}}\right)$, where $n=\operatorname{arity}(B)-m(m$ is the number of non-uniformly handled ports), $x_{i}$ are fresh variables and the polarities $p_{i}$ are the polarities of $B$ 's auxiliary ports.
$-\alpha^{\prime} \bowtie B$ matches $A \sim B$ w.r.t. Definition 4.14.
The simplicity of the type system makes it quite easy to handle. For example, well-typedness of nets is decidable in linear time.


## 5 Application: Monads in Interaction Nets

We now present an interaction nets version of the Maybe monad from Example [2.21] A second example that describes the State Transformer monad can be found in the appendix. Both of these INSs are monads in the sense of Definition 2.22. This can be shown by a reduction of nets, such that both sides of each equation have a common reduct (similar as in [15]). A short proof for the Maybe IN monad is given in Appendix C.

Using generic rules, we can express the interaction rules of the Maybe monad in a way that closely models Haskell's definition. The $\mathrm{INS}_{\mathrm{GT}}$ Maybe is defined as $\left(\left\{J s t^{1}, N o^{1}, r e t^{1}\right.\right.$, bind $\left.\left.^{1}, a u x^{1}\right\}, M\right)$ where $M$ consists of the following rules:
(1)

(2b)



(GRC1)

(GRC2)


The rule labels correspond to the lines of the definition in Example [2.2] Lines (2) and (3) are split into two rules each, for two reasons. First, this is due to the restriction of two agents per interaction rule LHS (this can be overcome by using nested patterns [1211]). Second, the auxiliary agents $\gg J$ and $\gg N$ interact with the generic agent $\phi$ and thus ensure its correct type. To ensure that the set of rules satisfies the GRC, we add the auxiliary rules (GRC1) and (GRC2).

Proposition 5.01. $\Rightarrow_{M_{D P C}}$ satisfies the uniform confluence property.
We assign the following environments to the agents of the Maybe monad, where maybe is a sort of arity 1 and $\tau, \rho$ are type variables. The rule types are given in the right column.

$$
\begin{array}{rr}
\varepsilon(J s t)=\left\{\operatorname{maybe}(\tau)^{+}, \tau^{-}\right\} & R T(1)=\{\varepsilon(\alpha), \varepsilon(r e t),\{ \}\} \\
\varepsilon(N o)=\left\{\operatorname{maybe}(\tau)^{+}\right\} & R T(2 a)=\left\{\varepsilon(J s t), \varepsilon(\gg=),\left\{\tau_{1} \mapsto \tau_{2}\right\}\right. \\
\varepsilon(r e t)=\left\{\tau^{-}, \operatorname{maybe}(\tau)^{+}\right\} & R T(2 b)=\left\{\varepsilon(\gg J), \varepsilon(\phi),\left\{\tau_{1} \mapsto \tau_{2}\right\}\right\} \\
\varepsilon(\gg=)=\left\{\operatorname{maybe}(\tau)^{-},(\tau)^{+}\right\} & R T(3 a)=\{\varepsilon(N o), \varepsilon(\gg=),\{ \}\} \\
\varepsilon(\gg J)=\left\{\tau^{+}, \tau^{-}\right\} & R T(3 b)=\{\varepsilon(\text { aux }), \varepsilon(\phi),\{ \}\} \\
\varepsilon(\gg N)=\left\{\tau^{+}\right\}, \varepsilon(\alpha)=\left\{\tau^{+}, *\right\} & R T(G R C 1)=\{\varepsilon(\gg N), \varepsilon(r e t),\{ \}\} \\
\varepsilon(\phi)=\left\{\tau^{-}, *, \operatorname{maybe}(\rho)^{+}\right\} & R T(G R C 2)=\{\varepsilon(\gg J), \varepsilon(r e t),\{ \}\}
\end{array}
$$

Recall that the scope of port type variables is the agent's environment. We add subscripts to the variables in the rule types to denote which agent they belong to: $\tau_{1}$ belongs to the first agent of the rule LHS and $\tau_{2}$ to the second one. Note that in rule type $R T(2)$, the type substitution $S$ requires that both auxiliary ports of the active agents have the same type.

We see that the rule set of the Maybe monad is just as expressive as its textual definition in Haskell: it allows any agent as a basic value of the corresponding monad type. Thanks to non-uniform port handling of generic rules, any agent with matching port types can be used as second argument of bind.

## 6 Conclusion and Related Work

In this paper, we presented generic rules for interaction nets. These rules are substantially more powerful than ordinary interaction rules and allow for more general pattern matching. This adds a higher-order character to interaction rules, including a way to model partially evaluated functions. This extension is conservative: using appropriate constraints, we ensure that the reduction relation satisfies uniform confluence. Our theoretical results are a substantial step towards promoting interaction nets to a practically usable programming language. Our rule type system ensures that the matching of generic rules is consistent with the type restrictions of the monadic operators. While being sufficient for this task, the system is fairly simple and can of course be refined. This will be subject to future work.

Generic rules allow for elegant and concise rule definitions that are very similar to corresponding functional programs. In particular, there is no need for encodings of the lambda calculus and explicit function application [22] or externally defined programs [9]. However, the former may of course be combined with our approach, as in the example in Appendix B.

While we have shown that individual monads can be defined using generic rules, a unified, extensible interface for interaction net monads has yet to be
defined. This will also be addressed in future research. One possible direction is the adaptation of interaction rule archetypes [25]. Moreover, we plan to thoroughly investigate other approaches to higher-order functions in interaction nets.

Our notion of IN monads is based on their application to functional programming [271626. However, it might be interesting to try a more categorial approach to monads in interaction nets. In [4], the author uses notions from category theory to explicitly define interaction rule application and rewriting of nets. Besides in functional programming, monads have been used in several other domains. A recent application can be found in [17], where monads serve for structuring mechanisms in interactive theorem provers.

Of course, monads are not the only approach to side effects. In particular, approaches based on linear logic [18 1] could be employed to handle impure functions in interaction nets: there is a strong relation between both formalisms.

In addition to theoretical investigations, we are involved in the development of inets, a prototype programming language based on interaction nets [13. To this date, inets supports generic rules with fixed-arity agents. The implementation of variadic agents and non-uniform port handling is currently work in progress. Besides inets, there are several other implementations of interaction nets 2203 ]. For example, PORGY [3] allows for the specification and visualization of INSs, and tracing reductions under different strategies. To the best of our knowledge, none of these systems support generic rules.
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## A An Example Reduction with the Maybe Monad

Consider the following interaction rules that model the head and tail operators on lists. Both agents return an exception value when interacting with an empty list 5
(1)

$\Rightarrow$

(2)

$\rightarrow$ 准 $\rightarrow r$
(3)

(4)


Using the rules of the Maybe monad from Section 5, we can evaluate the term tail Cons(0,Nil) >>= head as follows:


## B The State Transformer Monad

The State Transformer monad is another well-known monad in Haskell. It models the application of a program w.r.t. a mutable state. It is defined as follows:
data State $s a=s \rightarrow(a, s)$
(1) return $x=\backslash s->(x, s)$
(2) $m \gg=f=\backslash r \rightarrow(\backslash \operatorname{let}(x, s)=m r i n(f \quad x) s)$

A state transformer is a function that takes a state $s$ as input and returns a pair of a return value $t$ and a possibly changed state. In (1), return $x$ is the function that returns a value $x$ and the unchanged input state. In (1), m >>=f first applies the state transformer $m$ to the input state and then $f$ to the value and state of the resulting pair.

[^59]When realizing this monad as an INS, the main difference to the Maybe monad lies in the monadic datatype State a s, which is a function itself. To account for this, we use agents for lambda terms and function application to "encapsulate" the state transformer function. Such agents have already been used in several papers (e.g., 2521$]$ ). Here, the $\lambda$ agent acts as a constructor for State function objects. The application agent @ takes a role similar to Haskell's runState function. The drawback of this approach is that the INS is complicated with additional agents and rules. The State Transformer INS, including rules for explicit function application and handling of pairs, is defined as follows:



(GRC)

(ext)

( $\lambda$-abs)


Like the INS for the Maybe monad, it is straightforward to show that the set of rules satisfies uniform confluence.

We type the State Transformer monad with the following environment. We use the sorts state ${ }^{2}$ and pair ${ }^{2}$ and the type variables $\tau, \rho$. The corresponding rule types are shown on the right. Again, we use subscripts to distinguish the type variables of both agents.

[^60]\[

$$
\begin{array}{r}
\varepsilon(\lambda)=\left\{\text { state }(\tau, \rho)^{+}, \tau^{+}, \operatorname{pair}(\rho, \tau)^{-}\right\} \\
\varepsilon(\text { ret })=\left\{\tau^{-}, \text {state }(\rho, \tau)^{+}\right\} \\
\varepsilon(\gg=)=\left\{\operatorname{state}(\tau, \rho)^{-}, \tau^{+}\right\} \\
\varepsilon(\text { aux })=\left\{\tau^{+}, \tau^{+}, \text {pair }(\tau, \rho)^{-}\right\} \\
\varepsilon(\text { ext })=\left\{\operatorname{pair}(\tau, \rho)^{-}, \tau^{+}, \rho^{+}\right\} \\
\varepsilon(p)=\left\{\operatorname{pair}(\tau, \rho)^{+}, \tau^{-}, \rho^{-}\right\} \\
\varepsilon(@)=\left\{\operatorname{state}(\tau, \rho)^{-}, \tau^{-}, \operatorname{pair}(\rho, \tau)^{+}\right\} \\
\varepsilon(\alpha)=\left\{\tau^{+}, *\right\} \\
\varepsilon(\phi)=\left\{\tau^{-}, \operatorname{state}(\tau, \rho)^{+}, *\right\}
\end{array}
$$
\]

$$
\begin{array}{r}
R T(1)=\{\varepsilon(\text { ret }), \varepsilon(\alpha),\{ \}\} \\
R T(2 a)=\{\varepsilon(\text { state }), \varepsilon(\gg=), \\
\left.\left\{\tau_{1} \mapsto \tau_{2}\right\}\right\} \\
R T(2 b)=\{\varepsilon(\text { aux }), \varepsilon(\phi), \\
\left.\left\{\rho_{1} \mapsto \rho_{2}\right\}\right\} \\
R T(G R C)=\{\varepsilon(\text { aux }), \varepsilon(\text { ret }), \\
\left.\left\{\rho_{1} \mapsto \rho_{2}\right\}\right\} \\
R T(e x t)=\{\varepsilon(p), \varepsilon(e x t), \\
\left.\left\{\tau_{1} \mapsto \tau_{2}, \rho_{1} \mapsto \rho_{2}\right\}\right\} \\
R T(\lambda-a b s)=\{\varepsilon(\lambda), \varepsilon(@), \\
\left.\left\{\tau_{1} \mapsto \tau_{2}, \rho_{1} \mapsto \rho_{2}\right\}\right\}
\end{array}
$$

Due to the restriction on interaction rule LHSs, both monad rulesets feature auxiliary agents and rules. This can be improved by using rules with nested patterns: nested patterns are a conservative extension of interaction nets. They allow for more complex rule patterns while preserving uniform confluence. For more information, we refer to [1211].

## C Correctness of the Maybe Monad

We now show that the rules for the Maybe IN monad of Section satisfy the equalities in Definition [2.22] The following reduction sequence shows equality (1), where $N$ is an arbitrary net such that reduction is possible (i.e., there is an active pair connection between $N$ and ret):


Equality (2) is proved by the following sequence:
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#### Abstract

We propose a formalization of analog algorithms, extending the framework of abstract state machines to continuous-time models of computation.


> The states of 'continuous' machinery ... form a continuous manifold, and the behaviour of the machine is described by a curve on this manifold. All machinery can be regarded as continuous, but when it is possible to regard it as discrete it is usually best to do so.

> The property of being 'discrete' is only an advantage for the theoretical investigator, and serves no evolutionary purpose, so we could not expect Nature to assist us by producing truly 'discrete' brains.

Alan M. Turing, Intelligent Machinery, 1948

## 1 Introduction

We seek to gain an understanding of the fundamentals of analog systems, that is, systems that operate in continuous (real) time and with real values. Several different approaches have been taken in the pursuit of continuous-time models of computation. One is inspired by continuous-time analog machines, and has its roots in models of natural or artificial analog machinery. An alternate approach, one that can be referred to as inspired by continuous-time system theories, is broader in scope, and derives from research in systems theory done from a computational perspective. Hybrid systems and automata theory, for example, are two such sources of inspiration. See the survey in [7].

At the outset, continuous-time computation theory was mainly concerned with analog machines. Determining which systems should actually be considered to be algorithmic in nature is an intriguing question and relates to philosophical discussions about what constitutes a programmable machine. All the same, there are a number of early examples of actual analog devices that are generally accepted to be programmable. These include Pascal's 1642 Pascaline [10, Hermann's 1814 Planimeter, Bush's landmark 1931 Differential Analyzer [6], as well
as Bill Phillips' 1949 water-run Financephalograph [1]. Continuous-time computational models also include neural networks and systems that can be built using electronic analog devices. Such systems begin in some initial state and evolve over time in response to input signals. Results are read off from the evolving state and/or from a terminal state.

Another line of development of continuous-time models was motivated by hybrid systems, particularly by questions related to the hardness of their verification and control. In this case, the models are not seen as models of necessarily analog machines, but, rather, as abstractions of systems about which one would like to establish some properties or derive verification algorithms.

Our goal is to capture all such models within one uniform notion of computation and of algorithm. The most interesting case is the hybrid one, where the system's dynamics change in response to changing conditions, so there are discrete transitions as well as continuous ones. To that end, we adopt some of the ideas embodied in Gurevich's abstract-state machine formalism for discrete algorithms [14.

Abstract state machines (ASMs) constitute a most general model of sequential digital computation, one that can operate on any level of abstraction of data structures and native operations. It has been shown [15] that any algorithm that satisfies three "Sequential Postulates" can be step-by-step emulated by an ASM. These postulates formalize the following intuitions: (I) one is dealing with discrete, deterministic state-transition systems; (II) the information in states suffices to determine future transitions and may be captured by logical structures that respect isomorphisms; and (III) transitions are governed by the values of a finite and input-independent set of (variable-free) terms. All notions of algorithms for classical discrete-time models of computation in computer science, like Turing machines, random-access memory (RAM) machines, as well as classical extensions of them, including oracle Turing machines, alternating Turing machines, and the like, fall under the purview of the Sequential Postulates. This provides a basis for deriving computability theory, or even complexity theory, upon these very basic axioms about what an algorithm really is. In particular, adding a fourth axiom about initial states, yields a way to derive a proof of the Church-Turing Thesis 4125], as well as its extended version about relative complexity [11.

Capturing the notion of algorithmic computation for analog systems is a first step towards a better understanding of computability theory for continuous-time systems. Even this first step is a non-trivial task. Some work in this direction has been done for simple signals. See, for example, 89 for an approach within the abstract-state machine framework. An interesting approach to specifying some continuous-time evolutions, based on abstract state machines and using infinitesimals, is [18]. However, a comprehensive framework, capturing general analog systems seems to be wanting. See [7] for a discussion of the diverse analog computability theories.

In this work, we adapt and extend ideas from work on ASMs to the analog case, that is to say, from notions of algorithms for digital models to analogous
notions for analog systems. We go beyond the easier issue of "continuous space", that is, discrete-time models or algorithms with real-valued operations, since these have already been made to fit comfortably within the ASM framework, for which, see [2]. Indeed, algorithms for discrete-time analog models, like algorithms for the Blum-Shub-Smale model of computation [3], can be covered in this setting. The geometric constructions in [17] are simple (loop-free) examples of continuous-space algorithms.

In the next section, we introduce dynamical transition systems, defining signals and transition systems. In Sect. [3] we introduce abstract dynamical systems. Next, in Sect. 4] we define what an algorithmic dynamical system is. Then, in Sect. 5. we define analog programs and provide some examples, followed by a brief conclusion.

## 2 Dynamical Transition Systems

Analog systems may be thought of as "states" that evolve over "time". The systems we deal with receive inputs, called "signals", but do not otherwise interact with their environment.

### 2.1 Signals

Typically, a signal is a function from an interval of time to a "domain" value, or to a tuple of atomic domain values. For simplicity, we will presume that signals are indexed by real-valued time $\mathbb{T}=\mathbb{R}$, are defined only for a finite initial (open or closed) segment of $\mathbb{T}$, and take values in some domain $D$. Usually, the domain is more complicated than simple real numbers; it could be something like a tuple of infinitesimal signals. Every signal $u: \mathbb{T} \rightharpoonup D$ has a length, denoted $|u|$, such that $u(j)$ is undefined beyond $|u|$. To be more precise, the length of signals that are defined on any of the intervals $(0, \ell),[0, \ell),(0, \ell],[0, \ell]$ is $\ell$. In particular, the length of the (always undefined) empty signal, $\varepsilon$, is 0 , as is the length of any point signal, defined only at moment 0 .

The concatenation of signals is denoted by juxtaposition, and is defined as expected, except that concatenation of a right-closed signal with a left-closed one is only defined if they agree on the signal value at those closed ends, and concatenation is not defined if they are both open at the point of concatenation. The empty signal $\varepsilon$ is a neutral element of the concatenation operation.

Let $\mathcal{U}$ be the set of signals for some particular domain $D$. The prefix relation on signals, $u \leq v$, holds if there is a $w \in \mathcal{U}$ such that $v=u w$. As usual, we write $u<v$ for proper prefixes $(u \leq v$ but $u \neq v)$. It follows that $\varepsilon \leq u \leq u w$ for all signals $u, w \in \mathcal{U}$. And, $u \leq v$ implies $|u| \leq|v|$, for all $u, v$.

### 2.2 Transition Systems

Definition 1 (Transition System). $A$ transition system $\left\langle\mathcal{S}, \mathcal{S}_{0}, \mathcal{U}, \mathcal{T}\right\rangle$ consists of the following:

- A nonempty set (or class) $\mathcal{S}$ of states with a nonempty subset (or subclass) $\mathcal{S}_{0} \subseteq \mathcal{S}$ of initial states.
- $A$ set $\mathcal{U}$ of input signals over some domain $D$.
- A $\mathcal{U}$-indexed family $\mathcal{T}=\left\{\tau_{u}\right\}_{u \in \mathcal{U}}$ of state transformations $\tau_{u}: \mathcal{S} \rightarrow \mathcal{S}$.

Initial states might, for example, differ in the values of parameters, such as initial values.

It will be convenient to abbreviate $\tau_{u}(X)$ as just $X_{u}$, the state of the system after receiving the signal $u$, having started in state $X$. We will also use $X_{\widetilde{u}}$ as an abbreviation for the trajectory $\left\{X_{v}\right\}_{v<u}$, describing the past evolution of the state.

For simplicity, we are assuming that the system is deterministic. Note that the classical ASM framework for digital algorithms, though initially defined for deterministic systems, has been extended to nondeterministic transitions in [1613.

Should one want to model the possibility of terminal states, then the transformations would be partial functions $\tau_{u}: \mathcal{S} \rightharpoonup \mathcal{S}$. We gloss over this distinction in what follows.

Definition 2 (Dynamical System). A dynamical system $\left\langle\mathcal{S}, \mathcal{S}_{0}, \mathcal{U}, \mathcal{T}\right\rangle$ is a transition system, where the transformations satisfy

$$
\tau_{u v}=\tau_{v} \circ \tau_{u}
$$

for all $u, v \in \mathcal{U}$, and where $\tau_{\varepsilon}$ is the identity function on states.
This implies that $X_{u v}=\left(X_{u}\right)_{v}$.
It follows from this definition that $\tau_{(u v) w}=\tau_{u(v w)}$, since composition is associative. It also follows that instantaneous transitions are idempotent. That is, $\tau_{a} \circ \tau_{a}=\tau_{a}$, for point signal $a$, because then $a a=a$.

## 3 Abstract Dynamical Systems

### 3.1 Abstract States

A vocabulary $\mathcal{V}$ is a finite collection of fixed-arity function symbols, some of which may be tagged relational. A term whose outermost function name is relational is termed Boolean.

Definition 3 (Abstract Transition System). An abstract transition system is a dynamical transition system whose states $\mathcal{S}$ are (first-order) structures over some finite vocabulary $\mathcal{V}$, such that the following hold:
(a) States are closed under isomorphism, so if $X \in \mathcal{S}$ is a state of the system, then any structure $Y$ isomorphic to $X$ is also a state in $\mathcal{S}$, and $Y$ is an initial state if $X$ is.
(b) Input signals are closed under isomorphism, so if $u \in \mathcal{U}$ is a signal of the system, then any signal $v$ isomorphic to $u$ (that is, maps to isomorphic values) is also a signal in $\mathcal{U}$.
(c) Transformations preserve the domain (base set); that is, $\operatorname{Dom} X_{u}=\operatorname{Dom} X$ for every state $X \in \mathcal{S}$ and signal $u \in \mathcal{U}$.
(d) Transformations respect isomorphisms, so, if $X \cong_{\zeta} Y$ is an isomorphism of states $X, Y \in \mathcal{S}$, and $u \cong_{\zeta} v$ is the corresponding isomorphism of input signals $u, v \in \mathcal{U}$, then $X_{u} \cong_{\zeta} Y_{v}$.

In particular, system evolution is causal ("retrospective"): a state at any given moment is completely determined by past history and the current input signal. This is analogous to the Abstract State Postulate for discrete algorithms, as formulated in [15], except that subsequent states $X_{u}$ depend on the whole signal $u$, not just the prior state $X$ and current input.

To keep matters simple, we are assuming (unrealistically) that all operations are total. Instead, we simply model partiality by including some undefined element $\perp$ in domains. See, however, the development in [2].

Vocabularies. We will assume that the vocabularies of all states include the Boolean truth constants, the standard Boolean operations, equality, and function composition, and that these are always given their standard interpretations. We treat predicates as truth-valued functions, so states may be viewed as algebras.

There are idealized models of computation with reals, such as the BSS model [3], for which true equality of reals is available in all states. On the other hand, there are also models of computable reals, for which "numbers" are functions that approximate the idealized number to any desired degree of accuracy, and in which only partial equality is available. See [2] for how to extend the abstract-state-machine framework to deal faithfully with such cases.

### 3.2 Locations in States

Locations. Since a state $X$ is a structure, it interprets function symbols in $\mathcal{V}$, assigning a value $b$ from Dom $X$ to the location $f\left(a_{1}, \ldots, a_{k}\right)$ in $X$ for every $k$-ary symbol $f \in \mathcal{V}$ and values $a_{1}, \ldots, a_{k}$ taken from Dom $X$. In this way, state $X$ assigns a value $\llbracket t \rrbracket_{X} \in \operatorname{Dom} X$ to any ground term $t$ over $\mathcal{V}$. Similarly, a state $X$ assigns the appropriate function value $\llbracket f \rrbracket_{X}$ to each symbol $f \in \mathcal{V}$.

States. It is convenient to view each state as a collection of the graphs of its operations, given in the form of a set of location-value pairs. We adopt the convention of writing $f\left(a_{1}, \ldots, a_{k}\right) \mapsto b$, where $f\left(a_{1}, \ldots, a_{k}\right)$ is a location in state $X$, specified by the operation $f \in \mathcal{V}$ and elements $a_{1}, \ldots, a_{k} \in \operatorname{Dom} X$, and $b \in \operatorname{Dom} X$ is the value assigned by the state to that operation $f$ at that point $\left(a_{1}, \ldots, a_{k}\right)$. This convention allows us to apply set operations to states, without ambiguity.

### 3.3 Updates of States

We need to capture the changes to a state that are engendered by a system. For a given abstract transition system, define its update function $\Delta$ as follows:

$$
\Delta(X)=\lambda u . X_{u} \backslash X
$$

We write $\Delta_{u}(X)$ for $\Delta(X)(u)$. The trajectory of a system may be recovered from its update function, as follows:

$$
X_{u}=\left(X \backslash \nabla_{u}(X)\right) \cup \Delta_{u}(X)
$$

where

$$
\nabla_{u}(X):=\left\{\ell \mapsto \llbracket \ell \rrbracket_{X}: \ell \mapsto b \in \Delta_{u}(X) \text { for some } b\right\}
$$

are the location-value pairs in $X$ that are updated by $\Delta_{u}$.

## 4 Algorithmic Dynamic Systems

We say that states $X$ and $Y$ agree, with respect to a set of terms $T$, if $\llbracket s \rrbracket_{X}=\llbracket s \rrbracket_{Y}$ for all $s \in T$. This will be abbreviated $X={ }_{T} Y$. We also say that states $X$ and $Y$ are similar, with respect to a set of terms $T$, if or all terms $s, t \in T$, we have $\llbracket s \rrbracket_{X}=\llbracket t \rrbracket_{X}$ iff $\llbracket s \rrbracket_{Y}=\llbracket t \rrbracket_{Y}$. This will be abbreviated $X \sim_{T} Y$.

### 4.1 Algorithmicity

The current state, "modulo" its critical terms, unambiguously determines future states.

Definition 4 (Algorithmic Transitions). An abstract transition system with states $\mathcal{S}$ over vocabulary $\mathcal{V}$ is algorithmic if there is a fixed finite set $T$ of critical terms over $\mathcal{V}$, such that $\Delta_{u}(X)=\Delta_{u}(Y)$ for any two of its states $X, Y \in \mathcal{S}$ and signal $u \in \mathcal{U}$, whenever $X$ and $Y$ agree on $T$. In symbols:

$$
X={ }_{T} Y \Rightarrow \Delta_{u}(X)=\Delta_{u}(Y)
$$

This implies

$$
X_{\widetilde{u}}={ }_{T} Y_{\widetilde{u}} \Rightarrow \Delta_{u}(X)=\Delta_{u}(Y) .
$$

Furthermore, similarity should be preserved:

$$
X_{\widetilde{u}} \sim_{T} Y_{\widetilde{v}} \Rightarrow X_{u a} \sim_{T} Y_{v a}
$$

where $a \in \mathcal{U}$ is any point signal $(|a|=0)$.
Following the reasoning in 15, Lemma 6.2], every new value assigned by $\Delta_{u}(X)$ to a location in state $X$ is the value of some critical term. That is, if $\ell \mapsto b \in$ $\Delta_{u}(X)$, then $b=\llbracket t \rrbracket_{X}$ for some critical $t \in T$.

Proposition 1. Every new value assigned by $\Delta_{u}(X)$ to a location in state $X$ is the value of some critical term. That is, if $\ell \mapsto b \in \Delta_{u}(X)$, then $b=\llbracket t \rrbracket_{X}$ for some critical $t \in T$.

Proof. By contradiction, assume that some $b$ is not critical. Let $Y$ be the structure isomorphic to $X$ that is obtained from $X$ by replacing $b$ with a fresh element $b^{\prime}$. By the abstract-state postulate, $Y$ is a state. Check that $\llbracket t \rrbracket_{Y}=\llbracket t \rrbracket_{X}$ for every critical term $t$. By the choice of $T, \Delta_{u}(Y)$ equals $\Delta_{u}(X)$ and therefore contains $b$ in some update. But $b$ does not occur in $Y$. By (the inalterable-base-set part of) the abstract-state postulate, $b$ does not occur in $Y_{u}$ either. Hence it cannot occur in $\Delta_{u}(Y)=Y_{u} \backslash Y$. This gives the desired contradiction.

Agreeability of states is preserved by algorithmic transitions:
Lemma 1. For an algorithmic transition system with critical terms $T$, it is the case that

$$
X=_{T} Y \Rightarrow X_{u}=_{T} Y_{u}
$$

for any states $X, Y \in \mathcal{S}$ and input signal $u \in \mathcal{U}$.

### 4.2 Flows and Jumps

A "jump" in a trajectory is a change in the dynamics of the system, in contrast with "flows", during which the dynamics are fixed. Formally, a jump corresponds to a change in the equivalences between critical terms, whereas, when the trajectory "flows", equivalences between critical terms are kept invariant. Accordingly, we will say that a trajectory $X_{\widetilde{u}}$ flows if all intermediate states $X_{w}$ and $X_{v}(\epsilon<w<v<u)$ are similar. It jumps at its end if there is no prefix $w<u$ such that all intermediate $X_{v}, w<v<u$, are similar to $X_{u}$. It jumps at its beginning if there is no prefix $w \leq u$ such that all intermediate $X_{v}, \epsilon<v<w$, are similar to $X$.

### 4.3 Analgorithms

Putting everything together, we have arrived at the following.
Definition 5 (Analog Algorithm). An analog algorithm (or "analgorithm") is an algorithmic (abstract) transition system, such that no trajectory has more than a finite number of (prefixes that end in) jumps.

In other words, an analog algorithm is a signal-indexed deterministic statetransition system (Definitions [1 and 2), whose states are algebras that respect isomorphisms (Definition (3), whose transitions are governed by the values of a fixed finite set of terms (Definition (4), and whose trajectories do not change dynamics infinitely often (Definition (5).

### 4.4 Properties

System evolution is causal ("retrospective"): a state at any given moment is completely determined by past history and the current input signal.

Theorem 1. For any analog algorithm, the trajectory can be recovered from the immediate past (or updates from the past). In other words, $X_{u}$, for right-closed signal $u$, can be obtained (up to isomorphism) as a function of $X_{\widetilde{u}}$ (that is, the $X_{v}$, for $v<u$ ) plus the final input $u_{*}$.

In fact, $X_{u}$ depends on arbitrarily small segments $X_{u(t,|u|)}, t<|u|$, of past history.

Proof. This is a direct consequence of Definition 3]

### 4.5 Further Considerations

It might also make sense to disallow the value given to a location $\ell$ at some time $t$ to depend on infinitely many prior changes. For example, one would not want the value of $f(t)$ to be set at every moment $t$ to $2 f(t / 2)$. Rather, the value of every location $\ell$ at moment $t$ should be determined by values provided by the signal at time $t$ and by values of locations in the state that are "stable" at $t$. By stable, we mean that there is a non-empty interval of time up to $t$ in which its value is constant. Furthermore, this temporal dependency of locations should be well-founded.

It may happen that the system of equations that controls transitions has a critical non-unique solution for the given initial conditions. For example, the equation $y^{\prime}(x)^{2}=4 y(x)$, restricted to the initial condition $y(0)=0$, has two distinct solutions, namely, $y \equiv 0$ and $y=x^{2}$. In this case, we would want to add some continuity constraint. We would want to require that a choice of the solution made in the initial state is not changed for the whole trajectory governed by that equation.

## 5 Programs

### 5.1 Definition

Definition 6 (Analog Program). An analog program $P$ over a vocabulary $\mathcal{V}$ is a finite text, taking one of the following forms:

- $A$ constraint statement $v_{1}, \ldots, v_{n}$ such that $C$, where $C$ is a Boolean condition over $\mathcal{V}$ and the $v_{i}$ are terms over $\mathcal{V}$ (usually subterms of $C$ ) whose values may change in connection with execution of this statement.
- A parallel statement $\left[P_{1}\|\cdots\| P_{n}\right](n \geq 0)$, where each of the $P_{i}$ is an analog program over $\mathcal{V}$. (If $n=0$, this is "do nothing" or "skip".)
- $A$ conditional statement if $C$ then $P$, where $C$ is a Boolean condition over $\mathcal{V}$, and $P$ is an $A S M$ program over $\mathcal{V}$.

We can use an assignment statement $f\left(s_{1}, \ldots, s_{n}\right):=t$ as an abbreviation for $f\left(s_{1}, \ldots, s_{n}\right)$ such that $f\left(s_{1}, \ldots, s_{n}\right)=t$. But bear in mind that the result is instantaneous, so that $x:=2 x$ is tantamount to $x:=0$, regardless of the prior value of $x$. Similarly, $x:=x+1$ is only possible if the domain includes an "infinite" value $\infty$ for which $\infty=\infty+1$.

### 5.2 Semantics

In the simple case, where the changes in state at time $t$ depend only on the current signal $u$ and state $X$, we can envision the following sequence of events:
(a) All non-stable locations in $X$ (see Sect. 4.5) have undefined values.
(b) The signal sets the value of location $\imath$, yielding $X^{\prime}$.
(c) Critical terms are evaluated in $X^{\prime}$. (Only relevant terms need be evaluated, per [2].) This may involve looking up the values of pre-defined "static" operations in the state, like multiplication or division.
(d) All conditionals are evaluated, yielding a set of enabled constraints.
(e) All enabled constraints are solved (deterministically, we are assuming). In the explicit case, this means that all enabled assignments are "executed" in parallel, yielding a resultant state $X^{\prime \prime}$.

### 5.3 Examples

To begin with, consider analog algorithms that are purely flow, that is to say without any jumps. Flow programs invoke a time parameter, which we assume is supplied by the input signal. In simple continuous-time systems, the state evolves continually, governed by ordinary differential equations, say.

For example, the motion of an idealized simple pendulum is governed by the second-order differential equation

$$
\theta^{\prime \prime}+\frac{g}{L} \theta=0
$$

where $\theta$ is angular displacement, $g$ is gravitational acceleration, and $L$ is the length of the pendulum rod. Let the signal $u \in \mathcal{U}$ be just real time. States report the current angle $\theta \in \mathcal{V}$. All states are endowed with the same (or isomorphic) operations for real arithmetic, including sine and square root, interpreting standard symbols. Initial states contain values for $g, L$, and the initial angle $\theta_{0}$ when the pendulum is released.

For small $\theta_{0}$, the flow trajectory $\tau_{t}(X)$ can be specified simply by

$$
\theta=\theta_{0} \cdot \sin \left(\sqrt{\frac{g}{L}} \cdot \imath\right)
$$

where $\imath$ is the input port and nothing but $\theta$ changes from state to state. The update function is, accordingly,

$$
\Delta_{t}(X)=\left\{\theta \mapsto \theta_{0} \cdot \sin \left(\sqrt{\frac{g}{L}} \cdot \imath\right)\right\}
$$

Hence, the critical term is $\theta_{0} \cdot \sin (\sqrt{g / L} \cdot \imath)$. It can be described by program

$$
\left[\theta \text { such that } \theta=\theta_{0} \cdot \sin \left(\sqrt{\frac{g}{L}} \cdot \imath\right)\right] .
$$



Fig. 1. A GPAC for sine and cosine

One of the most famous models of analog computations is the General Purpose Analog Computer (GPAC) of Claude Shannon [19]. Figure 1 depicts a (nonmimimal) GPAC that generates sine and cosine: in this picture, the $\int$ signs denote some integrator, and the -1 denote some constant block. If initial conditions are set up correctly, such a system will evolve according to the following initial value problem:

$$
\begin{cases}x^{\prime}=z & x(0)=1 \\ y^{\prime}=x & y(0)=0 \\ z^{\prime}=-y^{\prime} & z(0)=0\end{cases}
$$

It follows that $x(t)=\cos (t), y(t)=\sin (t), z=-\sin (t)$. In other words, this simple GPAC that generates sine and cosine can be modeled by program

$$
[x, y, z \text { such that } x=\cos (\imath) \wedge y=\sin (\imath) \wedge z=-y]
$$

This system could also be modeled implicitly as:

$$
\text { Solve }\left(\left\{x^{\prime}=z ; y^{\prime}=x ; z^{\prime}=y\right\},\{x=1 ; y=0 ; z=0\}, t\right),
$$

with states incorporating an operation Solve that takes a system of differential equations, initial conditions, and a given time $t$, and returns the current values of the dynamic variables ( $x, y, z$, in this example).

Our proposed model can also adequately describe systems (like a bouncing ball) in which the dynamics change periodically. The physics of a bouncing ball are given by the explicit flow equations

$$
\begin{aligned}
& v=v_{0}-g \cdot t \\
& x=v \cdot t,
\end{aligned}
$$

where $g$ is the gravitational constant, $v_{0}$ is the velocity when last hitting the table, and $t$ is the time signal - except that upon impact, each time $x=0$, the velocity changes according to

$$
v_{0}=-k \cdot v,
$$

where $k$ is the coefficient of impact. The critical Boolean term is $x=0$. In any finite time interval, this condition changes value only finitely many times.

This system can be described by a program like

$$
\begin{aligned}
& {\left[\text { if } x \neq 0 \text { then } x, v \text { such that } v=v_{0}-g \cdot t, x=\left(v_{0}-g \cdot t\right) \cdot t\right.} \\
& \left.\| \text { if } x=0 \text { then } v_{0}:=-k \cdot v\right],
\end{aligned}
$$

where $x$ stands for its height, and $v$, its speed. Every time the ball bounces, its speed is reduced by a factor $k$.

## 6 Discussion

We have formalized some aspects of analog algorithms, as they describe processes that evolve in continuous time according to rules expressed in a program.

The proposals in this paper are just a start in our quest to formalize analog computation. In Sect. 4.5, we mentioned some further considerations, including the modeling of nondeterministic behavior. In future work, we need to consider additional features, including signals that contain more than just time and the incorporation of implicit behavioral specifications.
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#### Abstract

Finite automata with random bits written on a separate 2way readable tape can recognize languages not recognizable by probabilistic finite automata. This shows that repeated reading of random bits by finite automata can have big advantages over one-time reading of random bits.


## 1 Introduction

What is a probabilistic finite automaton? The usual answer is a deterministic finite automaton with an access to random bits. However, much depends on precise terms how the random bits are allowed to use. The first models of the probabilistic finite automata have shown to be not the most powerful ones.

Michael O. Rabin [22] proved that probabilistic finite automata with one-way tape reading and isolated cut-point (bounded error) can recognize only regular languages, i.e. the same languages as deterministic finite automata can recognize. Freivalds [7] proved that two-way probabilistic finite automata with isolated cutpoint can recognize some non-regular languages. This result showed that probabilistic automata differ from nondeterministic and alternating automata because for the language recognition capabilities of one-way and two-way automata are the same.

It was quite a surprise when it turned out that for some problems the communication complexity using public coins can be lower than the communication complexity using private coins [20]. Before that it was silently assumed that there is only one possibility how to use randomization in constructing efficient algorithms. Now it was shown that random bits may be a help in more than one way. This was even more surprising because the papers [1112 showed that public and private coins had nearly the same power in interactive proof systems.

We discover in this paper another unusual property of randomization in finite automata in this paper. We show that finite automata that can read the random bits repeatedly have advantages over automata that can read these random bits only once.

[^61]What is a random string of bits? Are we to demand a correct result for arbitrary "random" string, including a string consisting only of zeros? We are to answer all these questions before we propose a formal definition.

In our case, the advice is supposed to be an arbitrary infinite Martin-Löf random sequence but the finite automaton can use only a finite initial fragment of this sequence. The length of the used fragment of the random sequence is up to the finite automaton. We demand that the result is to be correct with arbitrary Martin-Löf random sequence used. We demand also that no other restrictions on the randomness are used. Moreover, after Theorem 1 we notice that this our "naive" definition allows to simulate an additional counter, and it is well-known that automata with one counter can recognize nonregular languages. To avoid this additional possibility, we make our definition more complicated demanding that our sequence of random bits is infinite to both ends. It has no beginning and no end. One no more can simulate a counter but still our determnistic finite automaton with random bits written on a separate tape can recognize languages not recognizable by probabilistic finite automata.

Martin-Löf's original definition of a random sequence was in terms of constructive null covers; he defined a sequence to be random if it is not contained in any such cover. Leonid Levin and Claus-Peter Schnorr proved a characterization in terms of Kolmogorov complexity: a sequence is random if there is a uniform bound on the compressibility of its initial segments. An infinite sequence $S$ is Martin-Löf random if and only if there is a constant $c$ such that all of $S$ 's finite prefixes are $c$-incompressible. Schnorr gave a third equivalent definition in terms of martingales (a type of betting strategy). M.Li and P.Vitanyi's book [19] is an excellent introduction to these ideas.

However, the positive results in our paper use only one property of MartinLöf random sequences. Namely, it is well known that for arbitrary Martin-Löf random sequence $S$ and for arbitrary finite string $w$ of zeros and ones it is true that $S$ contains infinitely many occurencies of $w$.

Hence we introduce a notion of primitive Martin-Löf random sequence which suffices to prove all the positive results in our paper on usage of random binary strings.

Definition 1. We say that an infinite sequence $S$ of bits is a primitive MartinLöf random sequence if for arbitrary finite binary string $w$, it is true that $S$ contains infinitely many occurrences of the string $w$.

It is obvious that arbitrary Martin-Löf random sequence is a primitive MartinLöf random sequence.

This paper originated from re-considering the notion of "automata that take an advice". This notion was introduced by R.Karp/R.Lipton [15] for Turing machines, by T.Yamakami et al. 21 26 27] for finite automata and in a different way by R.Freivalds [10].

In this paper we notice that a meaningful advice which complies with the philosophy of the abovementioned papers can bring no information about the input word (where information is understood in terms used by Claude Shannon
[25]). This seems impossible but this is a simple corollary of the advantages of multiple usage of random bits versus single-time usage of them.

## 2 Preliminary Results

Deterministic, nondeterministic and alternating 2-way finite automata recognize only regular languages. On the other hand, it was proved in [7] (see also the survey [8]) that 2-way probabilistic finite automata (shortly: 2pfa) with bounded error can recognize nonregular languages.
C. Dwork and L. Stockmeyer proved in [4] a theorem on limitations of 2-way probabilistic finite automata with bounded error. This theorem is useful for us:
Theorem A. [4] Let $L \subseteq \Sigma^{*}$. Suppose there is an infinite set $I$ of positive integers and, for each $m \in I$, an integer $N(m)$ and sets $W_{m}=\left\{w_{1}, w_{2}, \cdots, w_{N(m)}\right\}$, $U_{m}=\left\{u_{1}, u_{2}, \cdots, u_{N(m)}\right\}$ and $V_{m}=\left\{v_{1}, v_{2}, \cdots, v_{N(m)}\right\}$ of words such that

1. $|w| \leq m$ for all $w \in W_{m}$,
2. for every integer $k$ there is an $m_{k}$ such that $N(m) \geq m^{k}$ for all $m \in I$ with $m \geq m_{k}$, and
3. for all $1 \leq i, j \leq N(m), u_{j} w_{i} v_{j} \in L$ iff $i=j$.

Then $L$ is not recognizable by 2-way probabilistic finite automata with bounded error.
We use this result to prove our Theorem 1. We have not yet defined our model of automaton but Theorem 1 already contains the essence of later constructions. The rest of this Section contains easy constructions showing why the model must be defined in a rather complicated way. We wish to show that multiple usage of random bits gives us advantages over single-time usage of them. However, the model is to be defined carefully to avoid many possible trivialities that can arise from allowing seemingly harmless simplifications of the model.

Theorem 1. (1)The language $L=\left\{x 2 x \mid x \in\{0,1\}^{*}\right\}$ cannot be recognized with a bounded error by a probabilistic 2-way finite automaton.
(2) The language $L=\left\{x 2 x \mid x \in\{0,1\}^{*}\right\}$ can be recognized by a deterministic non-writing 2-tape finite automaton one tape of which contains the input word, and the other tape contains a primitive Martin-Löf random sequence, the automaton is 2-way on every tape, and it stops producing a the correct result in a finite number of steps for arbitrary input word.

Proof. (1) Let $m$ be an arbitrary integer. For arbitrary
$i \in\left\{0,1,2, \cdots, 2^{m}-1\right\}$ we define the word $x_{i}(m)$ as the word number $i$ in the lexicographical ordering of all the binary words of the length $m$. We define the words $u_{i}, w_{i}, v_{i}$ in our usage of Theorem A as $\left\{\oslash, x_{i}(m), 2 x_{i}(m)\right\}$.
(2) Let the input word be $x(r) 2 z(s)$ where $r$ and $s$ are the lengths of the corresponding words. At first, the 2-tape automaton finds a fragment $01111 \ldots$
which has the length at least $r$ and uses it as a counter to test whether $r=s$. Then the automaton searches for another help-word. If the help-word turns out to be $y$ then the automaton tests whether $x(r)=y$ and whether $z(s)=y$.

The definition used in the second item of Theorem 1 is our first (but not final) attempt to formalize the main idea of the notion of help from outside bringing zero information about the problem to be solved. Unfortunately, this definition allows something that was not intended to use. Such automata can easily simulate a counter, and 2-way automata with a counter, of course, can recognize nonregular languages. Hence we try to present a more complicated definition of help from outside bringing zero information to avoid the possibility to simulate a counter.

Definition 2. A 2-infinite sequence of bits is a sequence $\left\{a_{i}\right\}$ where $i \in(-\infty, \infty)$ and all $a_{i} \in\{0,1\}$.

Definition 3. We say that a 2-infinite sequence of bits is primitive Martin-Löf random if for arbitrary $i \in(-\infty, \infty)$ the sequence $\left\{b_{n}\right\}$ where $b_{n}=a_{i+n}$ for all $i \in \mathbb{N}$ is primitive Martin-Löf random, and the sequence $\left\{c_{n}\right\}$ where $c_{n}=a_{i-n}$ for all $i \in \mathbb{N}$ is primitive Martin-Löf random.

Definition 4. A deterministic finite automaton with written random bits (shortly: wrb) is a deterministic non-writing 2-tape finite automaton one tape of which contains the input word, and the other tape contains a 2-infinite primitive Martin-Löf random sequence, the automaton is 2-way on every tape, and it stops producing a the correct result in a finite number of steps for arbitrary input word. Additionally it is demanded that the head of the automaton never goes beyond the markers showing the beginning and the end of the input word.

Nondeterministic, probabilistic, alternating, etc. automata with wrb differ from deterministic ones only in the nature of the automata but not in usage of tapes or Martin-Löf random sequences.

Definition 5. We say that a language $L$ is recognizable by a deterministic finite automaton A with wrb if A for arbitrary 2-infinite primitive Martin-Löf random sequence accepts every input word $x \in L$ and rejects every input word $x \notin L$.

Definition 6. We say that a language $L$ is enumerable by a deterministic finite automaton $A$ with wrb if A for arbitrary 2-infinite primitive Martin-Löf random sequence accepts every input word $x \in L$ and do not accept any input word $x \notin L$.

Our Definition 4 contains an unexplained restriction forbidding the head on on the input tape to go beyond markers. This restriction was introduced because of undesired advantages of such machines considered in the following definition and subsequent Theorem 2,

Definition 7. A deterministic finite automaton with wrb on unbounded input is a deterministic read-only 2-tape finite automaton one tape of which contains the input word, and the other tape contains a 2-infinite primitive Martin-Löf
random sequence, the automaton is 2-way on every tape, and it stops producing a the correct result in a finite number of steps for arbitrary input word. It is not demanded that the head of the automaton always remains between the markers showing the beginning and the end of the input word.

Recognition and enumeration of languages by deterministic finite automata with wrb is not particularly interesting because of the following two theorems.

Theorem 2. A language $L$ is enumerable by a deterministic finite automaton with wrb on unbounded input if and only if it is recursively enumerable.

Proof. J.Bārzdiņš [2] proved that arbitrary one-tape deterministic Turing machine can be simulated by a 2 -way finite deterministic automaton with 3 counters directly and by a 2 -way finite deterministic automaton with 2 counters using a simple coding of the input word. (Later essentially the same result was rediscovered by other authors.) Hence there exists a a 2-way finite deterministic automaton with 3 counters accepting every word in $L$ and only words in $L$.

Let $x$ be an arbitrary word in $L$. To describe the processing of $x$ by the 3 couter automaton we denote the content of the counter $i(i \in\{1,2,3\})$ at the moment $t$ by $d(i, t)$. The word

$$
\begin{gathered}
00000101^{d(1,0)} 0101^{d(2,0)} 0101^{d(3,0)} 000101^{d(1,1)} 0101^{d(2,1)} 0101^{d(3,1)} 00 \cdots \\
\cdots 00101^{d(1, s)} 0101^{d(2, s)} 0101^{d(3, s)} 0000
\end{gathered}
$$

where s is the halting moment, is a complete description of the processing of $x$ by the automaton.

Our automaton with wrb tries to find a fragment of the 2-infinite primitive Martin-Löf random sequence on the help-tape such that:

1. it starts and ends by 0000 ,
2. the initial fragment

$$
0101^{d(1,0)} 0101^{d(2,0)} 0101^{d(3,0)} 00
$$

is exactly 0000010010010 , (i.e., the all 3 counters are empty,
3. for arbitrary $t$ the fragment

$$
0101^{d(1, t)} 0101^{d(2, t)} 0101^{d(3, t)} 0101^{d(1, t+1)} 0101^{d(2, t+1)} 0101^{d(3, t+1)}
$$

coresponds to a legal instruction of the automaton with the counters.
Since the 2-infinite sequence is primitive Martin-Löf random, such a fragment definitely exists in the sequence infinitely many times. The correctness of the fragment can be tested using the 3 auxiliary constructions below.

Construction 1. Assume that $w_{k} \in\{0,1\}^{*}$ and $w_{m} \in\{0,1\}^{*}$ are two subwords of the input word $x$ such that:

1. they are immediately preceded and immediately followed by symbols other than $\{0,1\}$,
2. a deterministic finite 1-tape 2-way automaton has no difficulty to move from $w_{k}$ to $w_{m}$ and back, clearly identifying these subwords,
Then there is a deterministic finite automaton with wrb recognizing whether or not $w_{k}=w_{m}$.

Proof. As in Theorem
Construction 2. Assume that $1^{k}$ and $1^{m}$ are two subwords of the help-word $y$ such that:

1. they are immediately preceded and immediately followed by symbols other than $\{0,1\}$,
2. a deterministic finite 1-tape 2-way automaton has no difficulty to move from $w_{k}$ to $w_{m}$ and back, clearly identifying these subwords,
3. both $k$ and $m$ are integers not exceeding the length of the input word.

Then there is a deterministic finite automaton with wrb recognizing whether or not $k=m$.

Proof. Similar the proof of Construction 1.
Construction 3. Assume that $1^{k_{1}}, 1^{k_{2}}, \cdots, 1^{k_{s}}$ and $1^{m_{1}}, 1^{m_{2}}, \cdots, 1^{m_{t}}$ are subwords of the help-word $y$ such that:

1. they are immediately preceded and immediately followed by symbols other than 1 ,
2. a deterministic finite 1-tape 2 -way automaton has no difficulty to move from one subword to another and back, clearly identifying these subwords,
3. both $k_{1}+k_{2}+\cdots+k_{s}$ and $m_{1}+m_{2}+\cdots+m_{t}$ are integers not exceeding the length of the input word.

Then there is a deterministic finite automaton with wrb recognizing whether or not $k_{1}+k_{2}+\cdots+k_{s}=m_{1}+m_{2}+\cdots+m_{t}$.
Proof. Similar the proof of Construction 2.
Corollary of Theorem 2. A language $L$ is recognizable by a deterministic finite automaton with wrb on unbounded input if and only if it is recursive.
Theorem 2 and its corollary show that the standard definition of the automaton with wrb should avoid the possibility to use the input tape outside the markers. However, even our standard definition allows recognition and enumeration of nontrivial languages. The proof of Theorem 1 can be easily modified to prove
Theorem 3. 1. The language $L=\left\{x 2 x \mid x \in\{0,1\}^{*}\right\}$ cannot be recognized with a bounded error by a probabilistic 2-way finite automaton,
2. The language $L=\left\{x 2 x \mid x \in\{0,1\}^{*}\right\}$ can be recognized by a deterministic finite automaton with wrb.

What happens if we allow to have two (or more) help-tapes containing 2-infinite primitive Martin-Löf sequences? We will see below that again this help turns out to be superfluous.

Definition 8. A deterministic finite automaton with wrb with 2 help tapes is a deterministic non-writing 3-tape finite automaton one tape of which contains the input word, and each of the two other tapes contains a 2-infinite primitive Martin-Löf random sequence, the automaton is 2-way on every tape, and it stops producing a the correct result in a finite number of steps for arbitrary input word. It is not demanded that the head of the automaton always remains between the markers showing the beginning and the end of the input word.

Theorem 4. A language $L$ is enumerable by a deterministic finite automaton with wrb with 2 help tapes if and only if it is recursively enumerable.

Theorem 5. A language $L$ is recognizable by a deterministic finite automaton with wrb with 2 help tapes if and only if it is recursive.

## 3 Main Results

Theorem 6. The unary language PERFECT SQUARES $=\left\{1^{n} \mid(\exists m)(n=\right.$ $\left.\left.m^{2}\right)\right\}$ can be recognized by a deterministic finite automaton with wrb.

Proof. It is well-known that

$$
1+3+5+\cdots+(2 n-1)=n^{2}
$$

The deterministic automaton with wrb searches for a help-word (being a fragment of the given 2-infinite primitive Martin-Löf sequence) of a help-word

$$
00101110111110 \cdots 01^{2 n-1} 00
$$

At first, the input word is used as a counter to test whether each substring of 1's is exactly 2 symbols longer than the preceding one. Then the help-word is used to test whether the length of the input word coincides with the number of 1's in the help-word.

Theorem 7. The unary language PERFECT CUBES $=\left\{1^{n} \mid(\exists m)\left(n=m^{3}\right)\right\}$ can be recognized by a deterministic finite automaton with wrb.

Proof. In a similar manner the formula

$$
1+3(n-1)+3(n-1)^{2}=n^{3}-(n-1)^{3}
$$

suggests a help-word

$$
000[1] 00[101110111] 00[1011111101111111111111] 00 \cdots 00\left[101^{n-1} 01^{(n-1)^{2}}\right] 000
$$

where symbols [,] are invisible. At first, the input word is used as a counter to test whether the help-word is correct but not whether its length is sufficient. Then the help-word is used to test whether the length of the input word coincides with the number of 1's in the help-word.

Theorem 8. The unary language PRIMES $=\left\{1^{n} \mid n\right.$ is prime $\}$ can be recognized by a deterministic finite automaton with wrb.

We define a language UNARY 3-SAT as follows. The term term $m_{1}=x_{k}$ is coded as $\left[\right.$ term $m_{1}$ ] being $21^{k}$, the term term $_{2}=\neg x_{k}$ is coded as [term ${ }_{2}$ ] being $31^{k}$, the subformula $f$ being $\left(\right.$ term $_{1} \vee$ term $_{2} \vee$ term $\left._{3}\right)$ is coded as $[f]$ being $\left[\right.$ term $\left.m_{1}\right] \vee$ $\left[\right.$ term $\left.m_{2}\right] \vee\left[\right.$ term $\left._{3}\right]$. The $C N F$ being $f_{1} \wedge f_{2} \wedge \cdots \wedge f_{m}$ is coded as $\left[f_{1}\right] \wedge\left[f_{2}\right] \wedge \cdots \wedge\left[f_{m}\right]$.

Theorem 9. Every $L \in N P$ is reducible by a deterministic log-space bounded Turing machine to a language $L^{\prime}$ such that $L^{\prime}$ is enumerable by a deterministic finite automaton with wrb.

Proof. 3 -SAT is $N P$-complete. Hence $L$ is reducible by a deterministic logspace bounded Turing machine to 3 -SAT. The language 3 -SAT is reducible by a deterministic $l o g$-space bounded Turing machine to unary $3-S A T$. The language UNARY 3-SAT is enumerable by a deterministic finite automaton $B$ with wrb which can be constructed using Construction 1, Construction 2 and Construction 3.

Theorem 10. If a language $L$ is enumerable by a nondeterministic finite automaton with wrb then $L \in N P$.

Idea of the proof. R.Fagin's theorem [5] in descriptive complexity theory states that the set of all properties expressible in existential second-order logic is precisely the complexity class NP. N.Immerman 1999 gave a detailed proof of the theorem 13.

Our proof rather closely simulates Immerman's proof. Essentially, we use second-order existential quantifiers to choose existentially a help-word and a computation tableau. For every timestep, we arbitrarily choose the finite state control's state, the contents of every tape cell, and which nondeterministic choice we must make. Verifying that each timestep follows from each previous timestep can then be done with a first-order formula.

The paper [10] contains the following
Theorem 11. There exists a nonrecursive language $L$ such that it can be nonconstructively recognized with nonconstructivity $(\log n)^{2}$.

In constrast, we have a result showing that if the nonconstructive help is a primitive Martin-Löf sequence, then the language can be only recursive. Moreover, we have

Theorem 12. If a language $L$ is recognizable by a nondeterministic finite automaton with wrb then $L \in N P \cap c o-N P$.

Unfortunately, we have no strengthening of Theorems 1012 for deterministic finite automata with wrb. Theorem [13 below shows that this open problem can be difficult.

Theorem 13. Every language enumerable by a deterministic finite automaton with wrb is also recognizable by a nondeterministic finite automaton with wrb if and only if $P=N P$.

Proof. Immediately from Theorem 12 and Lemma below.
Lemma 1. If every language enumerable by a deterministic finite automaton with wrb is also recognizable by a nondeterministic finite automaton with wrb then $P=N P$.

Proof. Let $L$ be an arbitrary language in $N P$. Then by Theorem $9 L$ is reducible by a $l o g$-space DTM to a language $L^{\prime} \in N P$ such that $L^{\prime}$ is enumerable by a deterministic finite automaton with wrb. The assumption of our theorem implies that $L^{\prime}$ recognizable by a nondeterministic finite automaton with wrb, and, consequently, also the complement of $L^{\prime}$ is recognizable by a nondeterministic finite automaton with wrb. By Theorem 12 it follows that $L^{\prime} \in c o-N P$, and by Theorem 9 it follows that $L \in c o-N P$.

Theorem 14. If a language $L$ is enumerable by a nondeterministic finite automaton with wrb then $L$ is also enumerable by a deterministic finite automaton with wrb.

Proof. The deterministic automaton with wrb searches for a help-word (being a fragment of the given 2-infinite primitive Martin-Löf sequence) of a special kind described below.

Let $x \in L$ be an input word, a help-word $w$ (we denote the length of $w$ by $h)$ and let an computation path $P$ by the nondeterministic automaton on $(x, w)$ be fixed such that the head on $w$ never leaves $w$. At first, we describe a word $y$ containing enough information about the nondeterministic choices and later we use this word $y$ to construct a deterministic finite automaton with wrb to accept the word $(x, z)$ with an appropriate $z$. Let $w$ be a unary word $w_{1} w_{2} w_{3} \cdots w_{m}$. Then

$$
y=w_{1} 2 c_{(1,1)} c_{(2,1)} \cdots c_{(h, 1)} 2 w_{2} 2 c_{(1,2)} c_{(2,2)} \cdots c_{(h, 2)} 2 w_{3} \cdots 2 w_{m} 2 c_{(1, m)} \cdots c_{(h, m)}
$$

where $c_{(i, j)}$ denotes:

- $\oslash$, if at the computation path $P$ there is no occurrence when the head on the help-tape is on the symbol $w_{j}$ and the head on the input tape at this moment is on the $i$-th symbol of $x$;
- code of triple $(p, s, i)$, if at the computation path $P$ there is an occurrence when the head on the help-tape is on the symbol $w_{j}$ and the head on the input tape at this moment is on the $i$-th symbol of $x$, and at this moment the state
of the automaton is $p$, the instruction $s$ is performed on the computation path $P$, and the number $i$ in a unary notation. (Please notice that $p$ and $s$ are elements of finite sets with a cardinality bounded by a constant depending only on the program of the nondeterministic automaton.)

Let $z$ be an expression of $y$ in binary notation by a symbol-to-symbol translation of the word $y$. The needed deterministic automaton working on arbitrary 2-infinite primitive Martin-Löf sequence searches for a fragment $z$ of the given 2infinite sequence. This search involves a huge amount of comparisons (1) whether or not the tested help-word is compatible with the instructions of the nondeterministic finite automaton with wrb and (2) whether the tested help-word is compatible with the computation path of the nondeterministic finite automaton with wrb. For instance, let at some moment it appears that the current instruction of the nondeterministic automaton (contained in $\left.c_{(i, j)}\right)$ prescribes moving the head on the help-tape one position to the right with the head on the input tape staying at the same position. Then the head of the deterministic automaton with wrb leaves its position and for a time being the input tape is used only as a counter. The moves to the leftmost position and then the counter is used to move the help-tape head to the position of $c_{(i, j+1)}$ simultaneously comparing whether $c_{(i, j+1)}$ contains an instruction compatible with the instruction performed at the previous step. If at some moment it turns out that the help word is not correct (i.e. it does not correspond either to the instructions of the nondeterministic automaton, or it does not correspond to a legal path of computation), the deterministic automaton searches for a new help-word. Since the help tape contains a 2-infinite primitive Martin-Löf random sequence, if there is an accepting path of the nondeterministic automaton there is also an accepting path of the deterministic automaton.

Corollary of Theorem 14. If a language $L$ is recognizable by a nondeterministic finite automaton with wrb then $L$ is also recognizable by a deterministic finite automaton with wrb.
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#### Abstract

Given an $n$-vertex graph $G=(V, E)$ and a set $R \subseteq\{\{x, y\} \mid$ $x, y \in V\}$ of requests, we consider to assign a set of edges to each vertex in $G$ so that for every request $\{u, v\}$ in $R$ the union of the edge sets assigned to $u$ and $v$ contains a path from $u$ to $v$. The Minimum Certificate Dispersal Problem (MCD) is defined as one to find an assignment that minimizes the sum of the cardinality of the edge set assigned to each vertex, which is originally motivated by the design of secure communications in distributed computing. This problem has been shown to be LOGAPX-hard for general directed topologies of $G$ and $R$. In this paper, we consider the complexity of MCD for more practical topologies of $G$ and $R$, that is, when $G$ or $R$ forms an (undirected) tree; tree structures are frequently adopted to construct efficient communication networks. We first show that MCD is still APX-hard when $R$ is a tree, even a star. We then explore the problem from the viewpoint of the maximum degree $\Delta$ of the tree: MCD for tree request set with constant $\Delta$ is solvable in polynomial time, while that with $\Delta=\Omega(n)$ is 2.78 -approximable in polynomial time but hard to approximate within 1.01 unless $\mathrm{P}=\mathrm{NP}$. As for the structure of $G$ itself, we show that if $G$ is a tree, the problem can be solved in $O\left(n^{1+\epsilon}|R|\right)$, where $\epsilon$ is an arbitrarily small positive constant number.


## 1 Introduction

Background and Motivation. Let $G=(V, E)$ be a graph and $R \subseteq\{\{x, y\} \mid$ $x, y \in V\}$ be a set of pairs of vertices, which represents requests about reachability between two vertices. For given $G$ and $R$, we consider an assignment of a set of edges to each vertex in $G$. The assignment satisfies a request $\{u, v\}$ if the

[^62]union of the edge sets assigned to $u$ and $v$ contains a path between $u$ and $v$. The Minimum Certificate Dispersal Problem (MCD) is the one to find an assignment satisfying all requests in $R$ that minimizes the sum of the cardinality of the edge set assigned to each vertex.

This problem is motivated by the design of security systems based on publickey certificates, which is known as a major technique for supporting secure communication in distributed systems [36710121617]. A public-key certificate contains the public key of a user $v$ encrypted by the private key of another user $u$. If a user $u$ knows the public key of another user $v$, user $u$ can issue a certificate from $u$ to $v$. Any user who knows the public key of $u$ can use it to decrypt the certificate from $u$ to $v$ for obtaining the public key of $v$. All certificates issued by users in a network can be represented by a certificate graph: Each vertex corresponds to a user and each directed edge corresponds to a certificate. When a user $w$ has the communication request to send messages to user $v$ securely, $w$ needs to know the public key of $v$ to encrypt the messages with it. To satisfy the communication request from $w$ to $v$, vertex $w$ needs to get vertex $v$ 's public-key. To compute it, $w$ uses a set of certificates stored in $w$ and $v$ in advance. That is, if the union of the sets of certificates stored in $w$ and $v$ contains a path from $w$ to $v$, then the communication request from $w$ to $v$ is satisfied. In terms of cost to maintain certificates, the total number of certificates stored in all vertices must be minimized for satisfying all communication requests.

MCD in the most general setting, where $G$ is a directed graph, has been shown to be LOGAPX-hard, it polynomial time algorithm whose approximation factor is better than $0.2266 \log |V|$ unless $\mathrm{P}=\mathrm{NP}$ [10]. In this paper, we consider the computational complexity of MCD for more practical topologies of $G$ and $R$, that is, when $G$ or $R$ forms a tree; tree structures are frequently adopted to construct efficient communication networks. In fact, many practical applications such as DNS (Domain Name System) adopts bidirectional tree structures, and also physical network structures reflect such tree structures; it is interpreted that $G$ forms an undirected tree. Furthermore, many applications on overlay networks utilize tree structures (e.g., [15, also see [11).

Another motivation to focus on tree structures is that a kind of observation on trees might give some useful information for more general cases, since trees are minimal connected structures. For example, even if $G$ (resp., $R$ ) is not a tree, by solving MCD for $G^{\prime}$, a spanning tree of $G$ (resp., for a spanning tree $R^{\prime}$ of $R$ ), we can obtain an upper bound on the optimal solution (resp., a lower bound on the optimal solution) of the original MCD instance.

Related Work. The previous work mainly focuses on directed variants of MCD, in which graph $G$ is directed. Jung et al. discussed MCD with a restriction of available paths in [12] and proved that the problem is NP-hard. In their work, it is assumed that only restricted paths for each request, given as a part of the problem instance, are allowed to be used. MCD without restriction about available paths was first formulated in [17]. This variant is also proved to be NP-hard even if the input graph is a strongly connected directed graph. On the other hand, MCD for directed graphs with $R$ forming a clique is polynomially
solvable for bidirectional trees and rings, and Cartesian products of graphs such as meshes and hypercubes [17].

After the prior work above, the (in)approximability of MCD for directed graphs has been studied from the viewpoint of the topological structure of $R(\operatorname{not} G)$ [10]. the (in)approximability of MCD for directed graphs is investigated for general case and $R$ forming a clique, as a typical community structure. As mentioned above, it has been shown that the former case is $O(\log |V|)$-approximable in polynomial time but has no polynomial time algorithm whose approximation factor is better than $0.2266 \log |V|$ unless $\mathrm{P}=\mathrm{NP}$. The latter case is 2 -approximable but has no polynomial time algorithm whose approximation factor is better than 1.001, unless $\mathrm{P}=\mathrm{NP}$. In [10], the undirected variant of MCD is also considered, and a 1.5-approximation algorithm for the case when $R$ forms a clique is presented.

Our Contribution. We investigate the complexity of MCD with tree structures. Here, we say "with tree structures" in two senses. One is the case when $R$ forms a tree, and the other is the case when $G$ itself is a tree.

For MCD with tree $R$, we show that the hardness and approximability depend on the maximum degree $\Delta$ of tree $R$ : MCD for tree $R$ with constant degree is solvable in polynomial time while that with $\Omega(n)$ degree is APX-hard. As for MCD for tree $G$, we present a polynomial time algorithm. The followings are the summary of our contributions:
$-R$ is an arbitrary tree: First we consider MCD for the case when $R$ is a star. Even in this simplest setting, MCD is shown to be APX-hard: MCD for undirected graph $G$ with sparse $R$ is still APX-hard. Moreover, the reduction to the Steiner tree problem for unweighted graphs(STREE) leads to an upper bound 1.39 on approximation ratio for MCD with star request sets. For arbitrary tree $R$, it is shown that there is a 2.78 -approximate algorithm for MCD by utilizing the approximation algorithm for star $R$.

- $R$ is a tree with $\Delta=O(\log |V|)$ : By using a similar analysis to arbitrary tree $R$, the upper bound of approximation ratio for MCD can be reduced to 2 . In particular, if $R$ is a star with $\Delta=O(\log n)$ MCD is polynomially solvable.
- $R$ is a tree with constant degree: This case is polynomially solvable. These imply that the hardness of MCD for tree $R$ heavily depends on its maximum degree. A key idea is to define normal solutions. Our algorithm is based on dynamic programming, which does not search the whole solution space but the (much smaller) normal solution space.
- $G$ is an arbitrary tree: In this case also, a positive result is shown. For any request set $R$ (not restricted to a tree), our algorithm outputs an optimal solution in $O\left(n^{1+\epsilon}|R|\right)$ time $(\epsilon>0)$ while a naive algorithm takes $O\left(n^{1.5}|R|\right)$ time. In the naive algorithm, a polynomial time algorithm for VERTEXCOVER problem on bipartite graphs, which can be solved via the maximum matching algorithm, is applied for each edge in $G$. Our algorithm realizes the improvement of computation time by exploiting the reoptimization of MATCHING problem for bipartite graphs.

The remainder of the paper is organized as follows. In Section [2 we formally define the Minimum Certificate Dispersal Problem (MCD). Section 3 shows the
hardness and approximability of MCD with star request sets, and Section 4 extends it to the approximability of MCD with tree request sets.In Section 5 we present a polynomial time algorithm that optimally solves MCD for tree request with constant degree. Section 6 shows an optimal algorithm for MCD with undirected tree graphs. Section $\boldsymbol{7}$ concludes the paper.

## 2 Minimum Certificate Dispersal Problem

While the Minimum Certificate Dispersal (MCD) Problem is originally defined for directed graphs, we deal with its undirected variants, where the given graph is undirected. The difference between them is the meaning of assignment an edge to a vertex: In the standard MCD, an edge $(u, v)$ means a certificate from $u$ to $v$. In the undirected variant of MCD, an edge $\{u, v\}$ means a bidirectional certificate from $u$ to $v$ and $v$ to $u$ which is not separable. Since we treat the undirected variants of MCD throughout this paper, we simply refer those problems as MCD. In the following, we give the formal definition of MCD problem treated in this paper.

Let $G=(V, E)$ be an undirected graph, where $V$ and $E$ are the sets of vertices and edges in $G$, respectively. An edge in $E$ connects two distinct vertices in $V$. The edge between vertices $u$ and $v$ is denoted by $\{u, v\}$. The numbers of vertices and edges in $G$ are denoted by $n$ and $m$, respectively (i.e., $n=|V|, m=|E|$ ). A sequence of edges $p\left(v_{0}, v_{k}\right)=\left\{v_{0}, v_{1}\right\},\left\{v_{1}, v_{2}\right\}, \ldots,\left\{v_{k-1}, v_{k}\right\}$ is called a path between $v_{0}$ and $v_{k}$ of length $k$. A path $p\left(v_{0}, v_{k}\right)$ can be represented by a sequence of vertices $p\left(v_{0}, v_{k}\right)=\left(v_{0}, v_{1}, \ldots, v_{k}\right)$. For a path $p\left(v_{0}, v_{k}\right), v_{0}$ and $v_{k}$ are called the endpoints of the path. A shortest path between $u$ and $v$ is the one whose length is the minimum of all paths between $u$ and $v$, and the distance between $u$ and $v$ is the length of the shortest path between $u$ and $v$, denoted by $d(u, v)$.

A dispersal $D$ of an undirected graph $G=(V, E)$ is a family of sets of edges indexed by $V$, that is, $D=\left\{D_{v} \subseteq E \mid v \in V\right\}$. We call $D_{v}$ a local dispersal of $v$. A local dispersal $D_{v}$ indicates the set of edges assigned to $v$. The cost of a dispersal $D$, denoted by $c(D)$, is the sum of the cardinalities of all local dispersals in $D$ (i.e., $c(D)=\Sigma_{v \in V}\left|D_{v}\right|$ ). A request is a reachable unordered pair of vertices in $G$. For a request $\{u, v\}, u$ and $v$ are called the endpoints of the request. We say a dispersal $D$ of $G$ satisfies a set $R$ of requests if a path between $u$ and $v$ is included in $D_{u} \cup D_{v}$ for any request $\{u, v\} \in R$. Given two dispersals $D$ and $D^{\prime}$ of $G$, the union of two dispersals $\left\{D_{v} \cup D_{v}^{\prime} \mid v \in V\right\}$ is denoted by $D \cup D^{\prime}$.

The Minimum Certificate Dispersal Problem (MCD) is defined as follows:

## Definition 1 (Minimum Certificate Dispersal Problem (MCD))

INPUT: An undirected graph $G=(V, E)$ and a set $R$ of requests.
OUTPUT: A dispersal $D$ of $G$ satisfying $R$ with minimum cost.
The minimum among costs of dispersals of $G$ that satisfy $R$ is denoted by $c_{\text {min }}(G, R)$. Let $D^{O p t}$ be an optimal dispersal of $G$ which satisfies $R$ (i.e., $D^{O p t}$ is one such that $\left.c\left(D^{O p t}\right)=c_{\text {min }}(G, R)\right)$.

Since $R$ is a set of unordered pairs of $V$, it naturally defines an undirected graph $H_{R}=\left(V_{R}, E_{R}\right)$ where $V_{R}=\{u, v \mid\{u, v\} \in R\}$ and $E_{R}=R$. The request
set $R$ is called tree if $H_{R}$ is a tree, and is also called star if $H_{R}$ is a tree with exactly one internal vertex. The maximum degree of $H_{R}$ is denoted by $\Delta_{R}$. The problem of MCD restricting $H_{R}$ to tree or star with degree $\Delta_{R}$ is called MCDtree $\left(\Delta_{R}\right)$ and MCD-star $\left(\Delta_{R}\right)$. We also denote the problem of MCD restricting $H_{R}$ to tree (or star) with degree $\Delta_{R}=O(f(n))$ for some function $f(n)$ as MCDtree $(O(f(n))$ ) (or MCD-star $(O(f(n)))$. When we do not consider any constraint to the maximum degree, the argument $\Delta_{R}$ is omitted.

## 3 MCD for Star Request Sets

The NP-hardness and inapproximability of directed MCD for strongly-connected graphs are shown in the previous work [17]. In this section, we prove that MCD is APX-hard even if we assume that $H_{R}$ is a star. The proof is by the reduction from/to the Steiner-tree problem.

## Definition 2 (Steiner-tree Problem (STREE))

INPUT: An undirected connected graph $G=(V, E)$ and a set $T \subseteq V$ of terminals.
OUTPUT: A minimum-cardinality subset of edges $E^{\prime} \subseteq E$ that connects all terminals in $T$.

We often use the notations $\operatorname{STREE}(t)$ and $\operatorname{STREE}(O(f(n)))$, which are the Steiner-tree problems for a terminal set with cardinality at most $t$ and $t=$ $O(f(n))$ respectively.

Theorem 1. There exists a polynomial time $\rho$-approximation algorithm for MCD-star( $\Delta$ ) if and only if there exists a polynomial time $\rho$-approximation algorithm for $\operatorname{STREE}(\Delta+1)$.

Proof. We only show the proof of the only-if part because if part can be proved almost in the same way. Given an instance $(G=(V, E), T)$ of $\operatorname{STREE}(t+1)$, we construct an instance $\left(G^{\prime}, R\right)$ of MCD-star $(t)$ as $G^{\prime}=G$ and $R=\left\{\left\{v_{r}, u\right\} \mid\right.$ $\left.u \in T \backslash\left\{v_{r}\right\}\right\}$, where $v_{r}$ is the internal vertex of $H_{R}$ arbitrary chosen from $T$. To prove the theorem, it suffices to show that any feasible solution of $\left(G^{\prime}, R\right)$ (resp. $(G, T))$ can be transformed to a feasible solution of $(G, T)$ (resp. $\left(G^{\prime}, R\right)$ ) with no gain of their solution costs. Then $\left(G^{\prime}, R\right)$ and $(G, T)$ have the same optimal cost, and thus any $\rho$-approximated solution of $\left(G^{\prime}, R\right)$ induces an $\rho$-approximated solution of $(G, T)$.
From $\left(G^{\prime}, R\right)$ to $(G, T)$ : Given a feasible solution $D=\left\{D_{v} \mid v \in V\right\}$ of $\left(G^{\prime}, R\right)$, we can construct a set of edges $S=\cup_{v \in V} D_{v}$ of $(G, T)$. Since $S$ necessarily includes a path between any pair in $R\left(\right.$ via $\left.v_{r}\right)$, it induces a connected graph containing all vertices in $T=V_{R}$. Thus, $S$ is a feasible solution of $(G, T)$ and its cost is at most $\sum_{v \in V}\left|D_{i}\right|=c(D)$.
From $(G, T)$ to $\left(G^{\prime}, R\right)$ : Given a feasible solution $S$ of $(G, T)$, we obtain the dispersal of $\left(G^{\prime}, R\right)$ by assigning all edges in $S(\subseteq E)$ to the internal vertex $v_{r}$
of $H_{R}$. Since $D_{v_{r}}$ connects all vertices in $V_{R}$, any request in $R$ is satisfied. Thus $D=\left\{D_{v_{r}}=S\right\} \cup\left\{D_{v}=\emptyset \mid v \in V, v \neq v_{r}\right\}$ is a feasible solution of $(G, R)$ and its cost is equal to $|S|$.

The theorem is proved.
Since STREE is APX-hard [1] and its known upper and lower bounds for the approximation factor are 1.39 and 1.01 respectively [24], we can obtain the following corollary.

Corollary 1. MCD-star has a polynomial time 1.39-approximation algorithm, and has no polynomial time algorithm with an approximation factor less than 1.01 unless $P=N P$, that is, MCD-star is APX-complete.

## 4 MCD for Tree Request Sets

### 4.1 Tree Structure with Arbitrary Degree

The general approximability of MCD-tree can be shown by the following theorem:

Theorem 2. Given a $\rho$-approximation algorithm for MCD-star, there is a polynomial time $2 \rho$-approximation algorithm for MCD-tree.

We first introduce a construction of the algorithm: Given an instance ( $G=$ $(V, E), R)$ of MCD-tree, we regard $H_{R}$ as a rooted tree by picking up an arbitrary vertex as its root. Letting $\operatorname{depth}(v)\left(v \in V_{R}\right)$ be the distance from the root to $v$ on $H_{R}$, we partition the request set $R$ into two disjoint subsets $R^{i}$ $(i \in\{0,1\})$ as $R^{i}=\{\{u, v\} \mid \operatorname{depth}(u)<\operatorname{depth}(v)$ and $\operatorname{depth}(u) \bmod 2=i\}$. Note that both $R^{1}$ and $R^{0}$ respectively form two forests where each connected component is a star. Thus, using any algorithm for MCD-star (denoted by $\mathcal{A}$ ), we can obtain two solutions of $\left(G, R^{1}\right)$ and $\left(G, R^{0}\right)$ by independently solving the problems associated with each connected component. Letting $D^{j}$ be the solution of instance $\left(G, R^{j}\right)$, the union $D^{1} \cup D^{0}$ is the final solution of our algorithm.

It is easy to verify that $D^{1} \cup D^{0}$ is a feasible solution of $(G, R)$. Let $c_{\max }$ be the larger one of the optimal costs for instances $\left(G, R^{1}\right)$ and ( $G, R^{0}$ ). Then, $c_{\max }$ is obviously the lower bound of the optimal cost for $(G, R)$. Consequently, the algorithm achieves approximation ratio $2 \rho$ because of $c\left(D^{1} \cup D^{0}\right) \leq c\left(D^{1}\right)+$ $c\left(D^{0}\right) \leq \rho \cdot 2 c_{\text {max }}$.

For lack of the space, we give the proof details in the appendix. The above theorem and Corollary lead the following corollary:

Corollary 2. MCD-tree has a polynomial time 2.78-approximation algorithm.

### 4.2 Tree Structure with $O(\log n)$ Degree

In the proof of Theorem [2] we have shown that an approximated solution for instance $(G, R)$ of MCD-tree can be constructed by solving several MCD-star
instances. Thus, if $\Delta_{R}=O(\log n)$, each decomposed star has $O(\log n)$ vertices (that is, an instance of MCD-star $(O(\log n))$ ). By Theorem【 MCD-star $(O(\log n))$ and $\operatorname{STREE}(O(\log n))$ have the same complexity and $\operatorname{STREE}(O(\log n))$ is optimally solved in polynomial time [5]. Therefore, Theorem [2] leads the following corollary.
Corollary 3. There is a polynomial-time algorithm to solve MCD-star $(O(\log n))$ optimally, and there is a polynomial-time 2-approximation algorithm for MCDtree $(O(\log n))$.
We further present a corollary used in the next section, which is easily deduced from Corollary 3$]$ and the proof of Theorem [2]
Corollary 4. For any instance $(G, R)$ of $M C D-\operatorname{star}(O(\log n))$, it is possible to compute in polynomial time its optimal solution where only the internal vertex of $H_{R}$ has a nonempty dispersal.

## 5 Tree Structures with Constant Degree

In this section, we provide a polynomial-time algorithm that returns the optimal dispersal for any instance of MCD-tree $(O(1))$. Throughout this section, we regard $H_{R}$ as a rooted tree by picking up an arbitrary vertex $r$ in $V_{R}$ as its root. Given a vertex $u \in V_{R}$, let $\operatorname{par}(u)$ be the parent of $u$, and let $C H(u)$ be the set of $u$ 's children.

A request $\{u, v\}$ is well-satisfied by a feasible solution $D$ if there exists a vertex $\alpha_{u, v}$ such that $D_{u}$ contains a path between $u$ and $\alpha_{u, v}$ and $D_{v}$ contains a path from $\alpha_{u, v}$ to $v$. Then, vertex $\alpha_{u, v}$ is called the connecting point of request $\{u, v\}$ in $D$.

We begin with the following fundamental property (the proof will be shown in Appendix):
Lemma 1. For any instance $(G, R)$ of $M C D$-tree, there is an optimal solution that well-satisfies all requests in $R$.

By Lemma we can reduce the search space to the one where each feasible solution well-satisfies all requests. In the following argument, we assume that every request has a connecting point in the optimal dispersal. The principle of our algorithm is to determine the connecting points recursively from the leaf side of $H_{R}$ via dynamic programming. Let $T_{R}(u)=\left(V_{R}(u), E_{R}(u)\right)$ be the subtree of $H_{R}$ rooted by $u, D^{*}(u, \alpha)$ be the smallest-cost dispersal for instance ( $G, E_{R}(u)$ ) such that $D_{u}$ contains a path to from $u$ to $\alpha$. Note that $D^{*}(r, r)$ is an optimal solution of $(G, R)$. We define $\gamma(u)=|C H(u)|$ for short. The key recurrence of our dynamic programming can be stated by the following lemma:
Lemma 2. Let $u$ and $\alpha$ be vertices in $V$ and let $A=\left(\alpha_{1}, \ldots, \alpha_{\gamma(u)}\right) \in V^{\gamma(u)}$, where $\gamma(u)=|C H(u)|$. Then the following equality holds:

$$
c\left(D^{*}(u, \alpha)\right)=\min _{A \in V^{\gamma(u)}}\left\{c\left(D^{O p t}\left(G, E_{A,\{u, \alpha\}}\right)+\sum_{u_{k} \in C H(u)} c\left(D^{*}\left(u_{k}, \alpha_{k}\right)\right)\right\}\right.
$$

where $E_{A,\{u, \alpha\}}=\left\{\left\{u, \alpha_{1}\right\},\left\{u, \alpha_{2}\right\}, \cdots,\left\{u, \alpha_{\gamma(u)}\right\},\{u, \alpha\}\right\}$.

This recurrence naturally induces a polynomial time algorithm for MCDtree $(O(1))$ : The algorithm maintains a table $D^{*}$ whose rows and columns are indexed by $V_{R}$ and $V$ respectively. Each entry $D^{*}[u][\alpha]$ stores the solution $D^{*}(u, \alpha)$. The core of the algorithm is to fill the table following the recurrence of Lemma [2] Assume an ordering $\sigma=u_{1}, u_{2}, \cdots u_{\left|V_{R}\right|}$ of vertices in $V_{R}$ where any vertex appears after all of its descendants have appeared. To compute the solution to be stored in $D^{*}\left[u_{i}\right][\alpha]$, the algorithm evaluates all possible choices of connecting points to $u_{i}$ 's children. Let $q_{1}, q_{2}, \cdots q_{\gamma(u)}$ be the children of $u_{i}$. Fixing a choice $A=\left(\alpha_{1}, \alpha_{2}, \cdots \alpha_{\gamma\left(u_{i}\right)}\right)$ of connecting points, the algorithm determines the local dispersal to $u_{i}$ by computing the optimal solution for $\left(G, E_{A,\left\{u_{i}, \alpha\right\}}\right)$. By Corollary[4] we can assume that the optimal solution (denoted by $D^{\prime}$ ) only consists of a local dispersal to $u_{i}$. Thus, we can obtain a dispersal $D=D^{\prime} \cup D^{*}\left[q_{1}\right]\left[\alpha_{1}\right] \cup D^{*}\left[q_{2}\right]\left[\alpha_{2}\right] \cup \cdots \cup D^{*}\left[q_{\gamma\left(u_{i}\right)}\right]\left[\alpha_{\gamma\left(u_{i}\right)}\right]$. It is easy to verify that $D$ is a feasible solution of $\left(G, E_{R}\left(u_{i}\right)\right)$ : The local dispersal $D_{u_{i}}$ has a path to any connecting point $\alpha_{j}$ in $A$. From the definition of $D^{*}\left[q_{j}\right]\left[\alpha_{j}\right], D_{q_{j}}$ has a path between $q_{j}$ and $\alpha_{j}$. Thus $D_{u_{i}} \cup D_{q_{j}}$ necessarily has a path between $u_{i}$ and $q_{j}$. If $D$ is better than the solution already computed (for other choice of $A$ ), $D^{*}\left[u_{i}\right][\alpha]$ is updated by $D$. After the computation for all possible choices of $A$, $D^{*}\left[u_{i}\right][\alpha]$ stores the optimal solution. Finally, after filling all entries of the table, the algorithm returns $D^{*}\left[u_{\left|V_{R}\right|}\right]\left[u_{\left|V_{R}\right|}\right]$, which is the optimal solution for instance ( $G, R$ ).

Lemma 2 obviously derives the correctness of the algorithm explained above. Since we assume that the maximum degree of tree $H_{R}$ is a constant, the number of tuples of $A$ is also a constant. Thus the number of possible choices about $A$ is bounded by a polynomial of $n$. It follows that the running time of the algorithm is bounded by a polynomial of $n$. We have the following theorem:

Theorem 3. There is a polynomial time algorithm solving MCD-tree ( $O(1)$ ).

## 6 MCD for Tree Graphs

While the previous sections focus on the structure of $H_{R}$, in this section, we look at the structure of graph $G$ : We show that MCD is solvable in polynomial time if $G$ is a tree. In the algorithm, we compute for each edge $e \in E$ which $D_{u}$ should contain $e$; for each $e \in E$, we decide $\left\{u \in V \mid e \in D_{u}\right\}$. For the decision about $e \in E$, we utilize a bipartite graph to decide whether a request $\{u, v\}$ should use $e$ in its unique path. We present a basic idea of polynomial time solvability in Section 6.1] and then show a faster polynomial time algorithm in Section 6.2]

### 6.1 Basic Idea of Polynomial Time Solvability

Let $T=(V, E)$ be an undirected tree and $R$ be any request set. Now we consider to decide $\left\{u \in V \mid e \in D_{u}\right\}$ for an edge $e=\{u, v\} \in E$. In tree $T, e=\{u, v\}$ defines a partition $\left(V_{u}, V_{v}\right)$ of $V$; by deleting $e$, two connected components $T\left[V_{u}\right]$
and $T\left[V_{v}\right]$ are obtained, where $T\left[V_{u}\right]$ (resp., $T\left[V_{v}\right]$ ) denotes a subgraph of $T$ induced by $V_{u}$ (resp., $V_{v}$ ). Note that $e=\{u, v\}$ is a unique cut edge between $V_{u}$ and $V_{v}$.

From these two sets $V_{u}$ and $V_{v}$ of vertices, we construct a bipartite graph $B_{u v}=\left(V_{u} \cup V_{v}, E_{u v}\right)$, where $E_{u v}=\left\{\{a, b\} \in R \mid a \in V_{u}, b \in V_{v}\right\}$. It should be noted that $\{e\}$ is an $a-b$ cut for every $\{a, b\} \in E_{u v}$, since $T$ is a tree. Thus, this bipartite graph represents that if an edge $\{a, b\} \in E_{u v}$, at least one of $a$ or $b$ should have $e=\{u, v\}$ in its local dispersal, i.e., $e \in D_{a} \cup D_{b}$, otherwise $D$ does not satisfy request $\{a, b\}$ due to cut $\{e\}$.

This condition is interpreted as a vertex cover of $B_{u v}$. A vertex cover $C$ of a graph is a set of vertices such that each edge in its edge set is incident to at least one vertex in $C$. Namely, a necessary condition of $D$ satisfying $R$ is that for each $e=\{u, v\}, C_{u v}=\left\{w \in V \mid e \in D_{w}\right\}$ is a vertex cover of $B_{u v}$. We call this vertex cover condition. It can be shown that the vertex cover condition is also sufficient for $D$ to satisfy $R$. Suppose that a dispersal $D$ satisfies the vertex cover condition. For a request $\left\{a_{0}, a_{k}\right\}$ and its unique path $p\left(a_{0}, a_{k}\right)=\left(a_{0}, a_{1}, \ldots, a_{k}\right)$ on $T$, by the definition of $B_{u v}$, every $B_{a_{i} a_{i+1}}$ contains edge $\left\{a_{0}, a_{k}\right\}$. By the vertex cover condition, $\left\{a_{i}, a_{i+1}\right\} \in D_{a_{0}} \cup D_{a_{k}}$ holds for $i=0, \ldots, k-1$, which implies $D_{a_{0}} \cup D_{a_{k}}$ contains path $p\left(a_{0}, a_{k}\right) ; D$ satisfies request $\left\{a_{0}, a_{k}\right\}$.

By these arguments, the vertex cover condition is equivalent to the feasibility of $D$. Also it can be seen that choices of vertex cover of $B_{u v}$ and another $B_{u^{\prime} v^{\prime}}$ are independent to each other in terms of the feasibility of $D$. These imply that the union of the minimum size of vertex cover for $B_{u v}$ is an optimal solution of MCD for tree $T$.

From these arguments, we obtain the following algorithm: For every edge $\{u, v\}$ in $T$, the algorithm first computes a minimum vertex cover $C_{u v}$ of bipartite graph $B_{u v}$. Then, it returns $D_{w}=\left\{\{u, v\} \in E \mid w \in C_{u v}\right\}$ as the solution. Since the minimum vertex cover problem for bipartite graphs can be solved via the maximum matching problem [13], whose time complexity is $O(\sqrt{n} m)$ time, where $n$ and $m$ are the numbers of vertices and edges, respectively [8]. Thus, MCD for undirected tree $T$ can be solved in $O\left(n^{1.5}|R|\right)$ time.

### 6.2 A Faster Computation

We present a faster polynomial time algorithm of MCD for undirected tree $T$. This algorithm is also based on the usage of a bipartite matching algorithm. The idea of speedup is to reuse the matching structures. Together with a detailed analysis, we obtain an $O\left(n^{1+\epsilon}|R|\right)(\epsilon>0)$ time algorithm. In the following, we utilize the fact that the reoptimization of bipartite matching can be done in $O\left(\sqrt{n^{\prime}}\left(m+m^{\prime}\right)\right)$ time, where $m$ is the number of edges in the original graph, $n^{\prime}$ and $m^{\prime}$ are the numbers of changed (deleted or newly added) vertices and edges, respectively [14].

For the sake of convenience, we consider that $T$ is rooted at some leaf $r$. The algorithm sequentially computes bipartite matchings in the bottom-up manner: Let $e=\{u, v\}$ be an edge connecting a vertex $v$ and its parent $u$, and $w_{1}, w_{2}, \ldots, w_{d}$ be children of $v$. These $w_{1}, w_{2}, \ldots, w_{d}$ are sorted in descending
order with respect to the size of subtree. Since our algorithm runs in the bottomup manner, we compute a bipartite matching of $B_{u v}$ after computing the bipartite matchings of all $B_{v w_{1}}, B_{v w_{2}}, \ldots, B_{v w_{d}}$. To compute a maximum matching of $B_{u v}$, we can reuse one of maximum matchings of $B_{v w_{1}}, B_{v w_{2}}, \ldots, B_{v w_{d}}$. Assume we compute a maximum matching of $B_{u v}$ from a maximum matching of $B_{v w_{i}}$. The difference of vertices of $B_{u v}$ and $B_{v w_{i}}$ is $\left|V\left(T_{v}\right)\right|-\left|V\left(T_{w_{i}}\right)\right|-1$, on which the time to reoptimize maximum matching depends. Thus, the most efficient way is to compute a maximum matching of $B_{u v}$ from a maximum matching of $B_{v w_{1}}$, which takes $O\left(\sqrt{n_{v}-n_{w_{1}}-1}|R|\right)$ time, where $n_{v}$ and $n_{w_{1}}$ respectively denote $\left|V\left(T_{v}\right)\right|$ and $\left|V\left(T_{w_{1}}\right)\right|$. These are about the case that we can start from some $B_{v w}$, but at the bottom level, we need to compute maximum matchings from scratch. Since a maximum matching of bipartite graph $\tilde{G}=(\tilde{U}, \tilde{V}, \tilde{E})$ can be computed in $O(\min \{|\tilde{U}|,|\tilde{V}|\}|\tilde{E}|)$ time, maximum matchings at the bottom level can be computed in $O(|R|)$ time for each, and $O(|V||R|)$ time in total. Thus the overall computation of bipartite matchings can be done in

$$
\begin{equation*}
O\left(\sum_{v \in V(T)} \min _{w \in C(v)}\left\{\sqrt{n_{v}-n_{w}-1}\right\}|R|\right) \tag{1}
\end{equation*}
$$

time, where $C(v)$ denotes the set of child vertices of $v$ in $T$. Now we show that $\sum_{v \in V(T)} \min _{w \in C(v)}\left\{\sqrt{n_{v}-n_{w}-1}\right\}$-factor of (II) can be bounded by $O\left(|V|^{1+\varepsilon}\right)$, where $\varepsilon$ is an arbitrarily small positive number. Suppose that $\sum_{v \in V\left(T_{u}\right)}$ $\min _{w \in C(v)}\left\{\sqrt{n_{v}-n_{w}-1}\right\}$ is bounded from above by a function $f\left(n_{u}-1\right)$. We can assume that $f(x)$ is the function satisfying the following:

$$
\begin{equation*}
f(x)=\max \left\{\sqrt{x-x_{1}}+\sum_{i=1}^{\ell} f\left(x_{i}\right) \mid\left(x_{1}, x_{2}, \ldots, x_{\ell}\right) \in P(x)\right\} \tag{2}
\end{equation*}
$$

where $P(x)$ denotes the set of partitions of integer $x$ and a member $\left(x_{1}, x_{2}, \ldots, x_{\ell}\right)$ is sorted in the descending order; $x_{1} \geq x_{2} \geq \cdots \geq x_{\ell}$ and $\sum_{i=1}^{\ell} x_{i}=x$. Here, a partition of $x$ is a possible pattern of subtree sizes; for example, if a vertex $u$ in $T$ satisfies $n_{u}=10$, it has 9 descendants. Such $u$ may have three children whose sizes are 4,3 and 2 , or it may have two children whose sizes are 5 and 4 , and so on. In (2), $\sqrt{x-x_{1}}$ part represents the time to reoptimizing the matching, and $\sum_{i=1}^{\ell} f\left(x_{i}\right)$ represents the whole time to compute matchings of $B_{e}$ for $e \in E\left(T_{u}\right) \backslash\{(u, v)\}$. The max over $P(x)$ guarantees to bound the worst case from above. By these, the term (II) can be bounded from above by $O(f(|V|-1)|R|)$. Thus what we should do is to give a good upper bound on $f(x)$. Although we omit the details (interested readers can find a proof in Appendix), $f(x)$ can be bounded by $O\left(x^{1+\varepsilon}\right)$, which leads the following theorem.

Theorem 4. For an undirected tree graph $G$ and any request $R, M C D$ is solvable in $O\left(n^{1+\varepsilon}|R|\right)$ time for arbitrary constant $\varepsilon>0$.

## 7 Concluding Remarks

We have considered undirected variants of MCD problem with tree structures and shown that for MCD with tree $R$, the hardness and approximability depend on the maximum degree of tree $R$ and MCD for any $R$ can be solved in polynomial time if $G$ is a tree.

There are interesting open problems as follows:

- The hardness of MCD-tree $(O(\log n))$ : Even NP-hardness of that class is not proved yet. Precisely, no hardness result is found for MCD-tree $\left(\Delta_{R}\right)$ where $\Delta_{R}=o(n)$ and $\Delta_{R}=\omega(1)$.
- The graph class of $G$ allowing any request set $R$ to be tractable: The case of trees (shown in this paper) is only the known class making the problem solvable in polynomial time. We would like to know what sparse graph classes (e.g., rings, series-parallel graphs, and planar graphs) can be solved for any request $R$ in polynomial time. In particular, for MCD of rings with any request $R$ we would like to decide whether it is NP-hard or P.
- Related to the question right above, we would like to extend the DP technique for MCD-tree $(O(1))$ presented in Section 5 to other wider classes of $H_{R}$. Some sparse and degree-bounded graphs might be its candidates. In fact, the key of polynomial time running time of our algorithm for MCDtree $(O(1))$ is based only on the following two conditions: (1) There exists an optimal solution that well-satisfies $R$, (2) There exists an ordering $\sigma$ on $V_{R}$ such that every cut $\left(\{\sigma(1), \ldots, \sigma(i)\},\left\{\sigma(i+1), \ldots, \sigma\left(\left|V_{R}\right|\right)\right\}\right)$ on $H_{R}$ has a constant size.
- The complexity gap between undirected MCD and directed MCD: In general, directed MCD is not easier than undirected MCD in the sense that the latter is a special case of the former. However, it is unknown whether it is proper or not. It is not quite trivial to transform any known complexity result for MCD into directed MCD, and vice versa.
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#### Abstract

Given $n$ points in $\mathbb{R}^{d}$ and a positive integer $k$, the Rectilinear $k$-Links Spanning Path problem is to find a piecewise linear path through these $n$ points having at most $k$ line-segments (Links) where these linesegments are axis-parallel. This problem is known to be NP-complete when $d \geq 3$, we first prove that it is also NP-complete in 2 -dimensions. Under the assumption that one line-segment in the spanning path covers all the points on the same line, we propose a new FPT algorithm with running time $O\left(d^{k+1} 2^{k} k^{2}+d^{k} n\right)$, which greatly improves the previous best result and is the first FPT algorithm that runs in $O^{*}\left(2^{O(k)}\right)$. When $d=2$, we further improve this result to $O\left(3.24^{k} k^{2}+1.62^{k} n\right)$. For the Rectilinear $k$-Bends TSP problem, the NP-completeness proof in 2-dimensions and FPT algorithms are also given.


## 1 Introduction

The Minimum Link Spanning Path problem is one of the fundamental problems in computational geometry, which also has wide application in many fields such as VLSI design and the movement of heavy machinery. Given a point set $S$ in $\mathbb{R}^{d}$, if a path $P$ covers all the points in $S, P$ is called a spanning path of $S$. The number of line-segments of a given path is called the link-length of the path. The Minimum Link Spanning Path problem is to find a spanning path with minimum link-length, which is equivalent to finding a path with minimum number of bends. In VLSI design, the number of bends on a path has an important effect on the resistance and the accuracy of expected timing and voltage in chips [1] ; while in the movement of heavy machinery, every turn on a path is considered very costly. Thus, it becomes quite important to minimize the link-length of a spanning path. Arkin et al. [2] and Bereg et al. [3] proved independently that Minimum Link Spanning Path is NP-complete.

[^63]In many practical applications such as VLSI design, it is required that the segments of the path should be axis-parallel. Based on above applications, the Rectilinear $k$-Links Spanning Path problem was proposed. In this problem, all the segments of the spanning path must be axis-parallel. The rectilinear version of this problem has received considerable attention during 1990's and recent years 134567. The decision version of this problem is defined as follows:

Definition 1. (Rectilinear $k$-Links Spanning Path): Given a point set $S$ in $\mathbb{R}^{d}$ and a positive integer $k$, is there a rectilinear path consisting of at most $k$ linesegments that cover all the points in $S$ ?

The Rectilinear $k$-Links Spanning Path problem and the Minimum Line Cover problem are quite relevant. The decision version of Minimum Line Cover is defined as follows:

Definition 2. (Minimum Line Cover): Given a point set $S$ in $\mathbb{R}^{d}$ and a positive integer $k$, is there a set of at most $k$ line-segments that cover all the points in $S$ ?

The Minimum Line Cover problem is NP-complete. It is also APX-hard [11. From parameterized complexity point of view, it is Fixed Parameter Tractable (FPT). When $d=2$, Grantson et al. [12] gave an FPT algorithm with running time $O^{*}\left(k^{2 k} / 4.84^{k}\right)$, which was reduced to $O^{*}\left(k^{k} / 1.35^{k}\right)$ by Wang et al. [13] recently.

When each segment in the line cover is restricted to axis-parallel segment, this problem becomes Rectilinear Minimum Line Cover, which is defined as follows:

Definition 3. (Rectilinear Minimum Line Cover): Given a point set $S$ in $\mathbb{R}^{d}$ and a positive integer $k$, is there a set of at most $k$ line-segments that cover all the points in $S$, and each line-segment is axis-parallel?

The requirement that each line-segment must be axis-parallel significantly decreases the hardness of this problem. In fact, when $d=2$, this problem is equivalent to vertex cover on bipartite graph, which is solvable in polynomial time by maximum matching. Hassin and Megiddo [8] proved that Rectilinear Minimum Line Cover is NP-complete when $d \geq 3$. Estivill-Castro et al. [9] gave an FPT algorithm with running time $O\left(d^{k} n\right)$.

As Rectilinear Minimum Line Cover is NP-complete when $d \geq 3$, Bereg et al. [3] conjectured that Rectilinear $k$-Links Spanning Path is also NP-complete, and proposed it as an open problem. Estivill-Castro et al. 9] first proved that when $d \geq 3$, Rectilinear $k$-Links Spanning Path is NP-complete. However, the complexity of this problem in 2-dimensions is still left open. Estivill-Castro et al. 9 also proved that Rectilinear $k$-Links Spanning Path is FPT under the assumption that one line-segment in the spanning path covers all the points on the same line. They also proposed an FPT algorithm with running time $O\left((0.74 d k)^{k}(k d+n) \sqrt{k}\right)$. The main idea of the algorithm is to branch over all possible sets of at most $k$ line-segments that can cover all the points, and then test whether one of the possible sets can be used to obtain a spanning path.

In this paper, we prove that the Rectilinear $k$-Links Spanning Path problem in 2-dimensions is still NP-complete by a reduction from Constrained Bipartite Vertex Cover. By using the same method, we also prove that the $k$-Bends TSP problem in 2-dimensions is NP-complete. Under the assumption that one linesegment in the spanning path covers all the points on the same line, we propose an improved algorithm with running time $O\left(d^{k+1} 2^{k} k^{2}+d^{k} n\right)$. When the problem is restricted in 2 -dimensions (i.e., $d=2$ ), an algorithm with running time $O\left(3.24^{k} k^{2}+1.62^{k} n\right)$ is presented.

The rest of this paper is organized as follows. In section 2, we give the NP-completeness proof of Rectilinear $k$-Links Spanning Path in 2-dimensions. Section 3 presents the improved FPT algorithm for the constrained version of Rectilinear $k$-Links Spanning Path. In section 4, the NP-completeness proof and FPT algorithms for the Rectilinear $k$-Bends TSP problem is given. The conclusion of this paper is given in section 5 .

## 2 Rectilinear $k$-Links Spanning Path in 2-Dimensions Is Hard

In this section, we prove that the Constrained Bipartite Vertex Cover problem can be reduced to Rectilinear $k$-Links Spanning Path in 2-dimensions in polynomial time. Since Constrained Bipartite Vertex Cover is known to be NP-complete [10], Rectilinear $k$-Links Spanning Path is also NP-complete.

Definition 4. (Constrained Bipartite Vertex Cover): Given a bipartite graph $G(L, R, E)$ and two positive integers $k_{1}, k_{2}$, is there a vertex cover $C$ of $G$ with $|C \cap L| \leq k_{1},|C \cap R| \leq k_{2}$ ?

In the following, we give the polynomial time reduction from Constrained Bipartite Vertex Cover to Rectilinear $k$-Links Spanning Path in 2-dimensions.

Theorem 1. The Rectilinear $k$-Links Spanning Path problem in 2-dimensions is NP-complete.

Proof. Let $\left(G=(L, R, E), k_{1}, k_{2}\right)$ be an instance of Constrained Bipartite Vertex Cover. Without loss of generality, we assume that $k_{1} \leq k_{2}$. Each vertex in $L$ is arbitrarily assigned a unique value in $(1,2, \ldots,|L|)$. Similarly, Each vertex in $R$ is arbitrarily assigned a unique value in $(1,2, \ldots,|R|)$. Let value $(x)$ be the value of vertex $x$ and let $N(x)$ be the neighbors of $x$. A set $S$ of points in 2-dimensions can be constructed as follows: For each edge $e=(x, y)$, a point $p$ with coordinate $(\operatorname{value}(x), \operatorname{value}(y))$ is added to $S$. Observe that for each vertex $x \in L$ and its neighbors $N(x)$, there is a set $A$ of points in $S$ such that for each edge between $(x, y), y \in N(x)$, there is a corresponding vertex in $A$ and $|A|=|N(x)|$. Moreover, all the points in $A$ can be covered with the same vertical line. Similarly, for each vertex $y \in R$ and its neighbors $N(y)$, there is a set $A$ of points in $S$ such that for each edge between $(x, y), x \in N(y)$, there is a corresponding vertex in $A$, and $|A|=|N(y)|$. Moreover, all the points in $A$ can be covered with the same
horizontal line. Thus, solving the instance $\left(G=(L, R, E), k_{1}, k_{2}\right)$ is equivalent to finding a set of no more than $k_{1}$ vertical lines and a set of no more than $k_{2}$ horizontal lines to cover all the points in $S$. As shown in Figure 1(a), the black points are the points in $S$. Now we use two vertical and two horizontal auxiliary lines to divide the plane into 9 regions, and let $S$ strictly belong to the central region. Some new groups of points need to be added to get an instance of the Rectilinear $k$-Links Spanning Path problem, where each group is a set of $\left(6 k_{2}+1\right)$ distinct points either on the same vertical line or on the same horizontal line (the white hollow points in Figure 1.). If the points in a group $A$ are on the same vertical line, $A$ is called a vertical group. If the points in a group $A$ are on the same horizontal line, $A$ is called a horizontal group. The groups of points are added only in the top-left, bottom-right, and central region, as follows:

1. In the top-left region, $k_{2}$ vertical groups and $k_{2}$ horizontal groups are added. The vertical groups must be on the lower left side of all horizontal groups, i.e., for a point $p\left(x_{1}, y_{1}\right)$ in vertical group and a point $q\left(x_{2}, y_{2}\right)$ in horizontal group, $x_{1}$ must be less than $x_{2}$ and $y_{1}$ must be less than $y_{2}$.
2. In the bottom-right region, $k_{2}$ vertical groups and $k_{2}$ horizontal groups are added. The vertical groups must be on the upper right side of all horizontal groups, i.e., for a point $p\left(x_{1}, y_{1}\right)$ in vertical group and a point $q\left(x_{2}, y_{2}\right)$ in horizontal group, $x_{1}$ must be greater than $x_{2}$ and $y_{1}$ must be greater than $y_{2}$.
3. In the central region, $\left(k_{2}-k_{1}\right)$ vertical groups are added. Make sure that all the points in these groups and the points in $S$ are distinct.

Let $T$ be the set of all the points added in above process, including black and white points. It is clear that $|T|=|S|+\left(2 k_{2}+2 k_{2}+k_{2}-k_{1}\right)\left(6 k_{2}+1\right)=$ $|S|+\left(5 k_{2}-k 1\right)\left(6 k_{2}+1\right)$. Let $k=6 k_{2}$, then $(T, k)$ is an instance of Rectilinear $k$ Links Spanning Path. Now we prove that $\left(G=(L, R, E), k_{1}, k_{2}\right)$ is a Yes-instance if and only if $(T, k)$ is a Yes-instance.

Assume that $\left(G=(L, R, E), k_{1}, k_{2}\right)$ is a Yes-instance. Then the points in $S$ can be covered by $k_{1}$ vertical line-segments and $k_{2}$ horizontal line-segments. Since there are $k_{2}-k_{1}$ vertical groups in the central region, all the points in the central region can be covered by $k_{2}$ vertical line-segments and $k_{2}$ horizontal line-segments. All the groups in top-left region can be covered by $k_{2}$ vertical line-segments and $k_{2}$ horizontal line-segments. All the groups in bottom-right region can also be covered by $k_{2}$ vertical line-segments and $k_{2}$ horizontal linesegments. Thus, the point set $T$ can be covered by $3 k_{2}$ vertical line-segments and $3 k_{2}$ horizontal line-segments. It is easy to show that all these $6 k_{2}$ line-segments can be used to get a rectilinear spanning path with link-length $6 k_{2}$. As shown in Figure 1(b), such a spanning path can be constructed by connecting each line-segment in the following way: top-left horizontal line, central vertical line, bottom-right horizontal line, bottom-right vertical line, central horizontal line, top-left vertical line and back to top-left horizontal line. Since this is a rectilinear path covering $T$ with link-length $k=6 k_{2},(T, k)$ is a Yes-instance.

On the other hand, assume that $(T, k)$ is a Yes-instance, then there is a rectilinear path covering $T$ with link-length $6 k_{2}$. Since vertical line-segment and horizontal line-segment appear alternately on a rectilinear path, the spanning


Fig. 1. Example of reduction from Constrained Bipartite Vertex Cover to Rectilinear $k$-Links Spanning Path
path consists of $3 k_{2}$ vertical line-segments and $3 k_{2}$ horizontal line-segments. Recall that in the construction of the instance ( $T, k$ ), we have added $2 k_{2}$ horizontal groups and $3 k_{2}-k_{1}$ vertical groups. For each vertical group, at least one vertical line-segment is used to cover some points in this group, and for each horizontal group, at least one horizontal line-segment is used. Note that no point in $S$ is covered by those line-segments. Therefore, the number of horizontal line-segments covering $S$ is at most $3 k_{2}-2 k_{2}=k_{2}$, and the number of vertical line-segments covering $S$ is at most $3 k_{2}-\left(3 k_{2}-k_{1}\right)=k_{1}$. Since $S$ can be covered by $k_{1}$ vertical line-segments and $k_{2}$ horizontal line-segments, instance $\left(G=(L, R, E), k_{1}, k_{2}\right)$ is a Yes-instance.

The construction of new instance can be done in polynomial time. Therefore, Constrained Bipartite Vertex Cover can be reduced to Rectilinear $k$-Links Spanning Path in polynomial time. It is clear that Rectilinear $k$-Links Spanning Path is in NP. Therefore, Rectilinear $k$-Links Spanning Path is NP-complete.

## 3 FPT Algorithms for Rectilinear $\boldsymbol{k}$-Links Spanning Path

In this section, we propose FPT algorithms for the Rectilinear $k$-Links Spanning Path problem under the assumption that one line-segment in the spanning path covers all the points on the same line. This variant is called Constrained Rectilinear $k$-Links Spanning Path, defined as follows:

Definition 5. (Constrained Rectilinear $k$-Links Spanning Path): Given a point set $S$ in $\mathbb{R}^{d}$ and a positive integer $k$, is there a rectilinear path consisting of at most $k$ line-segments that covers all the points in $S$, and each line-segment covers all the points on the same line?

Estivill-Castro et al. proved that this problem is FPT and gave an FPT algorithm with running time $O\left((0.74 d k)^{k}(k d+n) \sqrt{k}\right)$. In this section, we give an improved algorithm with running time $O\left(d^{k+1} 2^{k} k^{2}+d^{k} n\right)$. Moreover, when $d=2$, an improved algorithm with running time $O\left(3.24^{k} k^{2}+1.62^{k} n\right)$ is given.

### 3.1 FPT Algorithm Based on Branching and Dynamic Programming

For the Constrained Rectilinear $k$-Links Spanning Path problem, branching and dynamic programming are efficiently used to get parameterized algorithms. The main idea of the algorithm is as follows. Firstly, all possible sets of line-segments are enumerated by bounded branch. Each possible set consists of no more than $k$ line-segments which cover all the points in $S$. Then, each possible set is tested to see if it can be used to get a rectilinear spanning path with link-length no more than $k$.

The detailed branching process is as follows: At each node of the search tree, an uncovered point $p$ is arbitrarily picked. Then we branch over all possible line-segments that can cover $p$. The points on the same line-segment are marked as covered. The branching process stops when all the points are covered or the depth of the search tree is greater than $k$. The specific process of branching is given in Figure 2. In algorithm BCS, let $A$ be a set of collinear points, and let $S e g(A)$ be the line-segment obtained by connecting two extreme points in $A$.

```
Algorithm BCS(S, S',k,C)
Input: a point set S in \mathbb{R}}\mp@subsup{}{d}{d}\mathrm{ , a positive integer }k,\mp@subsup{S}{}{\prime}\mathrm{ , a copy of S,
    and an auxiliary set C of line-segments
Output: a collection Q containing all possible sets of line-segments.
1. if S=\emptyset then
1.1 }Q=Q\cup{C}
1.2 Return;
2. if }k>0\mathrm{ then
2.1 arbitrarily pick a point p in S;
2.2 for each axis-parallel line L that covers p do
2.2.1 }A=\mp@subsup{S}{}{\prime}\capL\mathrm{ ;
2.2.2 BCS(S-A, S',k-1,C\cupSeg(A));
```

Fig. 2. BCS algorithm

Theorem 2. Algorithm BCS can enumerate all possible sets of line-segments in $O\left(d^{k} n\right)$ time, and there are at most $d^{k}$ possible sets.
Proof. The possible sets of line-segments are obtained by calling $B C S(S, S, k, \emptyset)$. For a point $p$ in $\mathbb{R}^{d}$, an axis-parallel line-segment will be used to cover $p$, and there are at most $d$ possible line-segments to cover $p$. Therefore, to cover $p$, there exist $d$ branchings. If the given instance of Constrained Rectilinear $k$-Links Spanning Path problem is a Yes-instance, at most $k$ line-segments are used to cover all the points in the instance. Then, the height of the search tree is bounded by $k$, and there are at most $O\left(d^{k}\right)$ nodes in the search tree. In the branching process, it takes $O(n)$ time to process each node. Thus, the overall running time of the whole process is $O\left(d^{k} n\right)$. Based on the size of the search tree, it is easy to get that the number of possible sets of line-segments is bounded by $O\left(d^{k}\right)$.
Based on the branching process given in algorithm BCS,$O\left(d^{k}\right)$ possible sets of line-segments are obtained. The next step is to check if there exists a possible set of line-segments that can be used to get a solution to the Rectilinear $k$-Links Spanning Path problem, which is equal to solve the following problem.

Definition 6. (Minimum Path Splicing): Given a set $X$ of line-segments in $\mathbb{R}^{d}$, where $|X| \leq k$, each line-segment is axis-parallel and no two line-segments are collinear, find a rectilinear path that covers all line-segments in $X$ by using minimum additional line-segments.
Dynamic Programming technique can be used to solve the Minimum Path Splicing problem. We first give some definitions and terminologies used in the algorithm. In order to make the dynamic programming process more efficient, we introduce the definition of orientation. The orientation of a line-segment is introduced to denote which endpoint of the line-segment is used to make this line-segment connected with other line-segments. Figure 3 shows some examples of connecting two line-segments with orientation. Note that for different orientations and different position relationships between two line-segments, the number of additional line-segments needed is different. Suppose $u$ is a line-segment, let $D_{u}$ denote the orientation of $u$. Let $\operatorname{cost}\left(v, u, D_{v}, D_{u}\right)$ denote the number of additional line-segments needed to connect the two line-segments $v$ and $u$ with orientation $D_{v}$ and $D_{u}$. Let $Y$ be a subset of $X$ and $Y_{i}$ be a subset of $X$ where $\left|Y_{i}\right|=i$. Finally, opt $\left(Y, u, D_{u}\right)$ denotes the minimum number of extra line-segments needed to connect the line-segments in $Y$ into a path, where the last line-segment of the path is $u$ with orientation $D_{u}$.

In the dynamic programming process, an optimal path covering $Y_{n}$ with last line-segment $u$ must be obtained from an optimal path covering $Y_{n} \backslash u$. Assume that the last line-segment in $Y_{n} \backslash u$ is $v$ and its orientation is $D_{v}$, then the extra line-segments needed is $\operatorname{cost}\left(v, u, D_{v}, D_{u}\right)$. Assume that all opt $\left(Y_{n-1}, v, D_{v}\right)$ have been calculated, then $\operatorname{opt}\left(Y_{n}, u, D_{u}\right)$ can be obtained by taking the minimum value among $\operatorname{opt}\left(Y_{n} \backslash u, v, D_{v}\right)+\operatorname{cost}\left(v, u, D_{v}, D_{u}\right)$ for all $v \in Y_{n} \backslash u$ and for all orientations of $v$, which results in the following recurrence relation.

$$
\begin{equation*}
\operatorname{opt}\left(Y, u, D_{u}\right)=\min \left\{o p t\left(Y \backslash u, v, D_{v}\right)+\operatorname{cost}\left(v, u, D_{v}, D_{u}\right)\right\}, v \in Y \backslash u \tag{1}
\end{equation*}
$$



Fig. 3. Examples of connecting two line-segments in 2-dimentions

The specific process using dynamic programming to solve Minimum Path Splicing problem is given in Figure 4.

```
Algorithm \(M P S(X, d, k)\)
Input: a set \(X\) of at most k axis-parallel line-segments in \(\mathbb{R}^{d}\).
Output: the minimum number of extra line-segments needed to construct a
    rectilinear spanning path based on \(X\).
1. for each segment \(u\) in \(X\) and directions \(D_{u}\) do
\(1.1 \operatorname{opt}\left(\{u\}, u, D_{u}\right)=0\)
2. for \(i=2\) to \(|X|\) do
2.1 for each \(Y \subseteq X\) and \(|Y|=i\) do
2.1.1 for each \(u \in Y\) and direction \(D_{u}\) do
    \(\operatorname{opt}\left(Y, u, D_{u}\right)=\min \left\{o p t\left(Y \backslash u, v, D_{v}\right)+\operatorname{cost}\left(v, u, D_{v}, D_{u}\right)\right\}\)
3. return \(\min \left\{\operatorname{opt}\left(X, u, D_{u}\right)\right\}\)
```

Fig. 4. MPS algorithm

Theorem 3. Algorithm MPS can solve Minimum Path Splicing problem in $O\left(2^{k} k^{2} d\right)$ time.

Proof. Let $Q\left(Y_{i}\right)$ be the collection of all $\operatorname{opt}\left(Y_{i}, u, D_{u}\right)(i=1, \cdots, n)$, where $u \in Y_{i}$ and let $D_{u}$ be possible orientation of $u$. Then, the minimum value in $Q\left(Y_{|X|}\right)$ is the solution to this problem. We prove the correctness of the algorithm by induction on $i$. For the initial case $i=1$, each $\operatorname{opt}\left(\{u\}, u, D_{u}\right)$ is set to 0 . Now, suppose that all $\operatorname{opt}\left(Y_{i-1}, v, D_{v}\right)$ have been calculated, an optimal path covering $Y_{i}$ with last line-segment $u$ must be transformed from an optimal path covering $Y_{i} \backslash u$. Suppose that the last line-segment in $Y_{i} \backslash u$ is $v$ and its orientation is $D_{v}$, then the number of extra line-segments needed is $\operatorname{cost}\left(v, u, D_{v}, D_{u}\right)$. Since we have calculated all $\operatorname{opt}\left(Y_{i-1}, v, D_{v}\right)$, we can calculate $o p t\left(Y_{i}, u, D_{u}\right)$ by taking the minimum value among $\operatorname{opt}\left(Y_{i} \backslash u, v, D_{v}\right)+\operatorname{cost}\left(v, u, D_{v}, D_{u}\right)$ for all $v \in Y_{i} \backslash u$.

Now we analyze the time complexity of algorithm MPS. Step 1 and step 3 of algorithm MPS can be done in $O(k)$. The range of cost in $\mathbb{R}^{d}$ is $[0, d+1]$
and it can be calculated in $O(d)$. Since $|Y| \leq k$ and each line-segment has 2 orientations, each for-loop in step 2.1.1 can be done in $O(k d)$. Since $S$ has no more than $2^{k}$ subsets, each subset has no more than $k$ line-segments, and each line-segment has exactly 2 possible orientations, the for-loop in step 2 can be executed at most $2^{k}(2 k)$ times. Thus, the time complexity of step 2 is $O\left(2^{k} k^{2} d\right)$. In conclusion, the time complexity of algorithm MPS is $O\left(2^{k} k^{2} d\right)$.

Combining the enumeration algorithm in Figure 2 and the dynamic programming algorithm in Figure 4, the overall algorithm solving Rectilinear $k$-Links Spanning Path problem is given in Figure 5.

```
Algorithm \(\operatorname{LRSP}(S, d, k)\)
Input: a point set \(S\) in \(\mathbb{R}^{d}\) and a positive integer \(k\)
Output: a rectilinear spanning path with link-length no more than \(k\).
    If such path does not exist, return NO
    \(Q=B C S(S, S, k, \emptyset) ;\)
    for each \(X \in Q\) do
        \(m=M P S(X, d, k) ;\)
\(2.2 \quad\) if \(|X|+m \leq k\) then
2.2.1 return the path constructed by the dynamic programming table;
3. return NO.
```

Fig. 5. LRSP algorithm

Theorem 4. Algorithm LRSP can solve the Rectilinear $k$-Links Spanning Path problem in $O\left(d^{k+1} 2^{k} k^{2}+d^{k} n\right)$ time.

Proof. By Theorem 2] the algorithm BCS can enumerate all possible sets of linesegments. For each possible set, by Theorem [3, the algorithm MPS can be used to get the minimum extra line-segments needed to connect line-segments into a rectilinear path. If the instance is a Yes-instance, there must exist a set $X$ of linesegments such that the line-segments in $X$ can be connected by using $k$ links. Therefore, algorithm LRSP can solve the Rectilinear $k$-Links Spanning Path problem correctly. Now we analyze the time complexity of algorithm LRSP. By Theorem [2] it takes $O\left(d^{k} n\right)$ time to enumerate $O\left(d^{k}\right)$ possible sets. For each possible set, by Theorem 3] it takes $O\left(2^{k} k^{2} d\right)$ time to test whether the set can be used to construct a rectilinear spanning path with no more than $k$ links. In conclusion, the running time of algorithm LRSP is $O\left(d^{k+1} 2^{k} k^{2}+d^{k} n\right)$.

### 3.2 Improved Algorithm in 2-Dimensions

In this section, we present an improved algorithm solving Constrained Rectilinear $k$-Links Spanning Path in 2-dimensions with running time $O\left(3.24^{k} k^{2}+1.62^{k} n\right)$.

Suppose that there are $t$ points on a horizontal line and $t \geq 2$, then these points are covered either by the horizontal line or by $t$ vertical lines. A similar result can also be obtained for points on the same vertical line. Let $N_{h}(p)$ denote the number of points that are on the same horizontal line with point $p$, and let $N_{v}(p)$ denote the number of points that are on the same vertical line with point $p$. The degree of a point $p$ is $D(p)=\max \left\{N_{h}(p), N_{v}(p)\right\}$. The algorithm solving the Constrained Rectilinear $k$-Links Spanning Path problem in 2-dimensions uses the following branching strategy: At each node of the search tree, a point $p$ with $D(p)>1$ is always chosen, until there is no such point or the height of the search tree is greater than $k$. Let $T(k)$ denote the size of the search tree. It is easy to see that $T(k) \leq T(k-1)+T(k-2)+1$, that is, $T(k)=O\left(1.62^{k}\right)$. For each leaf node of the search tree, a possible set is obtained. Each possible set consists of a set $X$ of line-segments and a set $P$ of uncovered points. Note that the degree of each point in $P$ is 1 .
$|X|$ line-segments are needed to cover $X$, and $|P|$ line-segments are needed to cover $P$. These $|X|+|P|$ line-segments are pairwise distinct. Therefore, if $|X|+|P|>k$, this possible set cannot be used to get a spanning path with link-length no more than $k$. For the case $|X|+|P| \leq k$, dynamic programming algorithm is still workable. A line-segment has two possible orientations in the spanning path, and a point can be seen as a special line-segment with length 0 and with four possible orientations in the spanning path. Therefore, in the algorithm MPS, only the size of state space changes from $2^{k}(2 k)$ to $2^{k}(4 k)$. Since it takes $O(k d)$ time to calculate each state, the running time of the dynamic programming algorithm is still $O\left(2^{k} k^{2} d\right)$.

Theorem 5. The Constrained Rectilinear $k$-Links Spanning Path problem in 2-dimensions can be solved in $O\left(3.24^{k} k^{2}+1.62^{k} n\right)$ time.

Proof. There are at most $O\left(1.62^{k}\right)$ possible sets, which can be enumerated in $O\left(1.62^{k} n\right)$ time. Since it takes $O\left(2^{k} k^{2} d\right)$ time to test whether a possible set can be used to get a rectilinear spanning path with link-length no more than $k$, the total running time solving the Constrained Rectilinear $k$-Links Spanning Path problem in 2-dimensions is $O\left(\left(2^{k} k^{2}\right)\left(1.62^{k}\right)\right)+O\left(1.62^{k} n\right)=O\left(3.24^{k} k^{2}+1.62^{k} n\right)$.

## 4 Rectilinear $k$-Bends TSP

Rectilinear $k$-Bends TSP and Rectilinear $k$-Links Spanning Path are quite similar. The Rectilinear $k$-Bends TSP problem is defined as follows:

Definition 7. (Rectilinear $k$-Bends TSP) Given $n$ points in $\mathbb{R}^{d}$, is there a piecewise linear tour through the $n$ points with at most $k$ bends, where every linesegment in the tour is axis-parallel.

The only difference between Rectilinear $k$-Bends TSP and Rectilinear $k$-Links Spanning Path is that the former seeks a tour while the latter seeks a path. Rectilinear
$k$-Bends TSP is also NP-complete in 2-dimensions, and the proof is almost the same as the proof for Rectilinear $k$-Links Spanning Path in section 2 except that we connect the last line-segment to the first line-segment in order to complete a tour.

Theorem 6. Rectilinear $k$-Bends TSP in 2-dimensions is NP-complete.
If one line-segment of the tour needs to cover all the points on on the same line, the problem is called Constrained Rectilinear $k$-Bends TSP. The FPT algorithm for Constrained Rectilinear $k$-Bends TSP is also similar to the algorithm LRSP. The only difference is that: For the algorithm solving the Minimum Tour Splicing(MTS) problem, an arbitrary segment and one of its endpoints is chosen as the start point of the tour.

Theorem 7. Constrained Rectilinear k-Bends TSP can be solved in $O\left(d^{k+1} 2^{k} k^{2}+d^{k} n\right)$ time.

## 5 Conclusion

In this paper, we prove that Rectilinear $k$-Links Spanning Path is NP-complete in 2-dimensions. Under the assumption that one line-segment in the spanning path covers all the points on the same line, an FPT algorithm with running time $O\left(d^{k+1} 2^{k} k^{2}+d^{k} n\right)$ is presented, which improves the current best result from $O^{*}\left(k^{k}\right)$ to $O^{*}\left(2^{O(k)}\right)$. When $d=2$, a further improved algorithm with running time $O\left(3.24^{k} k^{2}+1.62^{k} n\right)$ is given.
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#### Abstract

A function $f: v \rightarrow\{-1,+1\}$ defined on the vertices of a graph $G$ is a signed dominating function if the sum of its function values over any closed neighborhood is at least one. The weight of a signed dominating function is $f(V)=\sum f(v)$, over all vertices $v \in V$. The signed domination number of a graph $G$, denoted by $\gamma_{s}(G)$, equals the minimum weight of a signed dominating function of $G$. The decision problem corresponding to the problem of computing $\gamma_{s}$ is an important NP-complete problem derived from social network. A signed dominating set is a set of vertices assigned the value +1 under the function $f$ in the graph. In this paper, we give some fixed parameter tractable results for signed dominating set problem, specifically the kernels for signed dominating set problem on general and special graphs. These results generalize the parameterized algorithm for this problem. Furthermore we propose a parameterized algorithm for signed dominating set problem on planar graphs.


## 1 Introduction

Signed domination is a variation of dominating set problem, there is a variety of applications for this variation. By assigning the values -1 or +1 to the vertices of a graph, which can be modeled as networks of positive and negative electrical charges, networks of positive and negative spins of electrons, and networks of people or organizations in which global decisions must be made(e.g. yes-no, agreedisagree, like-dislike, etc.). In such a context, the signed domination number represents the minimum number of people whose positive votes can assure that all local groups of voters(represented by closed neighborhoods in graphs) have more positive than negative voters, even though the entire network may have far more people whose vote negative than positive. Hence this variation of domination studies situations in which, in spite of the presence of negative vertices, the closed neighborhoods of all vertices are required to maintain a positive sum.

[^64]Given a graph $G=(V, E)$, for each vertex $v \in V$, let $N(v)$ be all neighbors of $v$, and $N[v]=N(v) \cup\{v\}, N(v)$ and $N[v]$ are called the open and the closed neighborhood of $v$. Similarly, for a set $S$ of vertices, define the open neighborhood $N(S)=\cup N(v)$ over all $v$ in $S$ and the closed neighborhood $N[S]=N(S) \cup S$. A set $S$ of vertices is a dominating set if $N[S]=V$. For an integer function $f: V \rightarrow N$, the weight of $f$ is $w(f)=\sum_{v \in V} f(v)$, and for $S \subseteq V$, we define $f(S)=\sum_{v \in S} f(v)$, therefore, $w(f)=f(V)$. For convenience, we use $f(N[v])$ to denote $\sum_{u \in N[v]} f(u)$.

A Dominating Set of a graph $G=(V, E)$ is a vertex set $D \subseteq V$ such that each $v \in V$ is contained in $D$ or $v$ is a neighbor of at least one vertex in $D$. In other words, let $f: V \rightarrow\{0,1\}$ be a function which assigns to each vertex of a graph an element in the set $\{0,1\}$. Then, $f$ is called dominating function if for every $v \in V, f(N[v]) \geq 1$. The domination number, denoted by $\gamma(G)$, $\gamma(G)=\min \{f(V): f$ is a dominating function of $G\}$.

Let $f: V \rightarrow\{-1,1\}$ be a function which assigns each vertex of a graph an element in the set $\{-1,1\}$. Then, $f$ is called signed dominating function if for every $v \in V, f(N[v]) \geq 1$. The signed domination number, denoted by $\gamma_{s}(G)$, of $G$ is the minimum weight of the $\sum_{v \in V} f(v)$ over all such functions, $\gamma_{s}(G)=\min \{f(V): f$ is a signed dominating function of $G\}$. We define $P \subseteq V$ the signed dominating set which is the set of vertices with value +1 assigned by $f$.

Definition 1. (Parameterized Signed Dominating Set) Given a graph $G=(V, E)$ and a non-negative integer $k$, does there exist a signed dominating set $P$ of size at most $k$ such that for each $v \in V, \sum_{u \in N[v]} f(u)>0$.

The concept of signed domination in graphs was introduced by Zelinka [4] and studied in [1] [3] [5] [7]. The decision problem corresponding to the problem of computing $\gamma_{s}$ is NP-complete, even when the graph restricted to chordal graph or bipartite graph. For a fixed $k$, the problem of determining if a graph has a signed dominating function of weight at most $k$ is also NP-complete. A linear time algorithm for finding a minimum signed dominating function in an arbitrary tree was presented in [2]. The research dealing with signed domination has many focused on computing better upper and lower bounds on the signed domination number $\gamma_{s}$ for graphs. Dunbar et. al 1] investigated the properties of signed domination number and established upper and lower bounds for $\gamma_{s}$. For $r$-regular $n$-vertex graphs, $\gamma_{s} \geq \frac{n}{r+1}$ when $r$ is even, Henning and Slater [1] pointed out that $\gamma_{s} \geq \frac{2 n}{r+1}$ when $r$ is odd. The upper bounds are given by Henning [12] and Favaron [8, when $r$ is odd, $\gamma_{s} \leq \frac{(r+1)^{2}}{r^{2}+4 r-1} \cdot n$, and when $r$ is even, $\gamma_{s} \leq \frac{r+1}{r+3} \cdot n$.

Since the research dealing with signed domination has mainly focused on improving better upper and lower bounds on the signed domination number $\gamma_{s}$, therefore, in this paper, we study this problem from the point of algorithm complexity and present a variety of fixed parameter tractable(FPT) results for signed dominating set problem. We study signed dominating set problem in general graphs, particularly show that signed dominating set problem is NPcomplete even restricted to bipartite or chordal graphs. We also present a linear

Table 1. FPT results for signed dominating set in general graphs and special graphs

| Graph Class Parameterized Complexity Kernel |  |  |
| :---: | :---: | :---: |
| general | FPT | $O\left(k^{2}\right)$ |
| planar | FPT | $O(k)$ |
| bipartite | FPT | $O\left(k^{2}\right)$ |
| $r$-regular | FPT | $O(k)$ |
| $\Delta \leq 5$ | FPT | $O(k)$ |

kernel $O(k)$ and an efficient FPT algorithm of time $O\left((6 \sqrt{k})^{O(\sqrt{k})}|V|\right)$ for signed dominating set problem on planar graphs. Finally we give the kernels for signed dominating set on the following graph classes: bipartite graphs, $\Delta \leq 5$ graphs and $r$-regular graphs. FPT results for signed dominating set problem are given in Table 1.

## 2 Preliminaries

A signed dominating function is a labeling of the vertices by values $-1,+1$ such that the sum of labels in $N[v]$ is positive, for each $v$. For convenience, we will also say that each $v$ is "dominated" if the sum of labels in $N[v]$ is positive.

Let $P$ and $M$ be the sets of vertices with labels +1 and -1 , also called positive and negative vertices, respectively. Let $P_{i}$ denote the set of those positive vertices having exactly $i$ negative neighbors. Similarly $M_{i}$ is defined to be the set of those negative vertices having exactly $i$ positive neighbors. It is easy to see that $M_{0}=M_{1}=\emptyset$. Let $D_{i}$ be the set of all vertices with degree $i . \Delta$ is the maximum degree of the graph. The symbols $|P|,|M|,\left|P_{i}\right|,\left|M_{i}\right|$ denote the cardinalities of the sets $P, M, P_{i}, M_{i}$ respectively. If $X, Y$ are disjoint sets of vertices of graph $G, K_{|X|,|Y|}$ denotes the bipartite subgraph of $G$ consisting of the parts $X$ and $Y$.

Definition 2. [6] The pair $(T, X)$ is a tree decomposition of a graph $G$ if

1. $T$ is a tree,
2. $X=\left\{X_{i} \mid X_{i} \subseteq V(G), i \in V(T)\right\}$, and $\bigcup_{X_{i} \in X}=V(G)$, ( $X_{i}$ is called a bag),
3. (Containment) $\forall u, v,(u, v) \in E(G), \exists i \in V(T)$ such that $u, v \in X_{i}$, and
4. (Connectivity) $\forall i, j, k \in V(T)$, if $k$ is on the path from $i$ to $j$ in tree $T$, then $X_{i} \cap X_{j} \subseteq X_{k}$.
The width of $(T, X)$ is defined as $\max _{i \in V(T)}\left\{\left|X_{i}\right|\right\}-1$.
The treewidth of the graph $G$ is the minimum width of all possible tree decompositions of the graph.

Definition 3. [9] A nice tree decomposition is a tree decomposition ( $T, X$ ) in which one node of $T$ is considered to be the root, and each node $i$ in $T$ is of one of the four following types.
-Leaf: node $i$ is a leaf of $T$ and $\left|X_{i}\right|=1$.
-Join: node $i$ has exactly two children, say $j$ and $k$, and $X_{i}=X_{j}=X_{k}$.
-Introduce: node $i$ has exactly one child, say $j$, and there is a vertex $v \in V(G)$ with $X_{i}=X_{j} \cup\{v\}$.
-Forget: node $i$ has exactly one child, say $j$, and there is a vertex $v \in V(G)$ with $X_{i}=X_{j}-\{v\}$.

Every tree decomposition can be transformed into a nice tree decomposition [10].
Lemma 1. Given a tree decomposition of width $k$ with $O(n)$ nodes of a graph $G$, where $n$ is the number of vertices of $G$, one can find a nice tree decomposition of $G$ that has the same width $k$ and $O(n)$ nodes in linear time.

## 3 Signed Dominating Set in General Graph

The decision problem corresponding to the problem of computing $\gamma_{s}$ is wellknown NP-complete [2]. We show that signed dominating set problem is NPcomplete even restricted to bipartite or chordal graphs.
Problem: Dominating Set
Instance: A graph $G=(V, E)$ and a positive integer $k$.
Question: Does $G$ have a dominating set of cardinality $k$ or less.

## Problem: Signed Dominating Set

Instance: A graph $H=(V, E)$ and a positive integer $j$.
Question: Does $H$ have a signed dominating set $P$ of cardinality at most $j$.
Theorem 1. Signed dominating set problem is NP-complete, even restricted to bipartite or chordal graphs.

Proof. It is obvious that signed dominating set problem is a member of NP since we can in polynomial time verify that $H$ has a signed dominating set of size at most $j$ for a function $f: V \rightarrow\{-1,+1\}$. To show that signed dominating set problem is NP-complete even restricted to bipartite or chordal graphs, we establish a polynomial reduction from the NP-complete problem dominating set. Let $(G, k)$ be an instance of Dominating Set consisting of the dominating set of size $k$. We construct an instance $(H, j)$ of Signed Dominating Set as follows.

Given a graph $G=(V, E)$ and a positive integer $k$, construct the graph $H$ by adding for each vertex $v$ of $G$ a set of $\operatorname{deg}_{G} v$ paths $P_{2}$ on two vertices. Let $m=|E(G)|$ and $n=|V(G)|$. Then $|V(H)|=n+2 \sum_{v \in V} d e g_{G} v=n+4 m$ and $|E(H)|=m+2 \sum_{v \in V} d e g_{G} v=5 m$. It is easy to see that graph $H$ can be constructed in polynomial time.

Next, we show the equivalence between the instances, that is, $(G, k)$ is a yes-instance of Dominating Set if and only if $(H, j)$ is a yes-instance of Signed Dominating Set.

Let $D$ be a dominating set of graph $G$ of size $k$. Let $f: V(H) \rightarrow\{-1,+1\}$ be the function defined by $f(v)=+1$ if $v \in(V(H)-V(G)) \cup D$ and $f(v)=-1$ if $v \in V(G)-D$. Then $f$ is a signed dominating function of graph $H$, and $|P| \leq j=|V(H)-V(G)|+|D|=k+4 m$.

Let $f$ be a signed dominating function of graph $H$. If $x$ is a degree- 1 vertex and $y$ is its neighbor, by the definition of the signed dominating function, then $f(x)=+1$ and $f(y)=+1$. It follows that $f(w)=+1$ for every $w \in V(H)-V(G)$. In other words, for the signed dominating function $f$, if $f(v)=-1$, then $v \in$ $V(G) \subseteq V(H)$. Furthermore, $f: V(H) \rightarrow\{-1,+1\}, v \in V(G), v$ has even degree in graph $H$ and $f(N[v]) \geq 1$. Since exactly half the neighbors of $v$ belong to $V(H)-V(G)$ and all those vertices are assigned the value +1 , it follows that at least one neighbor of $v$ in $G$ is assigned the value +1 under $f$. That is, if $f$ is a signed dominating function of $H$, then $f(v)=+1$ for $v \in V(H)-V(G)$ and the set of vertices $D$ in graph $G$ which are assigned the value +1 under $f$ form a dominating set in graph $G$. Since the signed dominating set $P$ in graph $H$ with size at most $j=k+4 m$ and $|V(H)-V(G)|=2 \sum_{v \in V} d e g_{G} v=4 m$, therefore, $|D| \leq k$.

It is also easy to verify the reduction preserves the properties "bipartite", "chordal".

Kernelization can be seen as the strategy of analyzing preprocessing or data reduction heuristics from a parameterized complexity perspective. Given a graph $G=(V, E)$, we propose to develop data reduction rules as follows.

Rule: If there exists a vertex $v$ of degree larger than $2 k$ in graph $G$, then remove vertex $v$ from graph $G$.

Theorem 2. Signed dominating set problem in general graphs admits a $O\left(k^{2}\right)$ kernel.

Proof. It is easy to verify the correctness of this rule. If there is a vertex of degree larger than $2 k$, then at least half of its neighbors should be assigned the value +1 under the signed dominating function, it contradicts with the signed dominating set of size bounded by $k$.

The left graph has all vertices of degree smaller than $2 k$. Since each vertex with value +1 has at most half neighbors assigned the value -1 , now the graph has at most $k$ vertices with value +1 , then the number of vertices with value -1 is less than $k^{2}$. Then we can get $|V| \leq k(k+1)$, therefore, we can conclude that $|V| \leq k^{2}$, the kernel is $O\left(k^{2}\right)$.

## 4 Signed Dominating Set on Planar Graph

### 4.1 Linear Kernel for Signed Dominating Set

It is observed that for a fixed parameter tractable problem on planar graphs, if some kernelization rules can be developed to bound the size of "lower degree" vertices, then we can get a kernel of this problem soon. Next, we will analyze the kernel for signed dominating set on planar graphs.

Lemma 2. Let $v$ be a degree-1 vertex in $G$ with $N(v)=\{u\}$, then $G$ has a signed dominating set of size bounded by $k$ if and only if $G \backslash v$ has a signed dominating set bounded by $k$ that contains $v$ and $u$.

Lemma 3. Let $v$ be a degree- 2 vertex in $G$ with $N(v)=\{u, w\}$ and $(u, w) \in$ $E(G)$. Then $G$ has a signed dominating set of size bounded by $k$ if and only if $G \backslash v$ has a signed dominating set of size bounded by $k$ that contains $u$ and $w$.

Based on Lemma 2 and lemma 3, we can get the following reduction rules.
Rule 1. If a vertex $v$ is a degree-1 vertex, then remove $v$ and decrease the parameter $k$ by two.

Rule 2. If a vertex $v$ has two neighbors $u$ and $w$ and $(u, w) \in E(G)$, remove $v$ and decrease the parameter $k$ by two.

It is easy to verify that any rule can be applied at most polynomial times. Following is a useful property of planar graphs.

Lemma 4. For a planar graph $G$, let $S$ be a subset of $V$ with at least 2 vertices, and let $J=\{v|v \in V(G) \backslash S,|N(v) \cap S| \geq 3\}$, then $|J| \leq 2|S|-4$.

Proof. It is not hard to see that this lemma is true for $|S|=2$. Then we suppose $|S| \geq 3$. Let $B=G[S \cup J] \backslash(E(G[S]) \cup E(G[J]))$. Since there is no $K_{3}$ in $B$, by Euler's formula, $|E(B)| \leq 2(|S|+|J|-2)$. Then $|E(B)| \geq 3|J|$. Thus, we have $|J| \leq 2|S|-4$.

Lemma 5. 14 For a planar graph $G=(V, E)$ with at least three vertices, then $|E| \leq 3|V|-6$.

Lemma 6. Signed dominating set on planar graphs admit a $6 k-10$ kernel.
Proof. For any instance $(G, k)$ of signed domination set, we reduce the instance by rule 1 - rule 2 . Let $\left(G^{\prime}, k^{\prime}\right)$ is the reduced instance with $k^{\prime} \leq k$. Suppose $G^{\prime}$ has a signed dominating set $P$ of size $k^{\prime}$. Let $J_{i}=\left\{v\left|v \in V\left(G^{\prime}\right) \backslash V(P),|N(v) \cap V(P)|=\right.\right.$ $i\}$, where $i=0,1,2$, and let $J_{3}^{+}=\left\{v\left|v \in V\left(G^{\prime}\right) \backslash V(P),|N(v) \cap V(P)| \geq 3\right\}\right.$. It is clearly that $\left|J_{0}\right|=0$. Since $G^{\prime}$ has already been reduced by rule 1 - rule 2 , there exists no degree-1 vertices and degree-2 vertices whose neighbors are adjacent in $V\left(G^{\prime}\right) \backslash V(P)$. Otherwise, assume that there is a degree- 2 vertex $v$ in $V\left(G^{\prime}\right) \backslash V(P)$ with $N(v)=\{u, w\}$. If $(u, w) \in E\left(G^{\prime}\right)$, then rule 2 can be used, contradicting that $\left(G^{\prime}, k^{\prime}\right)$ is reduced. Therefore, $\left|J_{1}\right|=0$. It is easy to see that $J_{2}$ induced an independent set. $P$ is an induced graph of planar graph $G^{\prime}$, according to lemma 5 we obtain $|E(P)| \leq 3|V(P)|-6$. Each vertex in $J_{2}$ has exactly two neighbors in $P$ and these two neighbors are not connected. Therefore, $\left|J_{2}\right| \leq 3|V(P)|-6$. Since $G^{\prime}$ is a planar graph, by lemma $4,\left|J_{3}^{+}\right| \leq 2|V(P)|-4$. Thus $\left|G^{\prime}\right|=|V(P)|+\left|J_{0}\right|+\left|J_{1}\right|+\left|J_{2}\right|+\left|J_{3}^{+}\right| \leq 6|V(P)|-10$. Since $|V(P)| \leq k$, the size of the kernel is $6 k-10$.

The procedure of reduction just takes the operation of deleting vertices and edges, therefore, the kernelization takes polynomial times.

### 4.2 FPT Algorithm for Signed Dominating Set

In this section we will solve signed dominating set problem by dynamic programming on the tree-decomposition. What we show is a FPT algorithm with respect to the parameter treewidth.

Given a graph $G=(V, E)$ and $V=\left\{x_{1}, \ldots, x_{n}\right\}$, assume that the vertices in the bags are given in increasing order when used as indices of the dynamic programming tables, that is $X_{i}=\left\{x_{i 1}, \ldots, x_{i n_{i}}\right\}$ with $i 1 \leq \ldots \leq i n_{i}, 1 \leq i \leq$ $|V(T)|$. We use eight different "colors" that will be assigned to the vertices in bag.

- "blue": represented by 1 , meaning that the vertex $x_{i t}$ satisfies $f\left(N\left[x_{i t}\right]\right)>1$ at the current stage of the algorithm.
- "white": represented by $1_{[ }$, meaning that the vertex $x_{i t}$ satisfies $f\left(N\left[x_{i t}\right]\right)=1$ at the current stage of the algorithm.
- "grey": represented by $1_{1}$, meaning that the vertex $x_{i t}$ satisfies $f\left(N\left[x_{i t}\right]\right)=0$ at the current stage of the algorithm.
- "pink": represented by $1_{*}$, meaning that the vertex $x_{i t}$ satisfies $f\left(N\left[x_{i t}\right]\right)<0$ at the current stage of the algorithm.
- "black": represented by -1 , meaning that the vertex $x_{i t}$ satisfies $f\left(N\left[x_{i t}\right]\right)>1$ at the current stage of the algorithm.
- "red": represented by $-1_{[ }$, meaning that the vertex $x_{i t}$ satisfies $f\left(N\left[x_{i t}\right]\right)=1$ at the current stage of the algorithm.
- "green": represented by -1 , meaning that the vertex $x_{i t}$ satisfies $f\left(N\left[x_{i t}\right]\right)=$ 0 at the current stage of the algorithm.
- "brown" : represented by $-1_{*}$, meaning that the vertex $x_{i t}$ satisfies $f\left(N\left[x_{i t}\right]\right)<$ 0 at the current stage of the algorithm.

It is worthy of note that there are $\left|X_{i}\right|-1$ number of states for $f\left(N\left[x_{i t}\right]\right)>1$, those states $f\left(N\left[x_{i t}\right]\right)=2, \ldots, f\left(N\left[x_{i t}\right]\right)=\left|X_{i}\right|$ can be denoted by $1_{2}, \ldots, 1_{\left|X_{i}\right|}$ and $-1_{2}, \ldots,-1_{\left|X_{i}\right|}$ respectively. Moreover, there are $\left|X_{i}\right|$ number of states for $f\left(N\left[x_{i t}\right]\right)<0$. Similarly we use $1_{-1}, \ldots, 1_{-\left|X_{i}\right|}$ and $-1_{-1}, \ldots,-1_{-\left|X_{i}\right|}$ to denote those states $f\left(N\left[x_{i t}\right]\right)=-1, \ldots, f\left(N\left[x_{i t}\right]\right)=-\left|X_{i}\right|$ respectively. In order to express the dynamic programming algorithm easily, we still use $1,1_{*},-1$ and $-1_{*}$ to denote those states. Therefore, mapping

$$
C_{i}:\left\{x_{i 1}, \ldots, x_{i n_{i}}\right\} \rightarrow\left\{1,1_{[ }, 1_{]}, 1_{*},-1,-1_{[ },-1_{]},-1_{*}\right\}
$$

is called a coloring for the bag $X_{i}=\left\{x_{i 1}, \ldots, x_{i n_{i}}\right\}$, and the color assigned to vertex $x_{i t}$ by $C_{i}$ is given by $C_{i}\left(x_{i t}\right)$. The colors in the bag can be represented as $\left(C\left(x_{i 1}\right), \ldots, C\left(x_{i n_{i}}\right)\right)$. For each bag $X_{i}$ with $X_{i}=n_{i}$, the algorithm use a mapping

$$
m_{i}:\left\{1,1_{[ }, 1_{]}, 1_{*},-1,-1_{[ },-1_{]},-1_{*}\right\}^{n_{i}} \rightarrow \mathbb{N} \cup+\infty
$$

For a coloring $C_{i}$, the value $m_{i}\left(C_{i}\right)$ stores how many vertices are needed for a minimum signed dominating set of the graph visited up to the current stage of the algorithm. A color is locally invalid if there is some vertex in the bag that is colored -1 or -1 but this vertex is not dominated by the vertices within the bag. Note that a locally invalid coloring may still be a correct coloring if this vertex is not dominated within the bag but dominated by some vertices from bags that have been considered earlier. For a coloring $c=\left(c_{1}, \ldots, c_{m}\right) \in$ $\left\{1,1_{[ }, 1_{]}, 1_{*},-1,-1_{[ },-1_{]},-1_{*}\right\}^{m}$ and a color $d \in\left\{1,1_{[ }, 1_{]}, 1_{*},-1,-1_{[ },-1_{]},-1_{*}\right\}$, let

$$
\sharp_{d}(c)=\left|\left\{t \in\{1, \ldots, m\} \mid c_{t}=d\right\}\right|
$$

Theorem 3. Given a graph $G=(V, E)$ with tree decomposition $(T, X)$, a minimum signed dominating set problem can be computed in $O\left((6 t w)^{t w} \cdot|V|\right)$ time, where tw is the treewidth of the tree decomposition.

Proof. In order to describe the algorithm clearly, assume the dynamic programming algorithm is based on the nice tree decomposition computing the minimum signed dominating set.
Step 1: Table initialization.
For all tables $X_{i}$ and each coloring $c \in\left\{1,1_{[ }, 1_{]}, 1_{*},-1,-1_{[ },-1_{]},-1_{*}\right\}^{n_{i}}$ let

$$
m_{i}(c)= \begin{cases}+\infty & \text { if } c \text { is locally invalid for } X_{i} \\ \sharp_{1,1_{[ }, 1_{1}, 1_{*}}(c) & \text { otherwise }\end{cases}
$$

Since the check for local invalidity takes $O\left(n_{i}\right)$ time, this step take time $O\left(\left(4 n_{i}\right)^{n_{i}}\right.$. $n_{i}$ ).
Step 2: Dynamic programming.
After the initialization, the algorithm visits the bags of the tree decomposition from the leaves to the root, there are three kinds of nodes during the dynamic programming procedure should be considered. We evaluate the corresponding mappings in each node according to the following rules.
Forget Nodes: Assume $i$ is a forget node with child $j$ and $X_{i}=\left\{x_{i 1}, \ldots, x_{i n_{i}}\right\}$, $X_{j}=\left\{x_{i 1}, \ldots, x_{i n_{i}}, x\right\}$.

For all colorings $c \in\left\{1,1_{[ }, 1_{]}, 1_{*},-1,-1_{[ },-1_{]},-1_{*}\right\}^{n_{i}}$, let

$$
m_{i}(c)=\min _{d \in\left\{1,1_{[ },-1,-1_{[ }\right\}}\left\{m_{j}(c \times\{d\})\right\}
$$

Note that for $X_{j}$ the vertex $x$ is assigned color $1_{]},-1_{]}, 1_{*}$ and $-1_{*}$, that is, $x$ is not dominated by a graph vertex. But by the consistency property of tree decompositions, the vertex $x$ would never appear in a bag for the rest of the algorithm, a coloring will not lead to a signed dominating set because $x$ cannot be dominated. That is why in the above equation $x$ just takes colors $1,1_{[ },-1,-1_{\text {[ }}$ only.
Introduce Nodes: Assume $i$ is an introduce node with child node $j$, let $X_{j}=$ $\left\{x_{j 1}, \ldots, x_{j n_{j}}\right\}, X_{i}=\left\{x_{i 1}, \ldots, x_{i n_{i}}, x\right\}$. Suppose $N(x) \cap X_{j}=\left\{x_{j p_{1}}, \ldots, x_{j p_{s}}\right\}$ be the neighbors of the vertex $x$ which are contained in the bag $X_{i}$. Now define a function on the set of colorings of $X_{j}$.

$$
\phi:\left\{1,1_{[ }, 1_{]}, 1_{*},-1,-1_{[ },-1_{]},-1_{*}\right\}^{n_{j}} \rightarrow\left\{1,1_{[ }, 1_{]}, 1_{*},-1,-1_{[ },-1_{]},-1_{*}\right\}^{n_{j}}
$$

For $c=\left(c_{1}, \ldots, c_{n_{j}}\right) \in\left\{1,1_{[ }, 1_{]}, 1_{*},-1,-1_{[ },-1_{]},-1_{*}\right\}^{n_{j}}$, define $\phi(c)=\left(c_{1}^{\prime}, \ldots, c_{n_{j}}^{\prime}\right)$ such that

$$
c_{t}^{\prime}= \begin{cases}1_{]}\left(-1_{]}\right) & \text {if } t \in\left\{p_{1}, \ldots, p_{s}\right\} \text { and } c_{t}=1_{[ }\left(-1_{[ }\right) \\ c_{t} & \text { otherwise }\end{cases}
$$

Compute the mapping $m_{i}$ of $X_{i}$ as follows: for all colorings $c=\left(c_{1}, \ldots, c_{n_{j}}\right) \in$ $\left\{1,1_{[ }, 1_{]}, 1_{*},-1,-1_{[ },-1_{]},-1_{*}\right\}^{n_{j}}$, if we assign color 1 to vertex $x$, then the vertices in $\left\{x_{j p_{1}}, \ldots, x_{j p_{s}}\right\}$ with colors $1_{]}$or $-1_{]}$can be assigned colors $1_{[ }$or $-1_{[ }$.

The vertices in $\left\{x_{j p_{1}}, \ldots, x_{j p_{s}}\right\}$ with colors $1_{*}$ or $-1_{*}$ can be pushed to the "upper" colors, for example, $1_{-1}$ is changed into $1_{]}$. In the same way, if we assign color -1 to vertex $x$, the vertices in $\left\{x_{j p_{1}}, \ldots, x_{j p_{s}}\right\}$ with colors 1 or -1 can be pulled to the "lower" colors, for example, $1_{2}$ is changed into $1_{[ }$.

$$
m_{i}\left(c \times\left\{-1_{]},-1_{*}\right\}\right)=m_{j}(c)
$$

$m_{i}\left(c \times\left\{-1,-1_{[ }\right\}\right)=m_{j}(c)$ if $x$ has neighbors in $X_{j}$ with colors $1,1_{[ }$

$$
m_{i}\left(c \times\left\{1,1_{[ }, 1_{]}, 1_{*}\right\}\right)=m_{j}(\phi(c))+1
$$

Since it needs $O\left(n_{i}\right)$ time to check a coloring is locally invalid, the computation of $m_{i}$ can be carried out in $O\left(\left(4 n_{i}\right)^{n_{i}} \cdot n_{i}\right)$ time.
Join Nodes: Assume $i$ is a join node with children $j$ and $k$, let $X_{i}=X_{j}=X_{k}=$ $\left\{x_{i 1}, \ldots, x_{i n_{i}}\right\}$. Let $c=\left(c_{1}, \ldots, c_{n_{i}}\right) \in\left\{1,1_{[ }, 1_{1}, 1_{*},-1,-1_{[ },-1_{]},-1_{*}\right\}^{n_{i}}$ be a coloring for $X_{i} . c^{\prime}=\left(c_{1}^{\prime}, \ldots, c_{n_{i}}^{\prime}\right), c^{\prime \prime}=\left(c_{1}^{\prime \prime}, \ldots, c_{n_{i}}^{\prime \prime}\right) \in\left\{1,1_{[ }, 1_{]}, 1_{*},-1,-1_{[ },-1_{]},-1_{*}\right\}^{n_{i}}$. Since for a join node, we have to consider a child of colors $1,1_{[ }$combined with colors $1_{]}, 1_{*}$ of another child. Similar with $-1,-1_{[ }$combined with $-1_{]},-1_{*}$. Then $c_{t}=1 \Rightarrow\left(c_{t}^{\prime}, c_{t}^{\prime \prime} \in\left\{1,1_{*}\right\}\right) \wedge\left(c_{t}^{\prime}=1 \vee c_{t}^{\prime \prime}=1\right)$
$c_{t}=1 \Rightarrow\left(c_{t}^{\prime}, c_{t}^{\prime \prime} \in\left\{1,1_{]}\right\}\right) \wedge\left(c_{t}^{\prime}=1 \vee c_{t}^{\prime \prime}=1\right)$
$c_{t}=1_{[ } \Rightarrow\left(c_{t}^{\prime}, c_{t}^{\prime \prime} \in\left\{1_{[ }, 1_{*}\right\}\right) \wedge\left(c_{t}^{\prime}=1_{[ } \vee c_{t}^{\prime \prime}=1_{[ }\right)$
$c_{t}=1_{[ } \Rightarrow\left(c_{t}^{\prime}, c_{t}^{\prime \prime} \in\left\{1_{[ }, 1_{]}\right\}\right) \wedge\left(c_{t}^{\prime}=1_{[ } \vee c_{t}^{\prime \prime}=1_{[ }\right)$
$c_{t}=-1 \Rightarrow\left(c_{t}^{\prime}, c_{t}^{\prime \prime} \in\left\{-1,-1_{*}\right\}\right) \wedge\left(c_{t}^{\prime}=-1 \vee c_{t}^{\prime \prime}=-1\right)$
$c_{t}=-1 \Rightarrow\left(c_{t}^{\prime}, c_{t}^{\prime \prime} \in\left\{-1,-1_{]}\right\}\right) \wedge\left(c_{t}^{\prime}=-1 \vee c_{t}^{\prime \prime}=-1\right)$
$c_{t}=-1_{[ } \Rightarrow\left(c_{t}^{\prime}, c_{t}^{\prime \prime} \in\left\{-1_{[ },-1_{*}\right\}\right) \wedge\left(c_{t}^{\prime}=-1_{[ } \vee c_{t}^{\prime \prime}=-1_{[ }\right)$
$c_{t}=-1_{[ } \Rightarrow\left(c_{t}^{\prime}, c_{t}^{\prime \prime} \in\left\{-1_{[ },-1_{]}\right\}\right) \wedge\left(c_{t}^{\prime}=-1_{[ } \vee c_{t}^{\prime \prime}=-1_{[ }\right)$
Then, the computation of the mapping $m_{i}$ of $X_{i}$ as follows: for all colorings $c \in\left\{1,1_{[ }, 1_{]}, 1_{*},-1,-1_{[ },-1_{]},-1_{*}\right\}^{n_{i}}$, let

$$
m_{i}(c)=\min \left\{m_{j}\left(c^{\prime}\right)+m_{k}\left(c^{\prime \prime}\right)-\sharp_{1,1_{[ }, 1_{]}, 1_{*}}(c)\right\}
$$

Computing the value $m_{i}$, we should look up the corresponding values for coloring $c$ in $m_{j}$ and in $m_{k}$, add the corresponding values and subtract the number of color $1,1_{[ }$in $c$. If color $c$ of node $i$ assigns the color $1_{]}, 1_{*},-1_{]}$or $-1_{*}$ to a vertex $x$ from $X_{i}$, then in color $c^{\prime}$ of $X_{j}$ and color $c^{\prime \prime}$ of $X_{k}$, we should assign the same color to $x$. However, if $c$ assigns color $1,1_{[ },-1$ or $-1_{[ }$to $x$, it is necessary to justify this color by only one of the colorings $c^{\prime}$ or $c^{\prime \prime}$. Combine the states of $c^{\prime}$ and $c^{\prime \prime}$, therefore, computing $m_{i}$ can be done in $O\left(\left(6 n_{i}\right)^{n_{i}} \cdot n_{i}\right)$ time.
Step 3 Let $r$ be the root of $T$, the signed dominating set number is given by

$$
\min \left\{m_{r}(c) \mid c \in\left\{1,1_{[ },-1,-1_{[ }\right\}^{n_{r}}\right\}
$$

The minimum number of signed dominating set is taken only over colorings containing colors $1,1_{[ },-1,-1_{[ }$since the colors $1_{]}, 1_{*},-1_{]}$and $-1_{*}$ mean that the corresponding vertex still needs to be dominated.

Since $\left|X_{i}\right|=n_{i}$, if the given graph has treewidth $t w$, then computing the minimum signed dominating number can be done in $O\left((6 t w)^{t w} \cdot|V|\right)$ time.

Theorem 4. [13] If a planar graph has a dominating set of size at most $k$, then its treewidth is bounded by $O(\sqrt{k})$.

Lemma 7. Given a graph $G=(V, E)$, if there exist a signed dominating set of size at most $k$, then there must exist a dominating set of size at most $k$.

Proof. Assume there is a signed dominating set $P$ with $|P| \leq k$ in graph $G$, then for each $v \in V$, the signed dominating function makes each $v$ satisfy $f(N[v]) \geq 1$. If we use 0 to replace all the -1 in the graph, it is easy to see that $P$ is also a dominating set of graph $G$. Each vertex with value -1 needs at least two vertices with value +1 to dominate, but each vertex with value 0 just needs at least one vertex with value +1 to dominate, therefore, a dominating set of graph $G$ is of size at most $k$. Conversely, it does not hold.

By Theorem 3, Theorem 4 and Lemma 7, it is easy to see that signed dominating set problem on a planar graph has fixed parameter tractable algorithm.

Corollary 1. Signed dominating set on planar graphs is solved in $O\left((6 \sqrt{k})^{O(\sqrt{k})}\right.$. $|V|)$ time.

## 5 Signed Dominating Set in Special Graph

### 5.1 Polynomial Kernel in Bipartite Graph

For $p \geq 1, q \geq 1$, let $K_{p, q}$ be a bipartite graph with vertices $\left\{x_{1}, \ldots, x_{i}, y_{1}, \ldots, y_{j}\right\}$ by connecting all edges of the type $\left(x_{i} y_{j}\right)$, where $1 \leq i \leq p, 1 \leq j \leq q$.

Theorem 5. In a bipartite graph $K_{p, q}$, the kernel for signed dominating set is $O\left(k^{2}\right)$.

Proof. Let the $X^{+}$and $X^{-}$be two sets of vertices in $X$ which are assigned with +1 and -1 , respectively. Similarly define the $Y^{+}$and $Y^{-}$. Then $|P|=$ $\left|X^{+}\right|+\left|Y^{+}\right|,|M|=\left|X^{-}\right|+\left|Y^{-}\right|$. Every vertex in $X^{-}$has to be connected to at least two vertices in $Y^{+}$, according to the pigeonhole principle, at least one vertex in $Y^{+}$has to be adjacent to at least $\left|X^{-}\right| /\left|Y^{+}\right|$vertices in $X^{-}$. Since the vertex $y_{i}$ in $Y^{+}$should satisfy $f\left(N\left[y_{i}\right]\right) \geq 1$, it follows that $\left|X^{+}\right|-\left|X^{-}\right| /\left|Y^{+}\right| \geq 1$, then $\left|X^{-}\right| \leq\left|Y^{+}\right|\left(\left|X^{+}\right|-1\right)$. Every vertex in $Y^{-}$has to be connected to at least two vertices in $X^{+}$, then at least one vertex in $X^{+}$has to be adjacent to at least $\left|Y^{-}\right| /\left|X^{+}\right|$vertices in $Y^{-}$, therefore $\left|Y^{-}\right| \leq\left|X^{+}\right|\left(\left|Y^{+}\right|-1\right)$.

For the whole graph, $|V|=\left|X^{+}\right|+\left|X^{-}\right|+\left|Y^{+}\right|+\left|Y^{-}\right|,|V| \leq\left|X^{+}\right|+$ $\left|Y^{+}\right|\left(\left|X^{+}\right|-1\right)+\left|Y^{+}\right|+\left|X^{+}\right|\left(\left|Y^{+}\right|-1\right)=2\left|X^{+}\right|\left|Y^{+}\right|,\left|X^{+}\right|\left|Y^{+}\right| \geq \frac{|V|}{2} .|P|-|M|=$ $2\left(\left|X^{+}\right|+\left|Y^{+}\right|\right)-|V|, 2 k-|V| \geq 4 \sqrt{\left|X^{+}\right| \cdot\left|Y^{+}\right|}-|V|, k \geq \sqrt{2|V|}$, therefore, the kernel is $O\left(k^{2}\right)$.

### 5.2 Linear Kernel in $\Delta \leq d$ Graph

Lemma 8. Any signed dominating function in a $\Delta \leq d$ graph satisfies

$$
\begin{aligned}
|P|-|M|=\left|P_{0}\right|+\left|P_{1}\right| / 2+\left(\frac{d}{4}-\frac{1}{2}\right)\left|M_{\frac{d}{2}+1}\right|+\ldots+ & \left(\frac{d}{2}-1\right)\left|M_{d}\right|-\frac{1}{2}\left(\left|P_{3}\right|-\left|M_{3}\right|\right) \\
& -\ldots-\left(\frac{d}{4}-1\right)\left(\left|P_{\frac{d}{2}}\right|-\left|M_{\frac{d}{2}}\right|\right)
\end{aligned}
$$

where $d$ is a constant.
Proof. If $d$ is even, $|P|=\left|P_{0}\right|+\left|P_{1}\right|+\ldots+\left|P_{\frac{d}{2}}\right|$, and if $d$ is odd, $|P|=\left|P_{0}\right|+$ $\left|P_{1}\right|+\ldots+\left|P_{\frac{d-1}{2}}\right| \cdot|M|=\left|M_{2}\right|+\left|M_{3}\right|+\ldots+\left|M_{d}\right|$. For $d$ even, the edge number of $K_{|P|,|M|}$ is $\left|P_{1}\right|+2\left|P_{2}\right|+\ldots+\frac{d}{2}\left|P_{\frac{d}{2}}\right|=2\left|M_{2}\right|+3\left|M_{3}\right|+\ldots+d\left|M_{d}\right|$. Then

$$
\left|P_{1}\right|+2\left(\left|P_{2}\right|-\left|M_{2}\right|\right)+\ldots+\frac{d}{2}\left(\left|P_{\frac{d}{2}}\right|-\left|M_{\frac{d}{2}}\right|\right)=\left(\frac{d}{2}+1\right)\left|M_{\frac{d}{2}+1}\right|+\ldots+d\left|M_{d}\right|
$$

Then, in $\Delta \leq d$ graph,

$$
\begin{aligned}
|P|-|M|=\left|P_{0}\right|+\left|P_{1}\right| / 2+\left(\frac{d}{4}-\frac{1}{2}\right)\left|M_{\frac{d}{2}+1}\right|+\ldots+ & \left(\frac{d}{2}-1\right)\left|M_{d}\right|-\frac{1}{2}\left(\left|P_{3}\right|-\left|M_{3}\right|\right) \\
& -\ldots-\left(\frac{d}{4}-1\right)\left(\left|P_{\frac{d}{2}}\right|-\left|M_{\frac{d}{2}}\right|\right)
\end{aligned}
$$

The same with the case $d$ is odd.
Theorem 6. In a $\Delta \leq 5$ graph, the kernel for signed dominating set is $O(k)$.
Proof. In a $\Delta \leq 5$ graph, according to lemma $8,|P|-|M|=\left|P_{0}\right|+\left|P_{1}\right| / 2+$ $\left|M_{3}\right| / 2+\left|M_{4}\right|+\frac{3}{2}\left|M_{5}\right|$. From the edge number $K_{\left|P_{1}\right|,\left|M_{2}\right|}$, we can see that $2\left|M_{2}\right| \leq$ $\left|P_{1}\right|$ and $\left|P_{2}\right|=\left|M_{2}\right|+\frac{3}{2}\left|M_{3}\right|+2\left|M_{4}\right|+\frac{5}{2}\left|M_{5}\right|-\left|P_{1}\right| / 2$. Since $|V|=\left|P_{0}\right|+\left|P_{1}\right|+$ $\left|P_{2}\right|+\left|M_{2}\right|+\left|M_{3}\right|+\left|M_{4}^{2}\right|+\left|M_{5}\right|$, therefore, $|V|=\left|P_{0}\right|+\left|P_{1}\right| / 2+2\left|M_{2}\right|+\frac{5}{2}\left|M_{3}\right|+$ $3\left|M_{4}\right|+\frac{7}{2}\left|M_{5}\right| \leq 5(|P|-|M|)$. Since $|P| \leq k$ and $|M| \geq|V|-k$, then we obtain $|V| \leq \frac{5}{3} k$.

### 5.3 Linear Kernel in $r$-Regular Graph

Theorem 7. In a r-regular graph, the kernel for signed dominating set is $O(k)$.
Proof. According to the lower bound of $\gamma_{s}$ in [11], for every $r$-regular graph, $\gamma_{s} \geq \frac{1}{r+1}|V|$ for $r$ is even, and $\gamma_{s} \geq \frac{2}{r+1}|V|$ for $r$ is odd. Then $2 k-|V| \geq \gamma_{s} \geq$ $\frac{1}{r+1}|V|$, we get the kernel $O(k)$.

## 6 Conclusion

In this paper, we study signed dominating set problem from the parameterized perspective. There are still some problems deserved for further research. Firstly
can we improve the kernel of the signed dominating set problem in general graphs, if it can do, the new fixed parameter tractable algorithm for this problem also follows naturally. Since for a fixed $k$, the problem of determining whether a graph has a signed dominating function of weight at most $k$ is NP-complete, if signed domination problem is parameterized with the weight of the signed dominating function, is this problem still fixed parameter tractable?
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#### Abstract

In this paper, we present a submodular minimization algorithm based on a new relationship between minimizers of a submodular set function and pathwidth defined on submodular set functions. Given a submodular set function $f$ on a finite set $V$ with $n \geq 2$ elements and an ordered pair $s, t \in V$, let $\lambda_{s, t}$ denote the minimum $f(X)$ over all sets $X$ with $s \in X \subseteq V-\{t\}$. The pathwidth $\Lambda(\sigma)$ of a sequence $\sigma$ of all $n$ elements in $V$ is defined to be the maximum $f\left(V\left(\sigma^{\prime}\right)\right)$ over all nonempty and proper prefixes $\sigma^{\prime}$ of $\sigma$, where $V\left(\sigma^{\prime}\right)$ denotes the set of elements occurred in $\sigma^{\prime}$. The pathwidth $\Lambda_{s, t}$ of $f$ from $s$ to $t$ is defined to be the minimum pathwidth $\Lambda(\sigma)$ over all sequences $\sigma$ of $V$ which start with element $s$ and end up with $t$. Given a real $k \geq f(\{s\})$, our algorithm checks whether $\Lambda_{s, t} \leq k$ or not and computes $\lambda_{s, t}$ (when $\Lambda_{s, t} \leq k$ ) in $O\left(n^{\Delta(k)+1}\right)$ oracle-time, where $\Delta(k)$ is the number of distinct values of $f(X)$ with $f(X) \leq k$ overall sets $X$ with $s \in X \subseteq V-\{t\}$.


## 1 Introduction

Let $V$ denote a given finite set with $n \geq 2$ elements. A set function $f$ on $V$ is called submodular if $f(X)+f(Y) \geq f(X \cap Y)+f(X \cup Y)$ for every pair of subsets $s, t \subseteq V$. There are numerous examples of submodular set functions such as cut capacity function, matroid rank function, and entropy function (see 3471121] for more examples and applications of submodular set functions). The problem of finding a subset $X$ that minimizes $f(X)$ over a submodular set function $f$ is one of the most fundamental and important issues in optimization. Grotschel, Lovasz, and Schrijver gave the first polynomial time [5] and strongly polynomial time algorithms for minimizing a submodular set function [6]. Schrijver [20] and Iwata, Fleischer, and Fujishige [8] independently developed strongly polynomial time combinatorial algorithms for minimizing a submodular function. Currently an $O\left(n^{6}+n^{5} \theta\right)$ time algorithm is obtained by Orlin [15], where $\theta$ is the time to evaluate $f(X)$ of a specified subset $X$. For a special case of submodular functions such as symmetric submodular functions and its extensions, much simpler algorithms that run in $O\left(n^{3} \theta\right)$ time are known [121316]. The algorithms are based on maximum adjacency orderings or minimum degree orderings, a certain sequence of all elements in $V$ which can be constructed in a greedy way (see [14] for more details).

In graph theory, the notion of treewidth 18 of undirected graphs has been successfully used as a key tool for the graph minor theory 19 and for designing
efficient algorithm [1]. Several extensions of this notion have been studied extensively (see [9] for examples). The notion of pathwidth of undirected graphs is introduced by Robertson and Seymour [17, and it is generalized into pathwidth of digraphs (according to Barát [2] this is done by Reed, Thomas, and Seymour around 1995). In the undirected case, the fact that for fixed $k$ there is a polynomial time algorithm that decides whether a given graph has pathwidth at most $k$ is an immediate consequence of the graph minor theorem due to Robertson and Seymour [19]. However, the graph minor theorem does not work for the directed case. The pathwidth of a digraph $G$ is the minimum of the pathwidth $\Lambda(\sigma)$ of a sequence $\sigma$ of the vertices in $G$, and $\Lambda(\sigma)$ is known to be equivalent to the maximum of $d^{-}\left(V_{i}\right), 1 \leq i \leq n$ (e.g., [10]), where $V_{i}$ is the set of the first $i$ vertices in $\sigma$, and $d^{-}(X)$ is the number of vertices $v$ which have arcs from $v$ to $X$. Whether there exists such an algorithm for pathwidth of digraphs or not was open.

Recently Tamaki [22] gave a search tree algorithm for fixed $k$ that decides whether a given digraph has pathwidth at most $k$. The time complexity is $O\left(m n^{k+1}\right)$ for a digraph with $n$ vertices and $m$ edges. The algorithm is based on an enumerative approach, and the size of search tree is proven to be bounded by $O\left(n^{k+1}\right)$ by an elegant analysis using the submodularity of the neighbor function $d^{-}$in digraphs. It is not difficult to see that his algorithm still works for finding an extended notion of pathwidth to the general submodular set function. In this paper, we show further useful properties on submodular set functions from a view point of sequences of elements, and design a simple search tree algorithm that minimizes $f(X)$ with $s \in X \subseteq V-\{t\}$ of a submodular set function $f$ in $O\left(n^{\Delta(k)+1}\right)$ oracle-time for a value $k \geq \Lambda_{s, t}$, where $\Lambda_{s, t}$ is the pathwidth of $f$ from $s$ to $t$ and $\Delta(k)$ is the number of distinct values of $f(X)$ with $f(X) \leq k$ overall sets $X$ with $s \in X \subseteq V-\{t\}$. Although the proposed algorithm is not so efficient as the currently fast submodular minimization algorithms unless $f$ is an integer-valued function bounded by a small number, its computationally new mechanism casts another light on the foundation of optimization algorithms.

## 2 Preliminaries

For two integers $i \leq j$, the set of all integers $h$ with $i \leq h \leq j$ is denoted by $[i, j]$.

A sequence $\sigma$ consisting of some elements in $V$ is called non-duplicating if each element of $V$ occurs at most once in $\sigma$. We denote by $\Sigma_{i}$ the set of all non-duplicating sequences of exactly $i$ elements in $V$, where $\Sigma_{0}$ contains only the empty sequence. We denote $\cup_{0 \leq i \leq n} \Sigma_{i}$ by $\Sigma$. For each sequence $\sigma \in \Sigma$, we denote by $V(\sigma)$ the set of elements constituting $\sigma$ and by $|\sigma|=|V(\sigma)|$ the length of $\sigma$.

For $\tau, \sigma \in \Sigma$, we say that $\tau$ is a subsequence of $\sigma$ if $V(\tau) \subseteq V(\sigma)$ and, for every two elements $u, v \in V(\tau), u$ precedes $v$ in $\tau$ if and only if $u$ precedes $v$ in $\sigma$. In particular, $\tau$ is called a prefix of $\sigma$ if $\tau$ consists of the first $|\tau|$ elements in $\sigma$. A prefix $\tau$ of $\sigma$ is called a proper prefix of $\sigma$ if $|\tau|<|\sigma|$. For a sequence $\sigma \in \Sigma$ and an integer $i \in[0,|\sigma|]$, let $\sigma_{i}$ denote the prefix of $\sigma$ with length $i$.

For each non-empty sequence $\sigma \in \Sigma$, we denote by $\pi(\sigma)$ the prefix of $\sigma$ with length $|\sigma|-1$. For two sequences $\tau, \eta \in \Sigma$ such that $V(\tau) \cap V(\eta)=\emptyset$, we denote by $\tau \eta$ the sequence $\sigma \in \Sigma$ such that $\sigma_{|\tau|}=\tau$. For the sequence $\sigma=\tau \eta$, we call $\sigma$ an extension of $\tau$ (or say that $\sigma$ extends $\tau$ ). In particular, $\sigma$ is called a proper extension of $\tau$ if $|\tau|<|\sigma|$. For two distinct elements $s, t \in V$, a sequence $\sigma \in \Sigma_{n}$ is called an $(s, t)$-sequence if $s$ and $t$ are the first and last elements of $\sigma$, respectively.

Let $(V, f)$ be a submodular system, and $s, t$ be two distinct elements in $V$. We say that a subset $X$ of elements separates $s$ from $t$ (or call $X$ an $(s, t)$-separator) if $s \in X \subseteq V-\{t\}$. Let $\lambda_{s, t}=\min \{f(X) \mid x \in \forall X \subseteq V-\{t\}\}$. An $(s, t)$ separator $X$ is called minimum if $f(X)=\lambda_{s, t}$. Our goal is to find a minimum $(s, t)$-separator for a given pair $(s, t)$ in a submodular system. The cut-size $\lambda(\sigma)$ and pathwidth $\Lambda(\sigma)$ of a sequence $\sigma \in \Sigma_{n}$ in $(V, f)$ are defined to be

$$
\lambda(\sigma)=\min \left\{f\left(\sigma_{i}\right) \mid 1 \leq i \leq n-1\right\} \text { and } \Lambda(\sigma)=\max \left\{f\left(\sigma_{i}\right) \mid 1 \leq i \leq n-1\right\}
$$

respectively. For two distinct elements $s, t \in V$, the pathwidth from $s$ to $t$ in $(V, f)$, denoted by $\Lambda_{s, t}$, is defined to be the minimum $\Lambda(\sigma)$ over all $(s, t)$ sequences $\sigma \in \Sigma_{n}$.

Given $s, t \in V$, we wish to find an $(s, t)$-sequence $\sigma \in \Sigma_{n}$ with $\lambda(\sigma)=\lambda_{s, t}$. We call such an $(s, t)$-sequence optimal. The next observation suggests that we only need to search $(s, t)$-sequences with a small $\Lambda(\sigma)$ to find an optimal sequence.

Lemma 1. Let $\tau$ be an $(s, t)$-sequence of $V$ in a submodular system $(V, f)$. Then there exists an optimal $(s, t)$-sequence $\sigma$ with $\Lambda(\sigma) \leq \Lambda(\tau)$.

Proof. Choose a minimum $(s, t)$-separator $A$ in $(V, f)$, and let $\alpha$ and $\beta$ be the subsequences of $\tau$ such that $V(\alpha)=A$ and $V(\beta)=V-A$. Clearly $\sigma=\alpha \beta$ is optimal, since it holds $\lambda(\sigma) \leq f\left(\sigma_{|A|}\right)=f(\alpha)=f(A)=\lambda_{s, t}$. To prove that $\Lambda(\sigma) \leq \Lambda(\tau)$, it suffices to show that for each prefix $\sigma_{i}, i \in[1, n-1]$, there is a prefix $\tau^{\prime}$ of $\tau$ such that $f\left(\sigma_{i}\right) \leq f\left(\tau^{\prime}\right)(\leq \Lambda(\tau))$.

For $i \in[1,|A|]$, let $\tau^{\prime}$ be the minimal prefix of $\tau$ such that $V\left(\sigma_{i}\right)=V\left(\tau^{\prime}\right) \cap A$. Since $V\left(\tau^{\prime}\right) \cup A$ is an $(s, t)$-separator, we have $f\left(V\left(\tau^{\prime}\right) \cup A\right) \geq \lambda_{s, t}=f(A)$. Hence by the submodularity of $f, f(A)+f\left(\tau^{\prime}\right) \geq f\left(V\left(\tau^{\prime}\right) \cap A\right)+f\left(V\left(\tau^{\prime}\right) \cup A\right)$, from which we have $f\left(\tau^{\prime}\right) \geq f\left(V\left(\tau^{\prime}\right) \cap A\right)=f\left(\sigma_{i}\right)$.

For $i \in[|A|+1, n-1]$, let $\tau^{\prime}$ be the minimal prefix of $\tau$ such that $V\left(\sigma_{i}\right)=$ $V\left(\tau^{\prime}\right) \cup A$. Since $V\left(\tau^{\prime}\right) \cap A$ is an $(s, t)$-separator, we have $f\left(V\left(\tau^{\prime}\right) \cap A\right) \geq$ $\lambda_{s, t}=f(A)$. Again by the submodularity of $f$, we have $f\left(\tau^{\prime}\right) \geq f\left(V\left(\tau^{\prime}\right) \cup\right.$ $A)=f\left(\sigma_{i}\right)$.

Let $\Delta(k)$ denote the number of distinct values of $f(X)$ with $f(X) \leq k$ overall sets $X$ with $s \in X \subseteq V-\{t\}$.

Theorem 1. For two distinct elements $s, t \in V$ in a submodular system $(V, f)$, let $k \geq f(\{s\})$. Then
(i) whether $k \geq \Lambda_{s, t}$ or not can be determined in $O\left(n^{\Delta(k)+1}\right)$ oracle-time.
(ii) when $\Lambda_{s, t} \leq k$, an $(s, t)$-sequence $\sigma$ such that $\Lambda(\sigma) \leq k$ and $\lambda(\sigma)=\lambda_{s, t}$ can be constructed in $O\left(n^{\Delta(k)+1}\right)$ oracle-time.

## 3 Pruning in Search Tree for Pathwidth

To generate an optimal $(s, t)$-sequence with a small pathwidth, we take an enumerative algorithm using a search tree, following Tamaki's approach for deciding whether $\Lambda_{s, t} \leq k$ or not [22]. Now we introduce a real number $k$ as a parameter to control a search space for generating a set of $(s, t)$-sequences which includes an optimal one. Any sequence $\tau \in \Sigma$ is called $k$-feasible if

$$
f\left(\tau_{i}\right) \leq k \text { for all } i \in[1, \min \{|\tau|, n-1\}]
$$

We construct a search tree such that (i) the root node represents the sequence $\sigma=s \in \Sigma_{1}$; (ii) each node at level $i$ of the tree represents a $k$-feasible sequence of length $i$; and (iii) the parent of a non-empty sequence $\sigma$ is defined to be $\pi(\sigma)$, the prefix of $\sigma$ with length $|\sigma|-1$.

In what follows, we design a pruning operation that reduces the size of search trees from $O\left((n-2)\right.$ !) to $O\left(n^{\Delta(k)}\right)$. We say that a sequence in $\Sigma$ is strongly $k$-feasible if it has a $k$-feasible optimal $(s, t)$-sequence as its extension. Note that $\sigma=s \in \Sigma_{1}$ is strongly $k$-feasible as long as $\Lambda_{s, t} \leq k$. What extension of a strongly $k$-feasible sequence $\sigma$ remains $k$-feasible sequence? The following lemma states that we may safely commit to any "shortest non-expanding" extension. An extension $\tau$ of a sequence $\sigma$ is called non-expanding if

$$
\tau \text { is a proper extension of } \sigma \text { and } f(\sigma) \geq f(\tau)
$$

A shortest non-expanding $k$-feasible extension $\tau$ of $\sigma$ means that there is no shorter one, i.e., it further satisfies

$$
f(\sigma)<f(\rho) \text { for every } k \text {-feasible extension } \rho \text { of } \sigma \text { with }|\sigma|<|\rho|<|\tau|
$$

where $\rho$ is not necessarily any prefix of $\tau$.
Lemma 2. Let $\sigma \in \Sigma$ be a strongly $k$-feasible sequence in a submodular system $(V, f)$. Then any shortest non-expanding $k$-feasible extension $\tau$ of $\sigma$ such that $t \notin V(\tau)$ is also strongly $k$-feasible.

Lemma 2 is shown via the following two lemmas.
Lemma 3. For two distinct elements $s, t \in V$ in a submodular system $(V, f)$, let $\sigma \in \Sigma$ be a $k$-feasible sequence such that $\sigma_{1}=s$ and $t \notin V(\sigma)$. For any shortest non-expanding $k$-feasible extension $\tau$ of $\sigma$ such that $t \notin V(\tau)$, it holds that

$$
\begin{equation*}
f(X)>f(\tau) \text { for every } X \text { with } V(\sigma) \subsetneq X \subsetneq V(\tau) \tag{1}
\end{equation*}
$$

Proof. To derive a contradiction, we assume indirectly that there is a subset $A$ with $V(\sigma) \subsetneq A \subsetneq V(\tau)$ such that $f(A) \leq f(\tau)$. We show that there is some non-expanding $k$-feasible extension $\eta$ of $\sigma$ that is shorter than $\tau$, which will contradict the assumption on the shortestness of $\tau$.

Let $\alpha$ be the subsequence of $\tau$ such that $A=V(\alpha)$. Hence $f(\alpha)=f(A) \leq$ $f(\tau) \leq f(\sigma) \leq k$. Note that $\alpha$ is a proper extension of $\sigma$ since $V(\sigma) \subsetneq A$. Let
$h \in[|\sigma|+1,|A|]$ be the integer such that $f\left(\alpha_{h}\right)$ is the largest (recall that $\alpha_{i}$ denotes the prefix of $\alpha$ of length $i$ ), and let $\tau^{\prime}$ denote the minimal prefix of $\tau$ such that $V\left(\alpha_{h}\right)=V\left(\tau^{\prime}\right) \cap A$, where $h \leq\left|\tau^{\prime}\right|$.
(i) If $f\left(\alpha_{h}\right) \leq k$ then $\alpha$ is $k$-feasible and we are done with $\eta=\alpha$, which satisfies $f(\sigma) \geq f(\alpha)$ and $|\alpha|<|\tau|($ since $V(\alpha)=A$ is a proper subset of $V(\tau))$.
(ii) Suppose $f\left(\alpha_{h}\right)>k$, where $h<|A|$ holds since $f\left(\alpha_{|A|}\right)=f(A) \leq k<$ $f\left(\alpha_{h}\right)$. In this case, we choose $\eta$ as the subsequence of $\tau$ such that $V(\eta)=$ $A \cup V\left(\tau^{\prime}\right)$. For each integer $j \in[1,|\eta|]$, we will prove $f\left(\eta_{j}\right) \leq k$. Clearly $f\left(\eta_{j}\right)=$ $f\left(\tau_{j}^{\prime}\right) \leq k$ for all $j \in\left[1,\left|\tau^{\prime}\right|\right]$. Fix an integer $j \in\left[\left|\tau^{\prime}\right|+1,|\eta|\right]$, and let $\alpha_{i_{j}}$ be the minimal prefix of $\alpha$ such that $f\left(\eta_{j}\right)=f\left(V\left(\tau^{\prime}\right) \cup V\left(\alpha_{i_{j}}\right)\right)$. Note that $V\left(\tau^{\prime}\right) \cap V\left(\alpha_{i_{j}}\right)=V\left(\alpha_{h}\right)$. By the submodularity of $f$, it holds

$$
f\left(\tau^{\prime}\right)+f\left(\alpha_{i_{j}}\right) \geq f\left(\alpha_{h}\right)+f\left(\eta_{j}\right)
$$

where $k \geq f\left(\tau^{\prime}\right)$ since $\tau$ is $k$-feasible. Since $f\left(\alpha_{h}\right) \geq f\left(\alpha_{i_{j}}\right)$ by the choice of $h$ (resp., $f\left(\alpha_{h}\right)>k$ by the assumption on $f\left(\alpha_{h}\right)$ ), we have $k \geq f\left(\eta_{j}\right)$ (resp., $\left.f\left(\alpha_{i_{j}}\right) \geq f\left(\eta_{j}\right)\right)$. Since $f\left(\eta_{j}\right) \leq k$ holds for every $j \in\left[\left|\tau^{\prime}\right|+1,|\eta|\right], \eta$ is $k$-feasible. In particular, for $j=|\eta|$, we have $f(\eta)=f\left(\eta_{j}\right)<f\left(\alpha_{i_{j}}\right)=f(A) \leq f(\tau) \leq f(\sigma)$. Thus, $\eta$ is a non-expanding extension of $\sigma$. Finally, the inclusion $V(\eta) \subseteq V(\tau)$ and the strict inequality $f(\eta)<f(\tau)$ imply that $\eta$ is shorter than $\tau$.

Lemma 4. Let $\sigma^{*}$ be a $k$-feasible optimal $(s, t)$-sequence in a submodular system $(V, f)$, and let $\sigma$ be a nonempty and proper prefix of $\sigma^{*}$. Then a $k$-feasible nonexpanding extension $\tau$ of $\sigma$ with $t \notin V(\tau)$ is strongly non-expanding if

$$
\begin{equation*}
f(X)>f(\tau) \text { for every } X \text { with } V(\sigma) \subsetneq X \subsetneq V(\tau) \tag{2}
\end{equation*}
$$

Proof. Let $\sigma^{*}, \sigma$ and $\tau$ be as in the statement of the lemma, where $|\sigma|<|\tau|$ and $f(\sigma) \geq f(\tau)$ hold since $\tau$ is a non-expanding extension of $\sigma$. We extend $\tau$ into an $(s, t)$-sequence $\tau^{*}=\tau \alpha$ with the subsequence $\alpha$ of $\sigma^{*}$ such that $V(\alpha)=V \backslash V(\tau)$. It suffices to show that $\tau^{*}$ is also a $k$-feasible optimal $(s, t)$-sequence.

For each integer $j \in[|\sigma|+1, n-1]$, the set $X=V(\tau) \cap V\left(\sigma_{j}^{*}\right)$ always satisfies $V(\sigma) \subseteq X \subseteq V(\tau)$ and thereby $f(X) \geq f(\tau)$, since $f(X)=f(\sigma) \geq f(\tau)$ holds for $X=V(\sigma)$ or (22) is applied to $X$. From this and the submodularity of $f$,

$$
f(\tau)+f\left(\sigma_{j}^{*}\right) \geq f\left(V(\tau) \cap V\left(\sigma_{j}^{*}\right)\right)+f\left(V(\tau) \cup V\left(\sigma_{j}^{*}\right)\right)
$$

we have

$$
\begin{equation*}
k \geq f\left(\sigma_{j}^{*}\right) \geq f\left(V(\tau) \cup V\left(\sigma_{j}^{*}\right)\right) \geq \lambda_{s, t} \text { for any } j \in[|\sigma|+1, n-1] \tag{3}
\end{equation*}
$$

In particular, for $j \in[|\sigma|+1, n-1]$ such that $V(\sigma) \subsetneq V(\tau) \cap V\left(\sigma_{j}^{*}\right) \subsetneq V(\tau)$, it holds $f\left(\sigma_{j}^{*}\right)>f\left(V(\tau) \cup V\left(\sigma_{j}^{*}\right)\right)$ in (31), since instead $f(X)>f(\tau)$ holds by (2).
(i) We first claim that $\Lambda\left(\tau^{*}\right) \leq k$. Since the prefix $\tau$ of $\tau^{*}$ is $k$-feasible, we only need to show that $f\left(\tau \alpha_{i}\right) \leq k$ for all $i \in[1,|\alpha|-1]$. For each integer $i \in[1,|\alpha|-1]$, define $j_{i}$ to be the minimum integer such that the prefix $\sigma_{j_{i}}^{*}$ of $\sigma^{*}$ satisfies $V\left(\tau \alpha_{i}\right)=V(\tau) \cup V\left(\sigma_{j_{i}}^{*}\right)$. By (3), we have $f\left(\tau \alpha_{i}\right)=f\left(V(\tau) \cup V\left(\sigma_{j_{i}}^{*}\right)\right) \leq$ $f\left(\sigma_{j_{i}}^{*}\right) \leq k$, as claimed.
(ii) We next prove $\lambda\left(\tau^{*}\right)=\lambda_{s, t}$. Since $\lambda\left(\sigma^{*}\right)=\lambda_{s, t}$, it suffices to show that each prefix $\sigma_{j}^{*}, j \in[1, n-1]$ satisfies $f\left(\sigma_{j}^{*}\right)>\lambda_{s, t}$ or has some $j^{\prime} \in[1, n-1]$ such that $f\left(\sigma_{j}^{*}\right) \geq f\left(\tau_{j^{\prime}}^{*}\right)$. Let $\sigma_{a}^{*}$ be the longest prefix of $\sigma^{*}$ such that $V\left(\sigma_{a}^{*}\right) \cap V(\alpha)=$ $\emptyset$, and $\sigma_{b}^{*}$ be the shortest prefix of $\sigma^{*}$ such that $V\left(\sigma_{b}^{*}\right) \supseteq V(\tau)$. Clearly, for each $j \in[1, a] \cup[b, n-1]$, it holds $f\left(\sigma_{j}^{*}\right)=f\left(\tau_{j}^{*}\right)$. For each $i \in[1,|\alpha|-1]$, the integer $j_{i} \in[|\sigma|+1, n-1]$ defined in (i) satisfies $f\left(\sigma_{j_{i}}^{*}\right) \geq f\left(\tau \alpha_{i}\right)$. Finally we show that $f\left(\sigma_{j}^{*}\right)>\lambda_{s, t}$ holds for the other integers $j \in[a+1, b-1]$, i.e., those $j$ such that the last element of $\sigma_{j}^{*}$ is in $V(\tau)$. Hence $V(\sigma) \subsetneq V(\tau)$ by $V(\tau) \backslash V\left(\sigma_{j}^{*}\right) \neq \emptyset$ and $V\left(\sigma_{j}^{*}\right) \subsetneq V(\tau)$ by $j \leq b-1$. For such $j$, we have $f\left(\sigma_{j}^{*}\right)>f\left(V(\tau) \cup V\left(\sigma_{j}^{*}\right)\right) \geq \lambda_{s, t}$ from (3).

## 4 A Search Tree Algorithm

In the following sections, we assume a fixed total ordering $<$ on $V$ and use a standard lexicographic ordering $<$ on $\Sigma$ based on this total ordering. Let $\sigma$ and $\tau$ be sequences of equal length in $\Sigma$. We say that $\sigma$ is preferable to $\tau$, if

$$
\text { either } f(\sigma)<f(\tau) \text { or } f(\sigma)=f(\tau) \text { and } \sigma<\tau
$$

Furthermore we say that $\sigma$ suppresses $\tau$, if
$\sigma$ is preferable to $\tau$; and
$\sigma$ is a shortest non-expanding $k$-feasible extension of a common prefix of $\sigma$ and $\tau$.

Clearly, the preferable-to relation is a total ordering on $\Sigma_{i}$ for each $i \in[0, n]$.
Proposition 1. Let $\sigma$, $\tau$, and $\eta$ be $k$-feasible sequences of equal length. If $\sigma$ suppresses $\tau$ and $\tau$ suppresses $\eta$, then $\sigma$ suppresses $\eta$.

Proof. Under the assumptions of the lemma, $\sigma$ is preferable to $\eta$, since $\sigma$ is preferable to $\tau$ and $\tau$ is preferable to $\eta$. Therefore, it suffices to show that $\sigma$ and $\eta$ has a common prefix $\alpha$ such that $\sigma$ is a shortest non-expanding $k$-feasible extension of $\alpha$. Since $\sigma$ suppresses $\tau$, there is a common prefix $\beta$ of $\sigma$ and $\tau$ such that $\sigma$ is a shortest non-expanding $k$-feasible extension of $\beta$. Similarly, there is a common prefix $\gamma$ of $\tau$ and $\eta$ such that $\tau$ is a shortest non-expanding $k$-feasible extension of $\gamma$.
(i) If $\beta$ is a prefix of $\gamma$, then we are done with $\alpha=\beta$.
(ii) Suppose that $\gamma$ is a prefix of $\beta$. Then $\gamma$ is a common prefix of $\sigma$ and $\eta$. Since $\sigma$ is preferable to $\tau$, we have $f(\sigma) \leq f(\tau)$. Since $\tau$ is a shortest non-expanding $k$-feasible extension of $\gamma$, it holds that $f(\tau) \leq f(\gamma)$ and $f(\gamma)<f(\rho)$ for every $k$ feasible proper extension $\rho$ of $\gamma$ with $|\rho|<|\tau|(=|\sigma|)$. Then $f(\gamma) \geq f(\tau) \geq f(\sigma)$ holds and $f(\rho)>f(\gamma)$ for every $k$-feasible proper extension $\rho$ of $\gamma$ with $|\rho|<|\sigma|$, implying that $\sigma$ is also a shortest non-expanding $k$-feasible extension of $\gamma$. This implies that $\sigma$ suppresses $\eta$.

It should be intuitively clear that suppressed sequences are not necessary in the search tree, as a consequence of the commitment lemma. To formalize this intuition, we define the set $S_{i}$ of unsuppressed $k$-feasible sequences of length $i$, for each $i \in[1, n-1]$, inductively as follows.

1. $S_{1}$ consists of the single sequence $x \in \Sigma_{1}$.
2. A $k$-feasible sequence $\sigma$ of length $i \geq 2$ is in $S_{i}$ if and only if (i) $\pi(\sigma) \in S_{i-1}$ and $t \notin V(\sigma)$; and (ii) $\sigma$ is not suppressed by any $k$-feasible sequence $\tau$ of length $i$ such that $\pi(\tau) \in S_{i-1}$ and $t \notin V(\tau)$.

A non-expanding $k$-feasible extension $\tau$ of $\sigma$ is called locally shortest, if no nonempty and proper prefix of $\tau$ is a non-expanding extension of $\sigma$.

Lemma 5. Let $\sigma \in \Sigma_{i}$ is a sequence of length $i \geq 2$ with $\pi(\sigma) \in S_{i-1}$. For each nonempty and proper prefix $\tau$ of a sequence $\sigma, \sigma$ is a shortest non-expanding $k$-feasible extension of $\tau$ if and only if $\sigma$ is a locally shortest non-expanding $k$-feasible extension of $\tau$.

Proof. The "only if" part is trivial. We prove the "if" part. Assume that there is a shortest non-expanding $k$-feasible extension $\eta$ of $\tau$ shorter than $\sigma$. Then $\eta$ is not a prefix of $\sigma$ since $\sigma$ is a locally shortest non-expanding $k$-feasible extension of $\tau$. Since $\sigma$ is a locally shortest non-expanding extension of $\tau$, it holds $f(\tau)<f\left(\sigma_{|\eta|}\right)$. Then $\eta$ suppresses the prefix $\sigma_{|\eta|}$ of $\sigma$ (since $f(\eta) \leq f(\tau)<f\left(\sigma_{|\eta|}\right)$ and $\eta$ is a shortest non-expanding $k$-feasible extension of the common prefix $\tau$ of $\eta$ and $\sigma_{|\eta|}$ ). Hence $\sigma_{|\eta|}$ would not be in $S_{|\eta|}$ and $\pi(\sigma)$ would not be in $S_{i-1}$ as $|\eta| \leq|\sigma|-1=i-1$. Therefore, $\sigma$ is a shortest non-expanding $k$-feasible extension of $\tau$.

Lemma 6. Let $\sigma \in \Sigma_{i}$ be a sequence of length $i \geq 2$ with $\pi(\sigma) \in S_{i-1}$. Then $\sigma$ is a shortest non-expanding $k$-feasible extension of some proper prefix of $\sigma$ if and only if $f(\pi(\sigma)) \geq f(\sigma)$.

Proof. Let $\sigma$ be a shortest non-expanding $k$-feasible extension of a nonempty and proper prefix $\tau$ of $\sigma$. Then $f(\tau) \geq f(\sigma)$. If $\tau=\pi(\sigma)$ then $f(\pi(\sigma)) \geq f(\sigma)$. Otherwise $(\tau \neq \pi(\sigma)$ ), it holds $f(\tau)<f(\pi(\sigma))$, from which $f(\pi(\sigma))>f(\tau) \geq$ $f(\sigma)$.

Conversely, let $\sigma$ be a sequence $\sigma \in \Sigma_{i}$ of length $i \geq 2$ with $\pi(\sigma) \in S_{i-1}$ such that $f(\pi(\sigma)) \geq f(\sigma)$. Since $f(\pi(\sigma)) \geq f(\sigma), \sigma$ is a locally shortest non-expanding $k$-feasible extension of $\pi(\sigma)$. By Lemma 5 $\sigma$ is a shortest non-expanding $k$ feasible extension of $\pi(\sigma)$.

Lemma 7. There is a $k$-feasible optimal $(s, t)$-sequence $\sigma$ such that $\pi(\sigma) \in$ $S_{n-1}$.

Proof. For each $k$-feasible optimal $(s, t)$-sequence $\sigma$, let $i_{\sigma}$ denote the largest $i \in[1, n-1]$, such that $\sigma_{i} \in S_{i}$. If there is some $k$-feasible optimal $(s, t)$-sequence $\sigma$ with $i_{\sigma}=n-1$, then we are done. So, suppose otherwise and fix a $k$-feasible optimal $(s, t)$-sequence $\sigma$ so that $i_{\sigma}$ is the largest over all choices of $\sigma$. Let $\sigma^{\prime}$
be the prefix of $\sigma$ of length $i_{\sigma}+1$ (i.e., $\sigma^{\prime}=\sigma_{i_{\sigma}+1}$ ). Then since $\sigma^{\prime} \notin S_{i_{\sigma}+1}$ and $\pi\left(\sigma^{\prime}\right) \in S_{i_{\sigma}}, \sigma^{\prime}$ must be suppressed by some $k$-feasible sequence $\tau$ of length $i_{\sigma}+1$ such that $\pi(\tau) \in S_{i_{\sigma}}$. Choose $\tau$ so that it is the most preferable among all the candidates. Then $\tau$ is not suppressed by any $\tau^{\prime}$ with $\pi\left(\tau^{\prime}\right) \in S_{i_{\sigma}}$, since otherwise $\tau^{\prime}$ suppresses $\sigma^{\prime}$ by Proposition $\square$ and is preferable to $\tau$, contradicting the choice of $\tau$. Therefore

$$
\tau \in S_{i_{\sigma}+1}
$$

Since $\tau$ suppresses $\sigma^{\prime}, \tau$ is preferable to $\sigma^{\prime}$; and $\tau$ is a shortest non-expanding $k$-feasible extension of a common prefix $\sigma^{\prime \prime}$ of $\tau$ and $\sigma^{\prime}$, where $\sigma^{\prime}$ is strongly $k$ feasible because of its extension $\sigma$. Then $\tau$ is a shortest non-expanding $k$-feasible extension of the strongly $k$-feasible sequence $\sigma^{\prime \prime}$. By Lemma [2] with $\sigma^{\prime \prime}$ and $\tau$, $\tau$ is strongly $k$-feasible, and has a $k$-feasible optimal $(s, t)$ - sequence $\eta$ as its extension. This contradicts the choice of $\sigma$, since $\tau \in S_{i_{\sigma}+1}$ means $i_{\eta} \geq i_{\sigma}+1$.

Thus, in our pruned search, we need only to generate $k$-feasible sequences in $S_{i}$, for $i \in[2, n-1]$.

To analyze the size of each set $S_{i}$, we assign a signature $\operatorname{sgn}(\sigma) \in \Sigma$ to each $k$-feasible sequence $\sigma \in \Sigma$ as follows.

1. If $\sigma=s$ then $\operatorname{sgn}(\sigma)$ is empty.
2. If $\sigma \in \Sigma$ with $\sigma_{1}=s$ and $t \notin V(\sigma)$ is a locally shortest non-expanding $k$ feasible extension of some nonempty and proper prefix $\tau$ of $\sigma$, then $\operatorname{sgn}(\sigma)=$ $\operatorname{sgn}(\tau)$ for the minimal such prefix $\tau$.
3. Otherwise ( $\sigma$ is not a non-expanding extension of $\pi(\sigma)), \operatorname{sgn}(\sigma)=\operatorname{sgn}(\pi(\sigma)) v$, where $v$ is the last element of $\sigma$ (and hence $\sigma=\pi(\sigma) v$ ).

The following observation is straightforward.
Proposition 2. Let $\sigma \in S_{i}$. Then $v \in V(\sigma)$ does not appear in $\operatorname{sgn}(\sigma)$ if and only if there are nonempty prefixes $\sigma_{1}$ and $\sigma_{2}$ of $\sigma$ such that $v \notin V\left(\sigma_{1}\right), v \in$ $V\left(\sigma_{2}\right)$, and $\sigma_{2}$ is a locally shortest non-expanding $k$-feasible extension of $\sigma_{1}$.

Let $F$ be the set of distinct values of $f(X)$ with $f(\{s\}) \leq f(X) \leq k$ overall sets $X$ with $s \in X \subseteq V-\{t\}$. We denote $F$ by $\left\{f_{0}, f_{1}, \ldots, f_{\Delta(k)-1}\right\}$, where $\lambda_{s, t} \leq f(\{s\})=f_{0}<f_{1}<\cdots<f_{\Delta(k)-1}$. For each real $a \in F$, let $I(a)$ denote the integer $i$ such that $f_{i}=a$.

Proposition 3. For each nonempty $k$-feasible sequence $\sigma \in \Sigma$ with $\sigma_{1}=s$ and $t \notin V(\sigma)$, we have $|\operatorname{sgn}(\sigma)| \leq I(f(\sigma)) \leq \Delta(k)-1$.

Proof. The proof is by induction on the length of $\sigma$. The base case where $\sigma=s$ satisfies $|\operatorname{sgn}(\sigma)|=0=I(f(\{s\}))=I(f(\sigma))$, as required. Suppose that rule 2 of the definition of signatures applies to $\sigma: \operatorname{sgn}(\sigma)=\operatorname{sgn}(\tau)$, where $\tau$ is the minimal nonempty prefix of $\sigma$ such that $\sigma$ is a locally shortest nonexpanding $k$-feasible extension of $\tau$. Then since $\tau$ is the minimal nonempty prefix of the above property, either $\tau=s$ or $f(\pi(\tau))<f(\sigma)$. In the first case, we have $|\operatorname{sgn}(\sigma)|=|\operatorname{sgn}(\tau)|=0$ and we are done. In the second case, we have
$|\operatorname{sgn}(\tau)| \leq|\operatorname{sgn}(\pi(\tau))|+1 \leq I(f(\pi(\tau)))+1 \leq I(f(\sigma))$ by the induction hypothesis, and therefore $|\operatorname{sgn}(\sigma)|=|\operatorname{sgn}(\tau)| \leq I(f(\sigma))$. Finally suppose that rule 3 of the definition of signatures applies to $\sigma: \operatorname{sgn}(\sigma)=\operatorname{sgn}(\pi(\sigma)) v$, where $v$ is the last element of $\sigma$. Since $\sigma$ is not a non-expanding extension of $\pi(\sigma)$, we have $f(\pi(\sigma))<f(\sigma)$ and therefore $|\operatorname{sgn}(\sigma)|=|\pi(\sigma)|+1 \leq I(f(\pi(\sigma)))+1 \leq I(f(\sigma))$ follows from the induction hypothesis on $\pi(\sigma)$.
Lemma 8. Let $i$ be an interger with $1 \leq i \leq n$. If $\sigma$ and $\tau$ are distinct elements of $S_{i}$ then neither $\operatorname{sgn}(\sigma)$ nor $\operatorname{sgn}(\tau)$ is a prefix of the other.

Proof. Let $\sigma, \tau \in S_{i}$ be distinct. Let $j_{0}$ be the smallest integer such that $\sigma_{j_{0}} \neq \tau_{j_{0}}$. Let $u_{0}$ be the last element of $\sigma_{j_{0}}$ and $v_{0}$ the last element of $\tau_{j_{0}}$. We claim that there is no pair of integers $j_{1}$ and $j_{2}$ such that $0 \leq j_{1}<j_{0} \leq j_{2} \leq i$ and $\sigma_{j_{2}}$ is a locally shortest non-expanding extension of $\sigma_{j_{1}}$. To see this, suppose such a pair of integers $j_{1}$ and $j_{2}$ exists. By Lemma 5 $\sigma_{j_{2}}$ is a shortest non-expanding $k$-feasible extension of $\sigma_{j_{1}}$.

Note that $\sigma_{j_{1}}$ is a common prefix of $\sigma_{j_{2}}$ and $\tau_{j_{2}}$. If $\sigma_{j_{2}}$ is preferable to $\tau_{j_{2}}$, then $\sigma_{j_{2}}$ suppresses $\tau_{j_{2}}$. Consider the case where $\tau_{j_{2}}$ is preferable to $\sigma_{j_{2}}$. Then we have $f\left(\sigma_{j_{1}}\right) \geq f\left(\sigma_{j_{2}}\right) \geq f\left(\tau_{j_{2}}\right)$, and $\tau_{j_{2}}$ is a non-expanding $k$-feasible extension of $\sigma_{j_{1}}$. Furthermore, $\tau_{j_{2}}$ is a shortest non-expanding $k$-feasible extension of $\sigma_{j_{1}}$, since we already have a shortest non-expanding $k$-feasible extension $\sigma_{j_{2}}$ of $\sigma_{j_{1}}$ and there cannot be one shorter than $\left|\sigma_{j_{2}}\right|=\left|\tau_{j_{2}}\right|$. Hence $\tau_{j_{2}}$ suppresses $\sigma_{j_{2}}$. Therefore, either $\sigma_{j_{2}}$ or $\tau_{j_{2}}$ must be suppressed, a contradiction to the fact that both $\sigma_{j_{2}}$ and $\tau_{j_{2}}$ are in $S_{j_{2}}$. This verifies the claim that there is no such pair $\left(j_{1}, j_{2}\right)$.

It follows from this claim and Proposition 2$]$ that (i) $u_{0}$ appears in $\operatorname{sgn}(\sigma)$; and (ii) each element in $V\left(\sigma_{j_{0}-1}\right)$ appears in $\operatorname{sgn}(\sigma)$ if and only if it appears in $\operatorname{sgn}\left(\sigma_{j_{0}-1}\right)$. Symmetrically, we have (i) $v_{0}$ appears in $\operatorname{sgn}(\tau)$; and (ii) each element in $V\left(\tau_{j_{0}-1}\right)$ appears in $\operatorname{sgn}(\tau)$ if and only if it appears in $\operatorname{sgn}\left(\tau_{j_{0}-1}\right)$. Thus, $\operatorname{sgn}(\sigma)$ and $\operatorname{sgn}(\tau)$ have a common prefix $\operatorname{sgn}\left(\sigma_{j_{0}-1}\right)=\operatorname{sgn}\left(\tau_{j_{0}-1}\right)$, which is followed by $u_{0}$ in $\operatorname{sgn}(\sigma)$ and by $v_{0}$ in $\operatorname{sgn}(\tau)$. Since $u_{0} \neq v_{0}$, neither $\operatorname{sgn}(\sigma)$ nor $\operatorname{sgn}(\tau)$ is a prefix of the other.

Our desired bound on $\left|S_{i}\right|$ immediately follows from this lemma and Proposition [3]
Corollary 1. $\left|S_{i}\right| \leq n^{\Delta(k)-1}$ holds for $1 \leq i \leq n$.
Then $\Lambda_{s, t} \leq k$ if and only if $S_{n-1} \neq \emptyset$. For any $k$-feasible sequence $\sigma \in S_{n-1}$, its unique extension $\sigma^{*}=\sigma y$ is a $k$-feasible optimal $(s, t)$-sequence and $\lambda_{s, t}$ is given by $\min \left\{f\left(\sigma_{i}^{*}\right) \mid i \in[1, n-1]\right\}$.

From this corollary, we see that $S_{n-1}$ can be computed in $O\left(n^{\Delta(k)+O(1)}\right)$ oracle-time.

We omit some implementation details for deriving the time complexity in Theorem due to the space limitation.

Acknowledgment. The author would like to thank Prof. Hisao Tamaki for useful discussions.

## References

1. Arnborg, S., Proskurowski, A.: Linear time algorithms for NP-hard problems restricted to partial k-trees. Discrete Applied Mathematics 23(1), 11-24 (1989)
2. Barát, J.: Directed path-width and monotonicity in digraph searching. Graphs and Combinatorics 22(2), 161-172 (2006)
3. Fleischer, L.K.: Recent progress in submodular function minimization. Optima, 1-11 (2000)
4. Fujishige, S.: Submodular Functions and Optimization, 2nd edn. North-Holland, Amsterdam (2005)
5. Grötschel, M., Lovász, L., Schrijver, A.: The ellipsoid algorithm and its consequences in combinatorial optimization. Combinatorica 1, 499-513 (1981)
6. Grötschel, M., Lovász, L., Schrijver, A.: Geometric Algorithms and Combinatorial Optimization. Springer, Heidelberg (1988)
7. Iwata, S.: Submodular function minimization. Math. Program. 112, 45-64 (2008)
8. Iwata, S., Fleischer, L., Fujishige, S.: A combinatorial, strongly polynomial-time algorithm for minimizing submodular functions. J. ACM 48, 761-777 (2001)
9. Johnson, T., Robertson, N., Seymour, P.D., Thomas, R.: Directed tree-width. Journal of Combinatorial Theory Series B 82(1), 138-154 (2001)
10. Kinnersley, N.G.: The vertex separation number of a graph equals its path-width. Information Processing Letters 42, 345-350 (1992)
11. McCormick, S.T.: Submodular function minimization. In: Aardal, K., Nemhauser, G., Weismantel, R. (eds.) Discrete Optimization. Handbooks in Operations Research and Management Science, vol. 12. Elsevier, Amsterdam (2005)
12. Nagamochi, H.: Minimum degree orderings. Algorithmica 56, 17-34 (2010)
13. Nagamochi, H., Ibaraki, T.: A note on minimizing submodular functions. Inf. Proc. Lett. 67, 239-244 (1998)
14. Nagamochi, H., Ibaraki, T.: Algorithmic Aspects of Graph Connectivity. Cambridge University Press, New York (2008)
15. Orlin, J.B.: A faster strongly polynomial time algorithm for submodular function minimization. Math. Program., Ser. A 118, 237-251 (2009)
16. Queyranne, M.: Minimizing symmetric submodular functions. Math. Program. 82, 3-12 (1998)
17. Robertson, N., Seymour, P.: Graph minors. I. Excluding a forest. Journal of Combinatorial Theory, Series B 35(1), 39-61 (1983)
18. Robertson, N., Seymour, P.: Graph minors III: Planar tree-width. J. Combin. Theory Ser. B 36(1), 49-64 (1984)
19. Robertson, N., Seymour, P.: Graph Minors. XX. Wagner's conjecture. J. Combin. Theory Ser. B 92(2), 325-335 (2004)
20. Schrijver, A.: A combinatorial algorithm minimizing submodular functions in strongly polynomial time. J. Combin. Theory Ser. B 80, 346-355 (2000)
21. Schrijver, A.: Combinatorial Optimization: Polyhedra and Efficiency. Springer, Berlin (2003)
22. Tamaki, H.: A Polynomial Time Algorithm for Bounded Directed Pathwidth. In: Kolman, P., Kratochvíl, J. (eds.) WG 2011. LNCS, vol. 6986, pp. 331-342. Springer, Heidelberg (2011)

# A Detailed Study of the Dominating Cliques Phase Transition in Random Graphs 

Martin Nehéz ${ }^{1}$, Daniel Olejár ${ }^{2}$, and Michal Demetrian ${ }^{3}$<br>${ }^{1}$ Gratex International, a.s.<br>Galvaniho 17/C, Bratislava 821 04, Slovak Republic<br>nehez841@gmail.com<br>${ }^{2}$ Department of Computer Science, FMPI, Comenius University in Bratislava, Mlynská dolina, 84248 Bratislava, Slovak Republic<br>${ }^{3}$ Department of Mathematical and Numerical Analysis, FMPI, Comenius University in Bratislava, Mlynská dolina M 105, 84248 Bratislava, Slovak Republic<br>demetrian@fmph.uniba.sk


#### Abstract

A subset of nodes $S \subseteq V$ of a graph $G=(V, E)$ is a dominating clique if $S$ is a dominating set and a clique of $G$. The phase transition of dominating cliques in Erdös-Rényi random graph model $\mathbb{G}(n, p)$ is investigated in this paper. Lower and upper bounds on the edge probability $p$ for the existence of an $r$-node dominating clique are established in this paper. We prove therein that given an $n$-node random graph $G$ from $\mathbb{G}(n, p)$ for $r=c \log _{1 / p} n$ with $1 \leq c \leq 2$ it holds: (1) if $p>1 / 2$ then an $r$-clique is dominating in $G$ with a high probability and, (2) if $p \leq(3-\sqrt{5}) / 2$ then an $r$-clique is not dominating in $G$ with a high probability. The remaining range of the probability $p$ is discussed with more attention. Within such a range, we provide intervals of $r$ where a dominating clique existence probability is zero, positive but less than one, and one, respectively.


Keywords: Random graphs, dominating cliques, phase transition.

## 1 Introduction

The phase transition phenomenon is one of the most significant properties of the theory of random graphs. Such a phenomenon was initially observed as a physical effect and originally described by P. Erdös and A. Rényi in random graphs [8]. The connectivity is a graph property which have been studied the most frequently with relation to the phase transition in random graphs. (See 2] and [9], Chapter 5 for the recent surveys.) This paper examines the emergence of dominating cliques which is another key issue regarding random graphs. The theory of dominating cliques in random graphs has a significant application in the design of large-scale distributed systems. As it was claimed in 13], if a graph $G$ contains a nontrivial dominating clique then a space-efficient interval routing scheme with the additive stretch at most 2 can be constructed in $G$.

The existence problem "Is there a dominating clique in a given graph $G$ ?" is NP-complete [11]. It gives a serious reason for designing of efficient algorithms for solving of such a problem. Exact algorithms for the dominating clique problem with moderately exponential time were described in [4, 5, 11]. The best known of them is presented in [4].

The phase transition of the dominating cliques problem in Erdös-Rényi random graph model $\mathbb{G}(n, p)$ is investigated in this paper. We show that upper and lower bounds on $p$ of the corresponded problem are in a close relationship with the clique number in random graphs.

Definitions. Given a simple undirected graph $G=(V, E)$, a set $D \subseteq V$ is said to be a dominating set of $G$ if each node $v \in V$ is either in $D$ or is adjacent to a node in $D$. The domination number $\gamma(G)$ is the minimum cardinality of a dominating set of $G$. A set $S \subseteq V$ of nodes is a clique in $G$ if every pair of its nodes is adjacent. A clique is maximal if it is not contained in any other clique The clique number, denoted $\operatorname{cl}(G)$, is equal to the cardinality of the largest clique of $G$. A subset of nodes $S \subseteq V$ is a dominating clique if $S$ is a dominating set and a clique in $G$.

The Random Graphs Model. Let $n$ be a positive integer and let $p \in \mathbb{R}$, $0 \leq p \leq 1$, be a probability of an edge. The (probabilistic) model of random graphs $\mathbb{G}(n, p)$ consists of all graphs with $n$-node set $V=\{1, \ldots, n\}$ such that each graph has at most $\binom{n}{2}$ edges being inserted independently with probability $p$. Consequently, if $G$ is a graph with node set $V$ and it has $|E(G)|$ edges, then a probability measure $\operatorname{Pr}$ defined on $\mathbb{G}(n, p)$ is given by:

$$
\operatorname{Pr}[G]=p^{|E(G)|}(1-p)^{\binom{n}{2}-|E(G)|} .
$$

This model is called Erdös-Rényi random graph model [2, 9].
Let $A$ be any set of graphs from $\mathbb{G}(n, p)$ with a property $Q$. We say that almost all graphs have the property $Q$ iff:

$$
\operatorname{Pr}[A] \rightarrow 1 \quad \text { as } \quad n \rightarrow \infty
$$

The term "almost surely" stands for "with the probability approaching 1 as $n \rightarrow \infty$ ".

Related Work. A well-known result of B. Bollobás, P. Erdös et al. states that the clique number in random graphs $\mathbb{G}(n, p)$ is ranged within a tight interval [2, 3, 10, 12, 16-18]. Let $b=1 / p$ and let

$$
\begin{gather*}
r_{0}=\log _{b} n-2 \log _{b} \log _{b} n+\log _{b} 2+\log _{b} \log _{b} e  \tag{1}\\
r_{1}=2 \log _{b} n-2 \log _{b} \log _{b} n+2 \log _{b} e+1-2 \log _{b} 2 . \tag{2}
\end{gather*}
$$

J. G. Kalbfleisch and D. W. Matula [10, 12] proved that a random graph from $\mathbb{G}(n, p)$ does not contain maximal cliques of the order greater than $\left\lceil r_{1}\right\rceil$ and less

[^65]or equal than $\left\lfloor r_{0}\right\rfloor$ almost surely. (See also 3 , 16-18].) The domination number of a random graph have been studied in [19].

The phase transition of dominating clique problem in random graphs was examined independently by M. Nehéz and D. Olejár in [13, 14] and J. C. Culberson, Y. Gao, C. Anton in [5]. It was shown in [5] that the property of having a dominating clique has a phase transition with the threshold probability $p^{*}=(3-\sqrt{5}) / 2$. The standard first and the second moment methods (based on the Markov's and the Chebyshev's inequalities, respectively, see [1, [9]) were used to prove this result. The preliminary result of M. Nehéz and D. Olejár [14] came up that to complete the behavior of random graphs in all spectra of $p$ needs a more accurate analysis.

Our Results. We prove that the dominating cliques phase transition problem is in a close relationship with the clique number in random graphs. Namely, two threshold probabilities of this problem are strongly related to the bounds on the order of the clique (II) and (22). Such a result is a significant improvement of the previous ones from [5, 13, 14]. Let us formulate it as the following theorem.

Theorem 1. Let $0<p<1, b=1 / p$ and let $G \in \mathbb{G}(n, p)$ be a random graph. Let $\rho_{0}, \rho_{1}, 1 \leq \rho_{0} \leq \rho_{1} \leq 2$, be constants such that the order of the maximal clique $r$ in $G$ is bounded by the inequality:

$$
\begin{equation*}
\rho_{0} \log _{b} n \leq r \leq \rho_{1} \log _{b} n . \tag{3}
\end{equation*}
$$

Let $D C$ denote the property " $r$-node clique is dominating in a given graph class". Let $p_{U}$ and $p_{L}$ be solutions of the equation

$$
\begin{equation*}
(1-p)^{\rho}=p \tag{4}
\end{equation*}
$$

in the interval $[0,1]$ for $\rho_{0}$ and $\rho_{1}$, respectively. Then:

$$
\lim _{n \rightarrow \infty} \operatorname{Pr}[\mathbb{G}(n, p) \text { has property } D C]= \begin{cases}0 & \text { if } p \leq p_{L} \\ 1 & \text { if } p>p_{U}\end{cases}
$$

The numerical solution of Eq. (41) is shown in Fig. It can be seen that $p$ decreases from 0.5 to 0.38 as $\rho$ is ranged in [1,2]. Such a way, the relationship between the phase transition probability of the dominating cliques existence and the order of cliques in random graphs is sown in Fig. A substitution of bounds (11), (21) into (4) and an accurate analysis in the interval $p_{L}<p \leq p_{U}$ lead to the following result.

Theorem 2. Let $0<p<1$ and let $\mathbb{L} x$ denote $\log _{1 /(1-p)} x$. Let $r$ be order of a maximal clique such that $\left\lfloor r_{0}\right\rfloor \leq r \leq\left\lceil r_{1}\right\rceil$. Let $\delta(n): \mathbb{N} \rightarrow \mathbb{N}$ be an arbitrary slowly increasing function such that $\delta(n)=o(\log n)$ and let $G \in \mathbb{G}(n, p)$ be a random graph. Then:

1. If $p>1 / 2$, then an $r$-node clique is dominating in $G$ almost surely;
2. If $p \leq(3-\sqrt{5}) / 2 \approx 0.382$, then an $r$-node clique is not dominating in $G$ almost surely;
3. If $(3-\sqrt{5}) / 2<p \leq 1 / 2$, then:

- an $r$-node clique is dominating in $G$ almost surely if $r \geq \mathbb{L} n+\delta(n)$,
- an $r$-node clique is not dominating in $G$ almost surely if $r \leq \mathbb{L} n-\delta(n)$,
- an r-node clique is dominating in $G$ with a finite probability $f(p)$ for a suitable function $f:[0,1] \rightarrow[0,1]$, if $r=\mathbb{L} n+O(1)$.


Fig. 1. The numerical solution of Eq. (4) for $\rho$ ranging from 1 to 2

To prove Theorem various probabilistic techniques are combined. The second moment method is one of them. The leading part of our analysis follows from a property of a function defined as a ratio of two random variables which count dominating cliques and all cliques in random graphs, respectively.
Organization of the Paper. The rest of this paper proves Theorems [1] and 2 Section 2 contains the preliminary results. An expected number of dominating cliques in $\mathbb{G}(n, p)$ is estimated here. The main results are proved in sect. 3. Possible extensions and open problems are discussed in the last section.

## 2 Preliminary Results

For $r>1$, let $S$ be an $r$-node subset of an $n$-node graph $G$. Let $A$ denote the event that " $S$ is a dominating clique of $G \in \mathbb{G}(n, p)$ ". Let $i n_{r}$ be the associated 0 1 (indicator) random variable on $\mathbb{G}(n, p)$ defined as follows: $i n_{r}=1$ if $G$ contains a dominating clique $S$ and $i n_{r}=0$, otherwise. Let $X_{r}$ be a random variable that denotes the number of $r$-node dominating cliques. More precisely, $X_{r}=\sum i n_{r}$ where the summation ranges over all sets $S$. The expectation of $X_{r}$ is expressed in the following lemma.

Lemma 1. [1.] The expectation $E\left(X_{r}\right)$ of the random variable $X_{r}$ is given by:

$$
\begin{equation*}
E\left(X_{r}\right)=\binom{n}{r} p^{\binom{r}{2}}\left(1-p^{r}-(1-p)^{r}\right)^{n-r} \tag{5}
\end{equation*}
$$

The following assertion is a consequence of the previous one.
Lemma 2. Let $b=1 / p$ and

$$
\begin{equation*}
r_{u}=2 \log _{b} n-2 \log _{b} \log _{b} n+2 \log _{b} e+1-2 \log _{b} 2 . \tag{6}
\end{equation*}
$$

A random graph from $\mathbb{G}(n, p)$ does not contain dominating cliques of the order greater than $r_{u}$ with probability approaching 1 as $n \rightarrow \infty$.

Proof. It follows from the Markov's inequality [9], p. 8 and estimation of Equation (5).

The following properties are adopted from [16], pp. 501-502.
Claim 1. Let $0<p<1$ and $k \leq(\eta-1) \frac{\ln n}{\ln p}, \eta<0$ starting with some positive integer $n$. Then:

$$
\left(1-p^{k}\right)^{n}=\exp \left(-n p^{k}\right)\left(1+O\left(n p^{2 k}\right)\right)=1-n p^{k}+O\left(n p^{2 k}\right)
$$

Claim 2. Let $k=o(\sqrt{n})$, then:

$$
n^{\underline{k}}=n(n-1) \cdots(n-k+1)=n^{k}\left(1-\binom{k}{2} \frac{1}{n}+O\left(\frac{k^{4}}{n^{2}}\right)\right) .
$$

An essential part of dominating cliques existence conditions expressing in random graphs is an estimation of the variance $\operatorname{Var}\left(X_{r}\right)$. The fact that the clique number in random graphs is concentrated in a tight interval (recall the bounds (11) and (22) from [10, 12]) can be used for this purpose. The estimation of $\operatorname{Var}\left(X_{r}\right)$ is claimed next. (Its proof can be found in Appendix.)

Lemma 3. Let $p$ be fixed, $0<p<1$ and $\left\lfloor r_{0}\right\rfloor \leq r \leq\left\lceil r_{1}\right\rceil$. Let

$$
\beta=\min \left\{2 / 3,-2 \log _{b}(1-p)\right\} .
$$

Then:

$$
\begin{equation*}
\operatorname{Var}\left(X_{r}\right)=E\left(X_{r}\right)^{2} \cdot O\left(\frac{(\log n)^{3}}{n^{\beta}}\right) \tag{7}
\end{equation*}
$$

The number of the dominating cliques in random graphs is expressed in the following assertion.

Lemma 4. Let $p, r$ and $\beta$ be as before, and

$$
\begin{equation*}
X_{r}=\binom{n}{r} p^{\binom{r}{2}}\left(1-p^{r}-(1-p)^{r}\right)^{n-r} \times\left\{1+O\left(\frac{(\log n)^{3}}{n^{\beta / 2}}\right)\right\} \tag{8}
\end{equation*}
$$

The probability that a random graph from $\mathbb{G}(n, p)$ contains $X_{r}$ dominating cliques with $r$ nodes is $1-O\left((\log n)^{-3}\right)$.

Proof. It follows directly from the Chebyshev's inequality [9]: if $\operatorname{Var}(X)$ exists, then:

$$
\operatorname{Pr}[|X-E(X)| \geq t] \leq \operatorname{Var}(X) \cdot t^{-2}, \quad t>0
$$

Letting $t=E\left(X_{r}\right) \cdot(\log n)^{3} \cdot n^{-\beta / 2}$ and using Lemma 3, the resulting assertion is derived.

## 3 Proofs of Theorems

### 3.1 Proof of Theorem 1

For $r>1$, let $r$ denote the size of cliques occurred in $\mathbb{G}(n, p)$ with probability approaching 1 as $n \rightarrow \infty$. For the purpose of our proof, it is sufficient to consider that $r$ is bounded by Eqations (11), (21). Let $Y_{r}$ be the random variable on $\mathbb{G}(n, p)$ which denotes the number of $r$-node cliques. According to [16],

$$
\begin{equation*}
Y_{r}=\binom{n}{r} p^{\binom{r}{2}}\left(1-p^{r}\right)^{n-r} \times\left\{1+O\left(\frac{(\log n)^{3}}{\sqrt{n}}\right)\right\} \tag{9}
\end{equation*}
$$

with probability approaching 1 as $n \rightarrow \infty$. The relative number of $r$-node dominating cliques to all $r$-cliques in $\mathbb{G}(n, p)$ is expressed by the ratio $X_{r} / Y_{r}$. It attains a value in the interval $[0,1]$. The result of Theorem 1 is obtained by the asymptotic analysis of $X_{r} / Y_{r}$ as $n \rightarrow \infty$.

Let us define $\alpha:[0,1] \rightarrow \mathbb{R}$ by:

$$
\alpha(p)=-\log _{1 / p}(1-p)
$$

The plot of its graph is shown in Fig. 22 and we will write $\alpha$ instead of $\alpha(p)$ for the simplification. Note that

$$
\begin{equation*}
(1-p)^{r}=p^{r \alpha} \tag{10}
\end{equation*}
$$

Let us examine the limit value of the ratio $X_{r} / Y_{r}$ as $n \rightarrow \infty$ :

$$
\begin{gather*}
\frac{X_{r}}{Y_{r}}=\left(\frac{1-p^{r}-(1-p)^{r}}{1-p^{r}}\right)^{n-r} \times \\
\times\left\{1+O\left(\frac{(\log n)^{3}}{\sqrt{n}}\right)\right\} \times\left\{1+O\left(\frac{(\log n)^{3}}{n^{\beta / 2}}\right)\right\} \tag{11}
\end{gather*}
$$

The last two terms of the expression (11) are omitted since they both tend to 1 as $n \rightarrow \infty$. The most important term of (11) remains the first one. According to Claim 1 and (10), it holds:


Fig. 2. The graph of the function $\alpha(p)=-\log _{1 / p}(1-p)$

$$
\begin{gathered}
\frac{X_{r}}{Y_{r}}=\left(\frac{1-p^{r}-(1-p)^{r}}{1-p^{r}}\right)^{n-r}=\left(1-\frac{p^{r \alpha}}{1-p^{r}}\right)^{n-r}= \\
=\exp \left(\frac{-n p^{r \alpha}}{1-p^{r}}\right) \cdot\left\{1+O\left(n p^{2 r \alpha}\right) \cdot\left[1+O\left(\frac{(\log n)^{2+\alpha}}{n}\right)\right]\right\}= \\
=\exp \left(\frac{-n p^{r \alpha}}{1-p^{r}}\right) \cdot\left[1+O\left(n p^{2 r \alpha}\right)\right]
\end{gathered}
$$

Due to the fact that the second term of the last expression approaches to 1 as $n \rightarrow \infty$, it will be omitted. Hence, the ratio $X_{r} / Y_{r}$ can be written in the following form:

$$
\frac{X_{r}}{Y_{r}}=\exp \left(-\frac{n p^{r \alpha}}{1-p^{r}}\right)
$$

Recall the bounds on $r$ (3) in the form: $\rho_{0} \log _{b} n \leq r \leq \rho_{1} \log _{b} n$. Letting

$$
\begin{equation*}
r=\rho \log _{b} n \tag{12}
\end{equation*}
$$

where $\rho_{0} \leq \rho \leq \rho_{1}$, it holds:

$$
\begin{equation*}
\frac{X_{r}}{Y_{r}}=\exp \left(-\frac{n^{1-\rho \alpha}}{1-p^{r}}\right) \tag{13}
\end{equation*}
$$

Let us examine a convergence (divergence) of $X_{r} / Y_{r}$. To do so, it is necessary to solve either the equation $1-\rho \alpha=0$, or its equivalent form:

$$
\begin{equation*}
(1-p)^{\rho}=p \tag{14}
\end{equation*}
$$

Two cases are to be named:

1. Let $p_{U}$ be the solution of (14) for $\rho_{0}$. It follows that:

$$
1-\rho \alpha<0, \quad \forall \rho \in\left[\rho_{0}, \rho_{1}\right] \quad \Leftrightarrow \quad p>p_{U}
$$

and hence:

$$
\lim _{n \rightarrow \infty} \frac{X_{r}}{Y_{r}}=1
$$

It means that an $r$-node clique is dominating in $G$ almost surely.
2. Let $p_{L}$ be the solution of (14) for $\rho_{1}$. It follows that:

$$
1-\rho \alpha \geq 0, \quad \forall \rho \in\left[\rho_{0}, \rho_{1}\right] \quad \Leftrightarrow \quad p \leq p_{L},
$$

and hence:

$$
\lim _{n \rightarrow \infty} \frac{X_{r}}{Y_{r}}=0
$$

It means that an $r$-node clique is not dominating in $G$ almost surely.

### 3.2 Proof of Theorem 2

By bounds (11) and (2), the admissible number of nodes of a clique $r$ depends on $n$ and the leading term is only considered. It follows that $\rho_{0}=1$ and $\rho_{1}=2$.

1. If $\rho_{0}=1$ then there is only one solution of (14) in the interval [ 0,1 ], namely $p_{U}=1 / 2$. It yields that $X_{r} / Y_{r} \rightarrow 1$ as $n \rightarrow \infty$ for all $p>p_{U}$.
2. If $\rho_{1}=2$ then there is only one solution of (14) in the same interval. It is $p_{L}=(3-\sqrt{5}) / 2 \approx 0.382$ and we have that $X_{r} / Y_{r} \rightarrow 0$ as $n \rightarrow \infty$ for all $p \leq p_{L}$.

3 . Let us consider $p$ such that $p_{L}<p \leq p_{U}$. In this case, the following property is true:

$$
1-\rho \alpha \quad \text { changes sign as } \rho \text { varies in }[1,2] \quad \Leftrightarrow \quad \frac{3-\sqrt{5}}{2}<p \leq \frac{1}{2} .
$$

It follows that there exists a value of $\rho$ (for each $p$ ) in the interval $[1,2]$

$$
\hat{\rho}=\frac{1}{\alpha(p)}
$$

for which we have:

$$
r=\hat{\rho} \log _{b} n=\log _{1 /(1-p)} n
$$

and

$$
\lim _{n \rightarrow \infty} \frac{X_{r}}{Y_{r}}=\exp \left(-n(1-p)^{r}\right)=e^{-1}
$$

The ratio $X_{r} / Y_{r}$ approaches $1(0)$ for $\rho>\hat{\rho}(\rho<\hat{\rho})$. Due to corrections of order less than $\Theta(\log n)$ to the equation (121) taken with $\rho=\hat{\rho}$ the value of $e^{-1}$ to be changed to another constant greater or equal than 0 and less or equal than 1 . The details are given next. Let $\delta(n): \mathbb{N} \rightarrow \mathbb{N}$ be an increasing function such that $\delta(n)=o(\log n)$.

If $r=\hat{\rho} \log _{b} n+\delta(n)$, then $X_{r} / Y_{r}$ approaches 1 as $\exp \left(-(1-p)^{\delta(n)}\right)$.
If $r=\hat{\rho} \log _{b} n-\delta(n)$, then $X_{r} / Y_{r}$ approaches 0 as $\exp \left(-(1-p)^{-\delta(n)}\right)$.
And finally, if $r$ differs from $\hat{\rho} \log _{b} n$ by a constant $\lambda$, then the ratio $X_{r} / Y_{r}$ is asymptotically equivalent to $\exp \left(-(1-p)^{\lambda}\right)$.

An example of three different choices of $\rho$ are shown in Fig. [3]


Fig. 3. The plot of the fraction $X_{r} / Y_{r}$ versus $n$ for three different choices of $\rho$ in the intermediate case when $\frac{3-\sqrt{5}}{2}<p \leq \frac{1}{2}$. In all three cases $p$ is set to be 0.45 and $\rho$ varies (from the top to the bottom) as: $\rho=1.9, \rho=1 / \alpha(0.45)$, and finally $\rho=1.05$.

## 4 Conclusions

We have claimed the dominating cliques existence conditions in Erdös-Rényi random graph model $\mathbb{G}(n, p)$. The threshold probability of the corresponding phase transition problem is closely related with the clique number in random graphs. Our results are significant refinements of the previous ones from [5, 13, 14] since the threshold probability $p^{*}=(3-\sqrt{5}) / 2$ presented in [5] can be simply derived by setting $r_{0}=r_{1}=2 \log _{1 / p} n$ in Theorem $\square$ of this paper.

A future work could answer some questions from the following list:

- Does a random graph from $\mathbb{G}(n, p)$ contain at least one dominating clique of the same order as its domination number?
- What is an asymptotic number of dominating cliques in random graphs $\mathbb{G}(n, p)$ ?
- It could be interesting to perform a computer simulation which could find a distribution of a clique occurrence within the interval $\left[r_{0}, r_{1}\right]$.
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# An Application of 1-Genericity in the $\Pi_{2}^{0}$ Enumeration Degrees 

Liliana Badillo and Charles M. Harris<br>Department of Mathematics, Leeds, UK


#### Abstract

Using results from the local structure of the enumeration degrees we show the existence of prime ideals of $\Pi_{2}^{0}$ enumeration degrees. We begin by showing that there exists a 1 -generic enumeration degree $\mathbf{0}_{\mathrm{e}}<\boldsymbol{a}<\mathbf{0}_{\mathrm{e}}^{\prime}$ which is noncuppable - and so properly downwards $\Sigma_{2}^{0}$-and low 2 . The notion of enumeration 1-genericity appropriate to positive reducibilities is introduced and a set $A$ is defined to be symmetric enumeration 1-generic if both $A$ and $\bar{A}$ are enumeration 1-generic. We show that, if a set is 1 -generic then it is symmetric enumeration 1 generic, and we prove that for any $\Pi_{2}^{0}$ enumeration 1-generic set $B$ the class $\left\{X \mid \leq_{\mathrm{e}} B\right\}$ is uniform $\Pi_{2}^{0}$. Thus, picking 1-generic $A \in \boldsymbol{a}$ (from above) and defining $\boldsymbol{b}=\operatorname{deg}(\bar{A})$ it follows that every $\boldsymbol{x} \leq \boldsymbol{b}$ only contains $\Pi_{2}^{0}$ sets. Since $\boldsymbol{a}$ is properly $\Sigma_{2}^{0}$ we deduce that $\boldsymbol{b}$ contains no $\Delta_{2}^{0}$ sets and so is itself properly $\Pi_{2}^{0}$.


## 1 Introduction

If $\boldsymbol{a}$ is a $\Sigma_{2}^{0}$ enumeration degree then $\boldsymbol{a}$ is downwards $\Sigma_{2}^{0}$ closed in the sense that $\{\boldsymbol{x} \mid \boldsymbol{x} \leq \boldsymbol{a}\}$ ranges over $\Sigma_{2}^{0}$ sets (only). Likewise a low enumeration degree $\boldsymbol{y}$ is downwards $\Delta_{2}^{0}$ closed. Now 1-generic $\Delta_{2}^{0}$ sets are low in the context of enumeration reducibility and so any enumeration degree $\boldsymbol{c}$ containing a $\Delta_{2}^{0}$ 1 -generic set is downwards $\Delta_{2}^{0}$ closed. On the other hand Copestake [088] showed the existence of a properly $\Sigma_{2}^{0}$ enumeration degree $\boldsymbol{d}$ containing a 1generic set. Moreover Soskova proved the existence of a 1-generic enumeration degree that does not bound a minimal pair Sos07] and so there in fact exists a downwards properly 1 -generic $\Sigma_{2}^{0}$ degre 1 (as every $\Delta_{2}^{0}$ enumeration degree bounds a minimal pair CLSY05]). We strengthen this result in Theorem [3.1] by showing the existence of a noncuppable (and hence downwards properly $\Sigma_{2}^{0}$ ) enumeration degree $\boldsymbol{a}$ containing a 1-generic set $A$. The construction here shows that such a degree can be $\operatorname{low}_{2}$. (However we conjecture that all 1-generic $\Sigma_{2}^{0}$ enumeration degrees have some such lowness property.) We also define the notion of enumeration 1-genericity and symmetric enumeration 1-genericity by adapting the underlying definition of 1-genericity to the context in which only positive information can be used. Using this notion we are able to show that any 1generic $\Pi_{2}^{0}$ degree $\boldsymbol{d}$ is downwards $\Pi_{2}^{0}$ closed (in the above sense). Thus, setting

[^66]$\boldsymbol{b}=\operatorname{deg}_{\mathrm{e}}(\bar{A})$ where $A$ is the set constructed in the proof of Theorem 3.1, we see that $\boldsymbol{b}$ is both properly $\Pi_{2}^{0}$ (contains no $\Delta_{2}^{0}$ sets) and is downwards $\Pi_{2}^{0}$ closed. We also derive several auxiliary properties of $\bar{A}$ and $B$ relative to enumeration and singleton reducibility.

## 2 Preliminaries

We assume $\left\{W_{e}\right\}_{e \in \omega}$ to be a standard listing of c.e. sets with associated c.e. approximations $\left\{W_{e, s}\right\}_{s \in \omega}$, and $\left\{D_{n}\right\}_{n \in \omega}$ to be the computable listing of finite sets where $D_{n}$ denotes the finite set with canonical index $n$. We also assume $\langle x, y\rangle$ to be a standard computable pairing function over the integers. We use $X^{[e]}$ to denote the set $\{\langle e, x\rangle \mid\langle e, x\rangle \in X\}$ and $\chi_{Y}$ to denote the characteristic function of $Y$. We use $\alpha, \beta, \sigma$, etc. to denote finite binary strings (i.e. members of $\left.2^{<\omega}\right) .|\alpha|$ denotes the length of $\alpha$, so that $|\alpha|=\mu x[x \notin \operatorname{dom} \alpha] . \alpha \subseteq \beta$ denotes that $\alpha$ is an initial segment of $\beta$ (similarly we use $\alpha \subseteq f$ if $f \in 2^{\omega}$ ).

A set $A$ is defined to be enumeration reducible to a set $B\left(A \leq_{\mathrm{e}} B\right)$ if there exists an effective procedure that, given any enumeration of $B$, enumerates $A$. More formally FR.59, $A \leq_{\mathrm{e}} B$ iff there exists a c.e. set $W$ such that, for all $x \in \omega$,

$$
\begin{equation*}
x \in A \quad \text { iff } \quad \exists n\left[\langle x, n\rangle \in W \quad \& \quad D_{n} \subseteq B\right] . \tag{2.1}
\end{equation*}
$$

We define $\left\{\Phi_{e}\right\}_{e \in \omega}$ to be the effective listing of enumeration operators such that for any set $X$,

$$
\Phi_{e}^{X}=\left\{x \mid \exists n\left[\langle x, n\rangle \in W_{e} \& D_{n} \subseteq X\right]\right\}
$$

Also, for any $e$, we use the notation $\Phi_{e, s}^{X}$ to define the finite approximation to $\Phi_{e}^{X}$, derived from $W_{e, s}$. For simplicity we allow a certain amount of ambiguity in our notation, by sometimes equating $W_{e}$ with the operator $\Phi_{e}$, and in the case of finite sets, using the letter $D$ or similar to denote both a finite set and its index in the listing of finite sets specified above.

We use the notation $\boldsymbol{x}$ for the equivalence classes of $\leq_{\mathrm{e}}$ or, in other words, the enumeration degrees, whereas $\operatorname{deg}_{\mathrm{e}}(X)$ is notation for the $\leq_{\mathrm{e}}$ degree of $X . \mathbf{0}_{\mathrm{e}}$ is the degree of the c.e. sets, $\mathcal{D}_{\mathrm{e}}$ denotes the structure of enumeration degrees, and $\mathcal{D}_{\mathrm{e}}(\leq \boldsymbol{x})$ denotes the substructure of $\mathcal{D}_{\mathrm{e}}$ over the class of degrees $\{\boldsymbol{y} \mid \boldsymbol{y} \leq \boldsymbol{x}\}$ (we say that such a class is a prime ideal of $\mathcal{D}_{\mathrm{e}}$ ). We remind the reader that $\mathcal{D}_{\mathrm{e}}$ and the substructures of the form $\mathcal{D}_{\mathrm{e}}(\leq \boldsymbol{x})$ are upper semilattices.

We assume the reader to be conversant with Turing $\left(\leq_{\mathrm{T}}\right)$ and other basic reducibilities for which we use similar notation to the above. $\mathcal{K}$ denotes the standard halting set for Turing machines whereas the enumeration semihalting set relative to $X$ is defined to be the set $K_{X}=\left\{x \mid x \in \Phi_{x}^{X}\right\}$ and the enumeration jump of $X$ is defined to be the set $J_{X}=K_{X} \oplus \overline{K_{X}}$. The jump of enumeration degree $\boldsymbol{x}$ is written $\boldsymbol{x}^{\prime} . \mathbf{0}_{\mathrm{e}}^{\prime}$ denotes $d e g_{\mathrm{e}}\left(J_{\emptyset}\right)$ and $\mathbf{0}_{\mathrm{e}}^{\prime \prime}$ denotes $d e g_{\mathrm{e}}\left(J_{\emptyset}^{(2)}\right)$. $\boldsymbol{x}$ is said to be high if $\boldsymbol{x}^{\prime}=\mathbf{0}_{\mathrm{e}}^{\prime \prime}$. Using the notation specified above $\mathcal{D}_{\mathrm{e}}\left(\leq \mathbf{0}_{\mathrm{e}}^{\prime}\right)$ denotes the upper semilattice of enumeration degrees comprising precisely the class of $\Sigma_{2}^{0}$ enumeration degrees.

Definition 2.1 ([LS92, Har10]). A uniformly computable enumeration of finite sets $\left\{X_{s}\right\}_{s \in \omega}$ is said to be a good approximation to the set $X$ if:
(1) $\forall s(\exists t \geq s)\left[X_{t} \subseteq X\right]$
(2) $\forall x\left[x \in X \quad\right.$ iff $\left.\quad \exists t(\forall s \geq t)\left[X_{s} \subseteq X \Rightarrow x \in X_{s}\right]\right]$.

In this case we say that $X$ is good approximable. Moreover, if (2) is replaced by the condition $\forall x\left[x \in X \quad\right.$ iff $\quad \exists t(\forall s \geq t)\left[x \in X_{s}\right]$ then $\left\{X_{s}\right\}_{x \in \omega}$ is said to be a good $\Sigma_{2}^{0}$ approximation.

Lemma 2.1 ([Joc68]). $X$ is $\Sigma_{2}^{0}$ iff $X$ has a good $\Sigma_{2}^{0}$ approximation.
In other words the sets underlying $\mathcal{D}_{\mathrm{e}}\left(\leq \mathbf{0}_{\mathrm{e}}^{\prime}\right)$ all have good $\Sigma_{2}^{0}$ approximations.
Lemma 2.2 ([Gri03][Har10]). If $B$ is good approximable then, for any set $A$, $A \leq_{\mathrm{e}} J_{B}$ iff there exists a set $X \leq_{\mathrm{e}} B$ such that $A=\left\{e \mid X^{[e]}\right.$ is finite $\}$.

Lemma 2.3 ([Har10]). If $B$ is good approximable then $\left\{e \mid \Phi_{e}^{B}\right.$ is infinite $\} \equiv_{\mathrm{e}}$ $J_{B}^{(2)}$.

Definition 2.2. We define an enumeration degree $\boldsymbol{a}$ to be good if $\boldsymbol{a}$ contains a good approximable set. Otherwise we say that $\boldsymbol{a}$ is bad.

Lemma 2.4. If $\boldsymbol{a}$ is a good enumeration degree then, for every $A \in \boldsymbol{a}, K_{A} \leq_{\mathrm{e}}$ $\overline{K_{A}}$. In other words, $J_{A} \equiv_{\mathrm{e}} \overline{K_{A}}$.
Proof. Choose a good approximable set $B \in \boldsymbol{a}$. Let $A$ be any set in $\boldsymbol{a}$. Then $K_{A} \equiv{ }_{1} K_{B}$ (since $A \equiv_{\mathrm{e}} B$ ) so that also $\overline{K_{A}} \equiv_{1} \overline{K_{B}}$. Also, by Proposition 4.1 of [Har11] we know that $K_{B} \leq_{\mathrm{e}} \overline{K_{B}}$. Thus

$$
K_{A} \leq_{\mathrm{e}} A \leq_{\mathrm{e}} B \leq_{\mathrm{e}} K_{B} \leq_{\mathrm{e}} \overline{K_{B}} \leq_{\mathrm{e}} \overline{K_{A}}
$$

Therefore $J_{A} \equiv{ }_{\mathrm{e}} \overline{K_{A}}$.
Lemma 2.5 ([CM85]). Enumeration degree $\boldsymbol{x}$ is low iff $\boldsymbol{x}$ only contains $\Delta_{2}^{0}$ sets.

Definition 2.3. An enumeration degree $\boldsymbol{x}$ containing only $\Sigma_{2}^{0}\left(\Pi_{2}^{0}\right)$ sets is properly $\Sigma_{2}^{0}\left(\Pi_{2}^{0}\right)$ if it contains no $\Delta_{2}^{0}$ sets, and is downwards properly $\Sigma_{2}^{0}$ if every $\boldsymbol{y} \in\left\{\boldsymbol{z} \mid \mathbf{0}_{\mathrm{e}}<\boldsymbol{z} \leq \boldsymbol{x}\right\}$ is properly $\Sigma_{2}^{0} . \boldsymbol{x}<\mathbf{0}_{\mathrm{e}}^{\prime}$ is cuppable if there exists $\boldsymbol{y}<\mathbf{0}_{\mathrm{e}}^{\prime}$ such that $\mathbf{0}_{\mathrm{e}}^{\prime}=\boldsymbol{x} \cup \boldsymbol{y}$ and is noncuppable otherwise.
Lemma 2.6 ([CSY96]). If $\mathbf{0}_{\mathrm{e}}<\boldsymbol{x}<\mathbf{0}_{\mathrm{e}}^{\prime}$ is $\Delta_{2}^{0}$ then $\boldsymbol{x}$ is cuppable.
Corollary 2.1 ([CSY96]). Every noncuppable $\mathbf{0}_{\mathrm{e}}<\boldsymbol{x}<\mathbf{0}_{\mathrm{e}}^{\prime}$ is downwards properly $\Sigma_{2}^{0}$.

Given an arithmetical predicate $\Gamma$ (e.g. $\Gamma \in\left\{\Delta_{2}^{0}, \Pi_{2}^{0}\right\}$ ) we sometimes use the shorthand $A \in \Gamma$ if $A$ is a $\Gamma$ set. Moreover we say that an enumeration degree $\boldsymbol{a}$ is $\Gamma$ if $\boldsymbol{a}$ contains a set $A \in \Gamma$.

Notation. Suppose that $\left\{X_{s}\right\}_{s \in \omega}$ and $\left\{\Phi_{s}\right\}_{s \in \omega}$ are approximations to some set $X$ and enumeration operator $\Phi$. We use the shorthand $\Phi^{X}[s]={ }_{\operatorname{def}} \Phi_{s}^{X_{s}}$. For clarity we also sometimes use the shorthand $X[s]$ instead of $X_{s}$.

## 3 The Main Construction

Definition 3.1. $A$ set $A$ is said to be 1-generic if for any c.e. set $W \subseteq 2^{<\omega}$ there exists $\alpha \subseteq \chi_{A}$ such that either $\alpha \in W$ or for all $\beta$ such that $\alpha \subseteq \beta, \beta \notin W$.

Theorem 3.1. There exists a 1-generic enumeration degree $\mathbf{0}_{\mathrm{e}}<\boldsymbol{a}<\mathbf{0}_{\mathrm{e}}^{\prime}$ which is noncuppable and low (i.e. $\boldsymbol{a}^{\prime \prime}=\mathbf{0}_{\mathrm{e}}^{\prime \prime}$ ).

Proof. We construct sets $A$ and $C$ c.e. in $\mathcal{K}$ such that (for all $e \in \omega$ ) the following requirements are satisfied:

$$
\begin{align*}
& R_{e}: \exists \alpha \subseteq \chi_{A}\left[\alpha \in W_{e} \vee \forall \beta\left(\alpha \subseteq \beta \Rightarrow \beta \notin W_{e}\right)\right] .  \tag{3.1}\\
& L_{e}:  \tag{3.2}\\
& P_{e}: \quad \Phi_{e}^{A} \text { is infinite } \Leftrightarrow C^{[e]} \text { is finite },  \tag{3.3}\\
& \mathcal{K}=\Phi_{e}^{B_{e} \oplus A} \Rightarrow \overline{\mathcal{K}} \leq_{\mathrm{e}} B_{e},
\end{align*}
$$

where $\left\{W_{e}, \Phi_{e}, B_{e}\right\}_{e \in \omega}$ is a computable listing of all c.e. sets, enumeration operators and $\Sigma_{2}^{0}$ sets with associated finite c.e. approximations $\left\{W_{e, s}\right\}_{s \in \omega},\left\{\Phi_{e, s}\right\}_{s \in \omega}$ and c.e. in $\mathcal{K}$ approximations $\left\{B_{e, s}\right\}_{s \in \omega}$ for each $e \in \omega$.

Supposing $\boldsymbol{a}$ to be the enumeration degree of $A$, satisfaction of $L_{e}$ for all $e \in \omega$ ensures that $\boldsymbol{a}^{\prime \prime}=\mathbf{0}_{\mathrm{e}}^{\prime \prime}$ since it entails that $\left\{e \mid \Phi_{e}^{A}\right.$ infinite $\} \equiv_{\mathrm{e}}\left\{e \mid C^{[e]}\right.$ finite $\}$ and so, by Lemma [2.2, $\left\{e \mid \Phi_{e}^{A}\right.$ infinite $\} \leq{ }_{\mathrm{e}} J_{\overline{\mathcal{K}}}$ since $C \leq{ }_{\mathrm{e}} \overline{\mathcal{K}}$ by construction. Thus $J_{A}^{(2)} \leq_{\mathrm{e}} J_{\overline{\mathcal{K}}} \equiv_{\mathrm{e}} J_{\emptyset}^{(2)}$ by Lemma 2.3

Note that satisfaction of $\left\{P_{e}\right\}_{e \in \omega}$ implies that $\boldsymbol{a}=\operatorname{deg}_{\mathrm{e}}(A)$ is noncuppable whereas satisfaction of $\left\{R_{e}\right\}_{e \in \omega}$ entails that $A$ is 1-generic.

Definitions and Notation. The construction will proceed by stages $s$, each stage being computable in $\mathcal{K}$. We use $A_{s}$ to denote the finite set of numbers enumerated into $A$ by the end of stage $s$.

1) The Priority of Requirements

For $S \in\{R, L, P\}$, the requirements $S_{e}$ are ordered in terms of priority such that $R_{e}<L_{e}<P_{e}<R_{e+1}$ for all $e \in \omega$.

## 2) Environment Parameters

We define a number of parameters used by the construction for the satisfaction of individual requirements. Firstly, we use the string parameter $\alpha_{s} \in 2^{<\omega}$ for the stage $s$ approximation (in the form of an initial segment) and the associated parameters $\alpha_{s}^{+}=\left\{n \mid \alpha_{s}(n)=1\right\}$ and $\alpha_{s}^{-}=\left\{n \mid \alpha_{s}(n)=0\right\}$. Also, for clarity and notational convenience, we define the enumerating parameter $W(s) \in \mathcal{F}$ (the class of finite sets) and the parameter $\mathcal{I}(e, s)$ which is a finite set of numbers that the construction at stage $s$ already knows to be in $\Phi_{e}^{A}$ (i.e. $\mathcal{I}(e, s) \subseteq \Phi_{e}^{A}$.

- Parameters for the $R_{e}$ requirements. The outcome function $R(e, s) \in\{0,1,2\}$ and the restraint parameter $\varepsilon(e, s) \in \mathcal{F}$ (the class of finite sets).
- Parameters for the $L_{e}$ requirements. The outcome parameter $L(e, s) \in\{0,1\}$, the restraint parameter $\delta(e, s) \in \mathcal{F}$, the individual axiom parameter $v(e, s) \in$ $\omega \cup\{-1\}$ and the enumerating parameter $V(s) \in \mathcal{F}$.
- Parameters for the $P_{e}$ requirements. The outcome parameter $P(e, s) \in\{1,2\}$, and the avoidance parameter $\Omega(e, s) \in \mathcal{F}$. The definition of $\Omega(e, s+1)$ is:

$$
\begin{equation*}
\Omega(e, s+1)=\bigcup_{i \leq e}(\varepsilon(i, s) \cup \delta(i, s)) \tag{3.4}
\end{equation*}
$$

Accordingly, $\Omega(e, s+1)$ records the finite set of elements that the construction wants to keep out of $A$ for the sake of higher priority $R$ and $L$ requirements, and that it thus cannot enumerate into $A$ at stage $s+1$ for the sake of $P_{e}$.

## 3) Requiring attention

Case $R_{e}$. We say that $R_{e}$ requires attention at stage $s+1$ if $R(e, s)=0$.
Case $L_{e}$. We say that $L_{e}$ requires attention at stage $s+1$ if $L(e, s)=0$ and for all $x \in \omega$ and $D \in \mathcal{F}$,

$$
\begin{equation*}
x \notin \mathcal{I}(e, s) \&\langle x, D\rangle \in \Phi_{e} \Rightarrow D \cap \alpha_{s}^{-} \neq \emptyset . \tag{3.5}
\end{equation*}
$$

Case $P_{e}$. We say that $P_{e}$ requires attention at stage $s+1$ if $P(e, s)=1$ and there exists $x \leq s$ and a pair of finite sets $(D, E)$ such that

$$
\begin{equation*}
x \in \mathcal{K} \&\langle x, D \oplus E\rangle \in \Phi_{e}[s] \& D \subseteq B_{e}[s] \& E \cap \Omega(e, s+1)=\emptyset \tag{3.6}
\end{equation*}
$$

where we note that $\Omega(e, s+1)$ is a finite set 2 .

## 4) Resetting

Resetting $R_{e}$. When we say that the construction resets $R_{e}$ at stage $s+1$ we mean the following. If $R(e, s)=0$ the construction does nothing (and in this case $\varepsilon(e, s+1)=\varepsilon(e, s)=\emptyset$ and $R(e, s+1)=R(e, s))$. On the other hand, if $R(e, s) \in\{1,2\}$ then we set $\varepsilon(e, s)=\emptyset$ and $R(e, s)=0$.
Resetting $L_{e}$. When we say that the construction resets $L_{e}$ at stage $s+1$ we mean the following. If $L(e, s)=0$ we do nothing (and in this case $\delta(e, s+1)=$ $\delta(e, s)=\emptyset$ and $L(e, s+1)=L(e, s)=0)$. On the other hand, if $L(e, s)=1$ then we set $\delta(e, s+1)=\emptyset$ and $L(e, s)=0$.
5) Basic Idea of the Construction

We can think of the construction as comprising a module for each type of requirement. In anticipation of the formal proof a brief description of these modules follows below.

The role of the $R$ module working at index $e$ is to find an initial segment $\alpha \subseteq \chi_{A}$ witnessing satisfaction of $R_{e}$ as stated in (3.1). As the construction uses $\mathcal{K}$ as oracle, the $R$ module is able to test at any even stage $s+1$ whether, for $\alpha_{s}$ (i.e. the current approximation to $\chi_{A}$ ), there exists $\beta \supseteq \alpha_{s}$ such that $\beta \in W_{e}$. Accordingly it carries out this test at any stage $s+1>e+1$ if $R_{e}$ still appears

[^67]not to be satisfied (in which case $R(e, s)=0$ ) and if for all $i<e$, no requirement $R_{i}$ requires attention at stage $s+1$. It will thus pick some $\alpha \supseteq \alpha_{s}$ such that $\alpha$ satisfies (3.1)-where $\alpha=\alpha_{s}$ if there exists no $\beta \supseteq \alpha_{s}$ such that $\beta \in W_{e}$, and $\alpha=$ one such $\beta$ otherwise. Moreover, for stages $t \geq s+1$, the $R$ module will try to restrain $\alpha \subseteq \alpha_{t}$ and will follow that, if assumption (3.7) below is correct, then $\alpha \subseteq \chi_{A}$ and $R_{e}$ will be satisfied.
"No higher priority $P$ requirement receives attention at a later stage."
The $L$ module working at index e tries to make $\Phi_{e}^{A}$ infinite. In doing this it uses at stage $s+1>e+1$ the finite set of numbers being restrained out of $A$ by $R$ and other $L$ requirements at the end of stage $s$. Accordingly at stage $s+1$ (provided that $L(e, s)=1$, i.e. that $L_{e}$ does not appear to be already satisfied) the $L$ module will try to put some finite set ${ }^{3} D \subseteq A_{s} \cup\left\{z: z \geq\left|\alpha_{s}\right|\right\}$ into $A_{s+1} \subseteq A$ to ensure that some $x \notin \mathcal{I}(e, s)$ enters $\mathcal{I}(e, s+1) \subseteq \Phi_{e}^{A}$. This is the role of $V(s+1)$ which is simply the union of all those sets that the $L$ module enumerates into $A_{s+1}$ for the sake of requirements $L_{i}$ such that $i \leq s$. Note that, due to the definition of $\alpha_{s}$, this action will cause no injury to any $R$ and (other) $L$ requirements. This is important since, the $L$ module may carry out this action infinitely often for the sake of $e$ in order to make $\Phi_{e}^{A}$ infinite. If the $L$ module does succeed in putting som@ $x \in \Phi_{e}^{A}-\mathcal{I}(e, s)$ it enumerates no numbers into $C^{[e]}$ at stage $s+1$. If on the other hand it cannot achieve this, it knows that for every axiom $\langle x, D\rangle \in \Phi_{e}$ such that $x \notin \mathcal{I}(e, s), \alpha_{s}^{-} \cap D \neq \emptyset$. Accordingly it restrains $\delta(e, s+1)=\alpha_{s}^{-}$out of $A_{s+1}$. It also enumerates all of $\omega^{[e]} \upharpoonright s$ into $C_{s+1}$. Now, if assumption (B.7) is correct, this restraint will stay in place forcing $\Phi_{e}^{A}=\mathcal{I}(e, s)$ and the module will enumerate all of $\omega^{[e]} \upharpoonright t$ into $C$ at every subsequent stage $t+1>s+1$ thus making $C^{[e]}=\omega^{[e]}$.

The $P$ module working at index $e$ tries to diagonalise $\overline{\mathcal{K}}=\Phi_{e}^{B_{e} \oplus A}$. Its strategy is to search for $x \notin \overline{\mathcal{K}}$ such that $x \in \Phi_{e}^{B_{e} \oplus(\omega-\Omega)}$ for some finite set $\Omega \subseteq \bar{A}$. This search starts from stage $s+1>e+1$ onwards with $\Omega$ being the set of elements restrained out of $A$ by higher priority $R$ and $L$ requirements at stage $s$-i.e. the set $\Omega(e, s+1)$ in the notation of the proof. If the module finds such an $x$ it will at some stage $s+1$ enumerate a requisite finite set $E \subseteq \omega-\Omega(e, s+1)$-i.e. where, for some $D \subseteq B_{e}[s],\langle x, D \oplus E\rangle$ is an axiom in $\Phi_{e}[s]$-into $A$ thus ensuring that $x \in \Phi_{e}^{B_{e} \oplus A}-\overline{\mathcal{K}}$. On the other hand if this search fails then, under the assumption that $\Omega(e, s+1)$ converges in the limit (over stages $s \in \omega$ ) to a finite set $\Omega(e) \subseteq \bar{A}$, it will follow that $\overline{\mathcal{K}}=\Phi_{e}^{B_{e} \oplus A}$ implies that $\overline{\mathcal{K}}=\Phi_{e}^{B_{e} \oplus(\omega-\Omega(e))}$, i.e. that $\overline{\mathcal{K}} \leq_{\mathrm{e}} B_{e}$.

Note that the action of enumerating some finite set $E$ (for the sake of $P_{e}$ ) into A might injure lower priority $R$ and $L$ requirements. For example, suppose that $i>e$ is such that $R(i, s) \in\{1,2\}$. Then this means that the $R$ module working at index $i$ is trying to restrain the set $\varepsilon(i, s)$ out of $A$. Hence if $E \cap \varepsilon(i, s) \neq \emptyset$, and $E$ is enumerated into $A$ at stage $s+1$, then for $t \geq s+1$ it is not the case that $\varepsilon(i, s) \subseteq \bar{A}[t]$. A similar observation holds if we replace $R(i, s)$ by $L(i, s)$

[^68]and $\varepsilon(i, s)$ by $\delta(i, s)$. Accordingly, all requirements $R_{i}$ and $L_{i}$ such that $i>e$ are reset. Now since each $P$ requirement receives attention at most once and, for any $R$ or $L$ requirement there are only finitely many $P$ requirements of higher priority, the latter can only be reset (i.e. injured) finitely often. Accordingly, for any index $e$, at every stage $s+1>e+1$ the $R$ and $L$ modules can safely be set to work with index $e$ under assumption (3.7) since, from some stage $r_{e}$ onwards this assumption will indeed be correct.

Before proceeding to the formal construction note the difference in roles of $V(s+1)$ and $W(s+1)$ at stage $s+1$. The former as described above is enumerated into $A_{s+1}$ for the sake of forcing $\Phi_{e}^{A}-\mathcal{I}(e, s) \neq \emptyset$ for each $e \leq s$, where this turns out to be possible respecting the above conditions. $W(s+1)$ on the other hand is a finite set (perhaps $=\emptyset$ ) to be enumerated into $A_{s+1}$ if a $P$ requirement receives attention at stage $s+1$.

The Construction. $A$ and $C$ are enumerated in stages such that, for $X \in$ $\{A, C\}, X=\bigcup_{s \in \omega} X_{s}$ and $X_{s}$ is finite for all $s$.
Stage $s=0$. Define $\alpha_{0}=\lambda, A_{0}=C_{0}=\emptyset$ and, for all $e \in \omega, v(e, 0)=-1$, $\overline{\varepsilon(e, 0)=\delta(e}, 0)=\emptyset, R(e, 0)=L(e, 0)=0$ and $\mathcal{I}(e, 0)=\emptyset$. Note that accordingly $\Omega(e, 0)=\emptyset$ for all $e \in \omega$ by definition. Also define $V(0)=W(0)=\emptyset$.
Stage $s+1$. Using $\mathcal{K}$ as Turing oracle proceed as follows according as to whether $s$ is even or odd.

Case I. $s$ is even. Search for the least $e \leq s$ such that $R_{e}$ requires attention, $\overline{\text { set } e_{s+1}}=e$ and test whether there exists $\beta \supset \alpha_{s}$ such that $\beta \in W_{e_{s+1}}$.

- If there exists such a $\beta$, define $\alpha_{s+1}$ to be the (lexicographically) least such string. Set $R\left(e_{s+1}, s+1\right)=2$
- Otherwise define $\alpha_{s+1}=\alpha_{s}$ and set $R\left(e_{s+1}, s+1\right)=1$.

In both of these subcases set $\varepsilon\left(e_{s+1}, s+1\right)=\alpha_{s+1}^{-}$and $A_{s+1}=\alpha_{s+1}^{+}$. (Notice that $A_{s} \subseteq A_{s+1}$.) In this case we say that $R_{e_{s+1}}$ receives attention.

Remark. Note that for all $t \geq s+1$ such that $\varepsilon\left(e_{s+1}, s+1\right)$ is not destroyed by the resetting activity of higher priority $P$ requirements at any stage $s+1 \leq r \leq t$, $\alpha_{s+1} \subseteq \alpha_{t}$. Thus, if no higher $P$ requirement receives attention after stage $s+1$, $\alpha_{s+1} \subseteq \chi_{A}$.

Step A. For all $e \leq s$, define $v\left(e, s+1\right.$ ) as follows. If $L(e, s)=1$ (i.e. $L_{e}$ is $\overline{\text { satisfied }}$ for the moment) or $L(e, s)=0$ and $L_{e}$ requires attention at stage $s+1$ then set $v(e, s+1)=-1$. Otherwise-i.e. if $L(e, s)=0$ and $L_{e}$ does not require attention at stage $s+1$ - choose in a consistent manner some $\langle x, D\rangle$ such that

$$
x \notin \mathcal{I}(e, s),\langle x, D\rangle \in \Phi_{e} \& D \subseteq A_{s} \cup\left\{z: z \geq\left|\alpha_{s}\right|\right\}
$$

[^69]and set $v(e, s+1)=\langle x, D\rangle$. Now define the finite set
$$
V(s+1)=\bigcup_{\substack{e \leq s, x \in \omega, v(e, s+1)=\langle x, D\rangle}} D
$$
and, for all $e \leq s$ set
\[

\mathcal{I}(e, s+1)= $$
\begin{cases}\mathcal{I}(e, s) & \text { if } v(e, s+1)=-1 \\ \mathcal{I}(e, s) \cup\left\{(v(e, s+1))_{0}\right\} & \text { if }{ }^{6} v(e, s+1) \neq-1\end{cases}
$$
\]

Step B. Look for the least $e \leq s$ such that $S \in\left\{L_{e}, P_{e}\right\}$ is the highest priority requirement that requires attention. If there exists such an $e$ then set $e_{s+1}=e$ and proceed according to case (a) or case (b) below. Otherwise set $e_{s+1}=s$, $W(s+1)=\emptyset$ and go to Step C.
a) $e_{s+1}<s$ and $S=L_{e_{s+1}}$. In this case, for any axiom $\langle x, D\rangle$ such that $x \notin \mathcal{I}(e, s)$ and $\langle x, D\rangle \in \Phi_{e}$ it holds that $D \cap \alpha_{s}^{-} \neq \emptyset$. Accordingly set $\delta\left(e_{s+1}, s+1\right)=\alpha_{s}^{-}$and define $L\left(e_{s+1}, s+1\right)=1$. Also set $W(s+1)=\emptyset$. We say that $L_{e_{s+1}}$ receives attention in this case.
b) $e_{s+1}<s$ and $S=P_{e_{s+1}}$. In this case choose the least axiom $\langle x, D \oplus E\rangle$ satisfying (3.6). Set $W(s+1)=E$ and define $P(e, s)=2$ (permanently satisfied). Reset - as defined on page 608-all $R_{i}$ and $L_{i}$ such that $i>e_{s+1}$. We say that $P_{e_{s+1}}$ receives attention in this case.

Step C. Define

$$
l \quad=\quad \max \left(\left\{\left|\alpha_{s}\right|\right\} \cup V(s+1) \cup W(s+1)\right)+1
$$

Set

$$
A_{s+1}=A_{s} \cup V(s+1) \cup W(s+1)
$$

and define define $\alpha_{s+1}$ to be the least string of length $l$ such that $\alpha_{s+1}(x)=$ $A_{s+1}(x)$ for all $x<l$.

To end stage $s+1$. After both case I and II, for all requirement parameters


$$
\begin{equation*}
C_{s+1}=C_{s} \cup\{\langle e, z\rangle: e \leq s \& z \leq s \& L(e, s+1)=1\} \tag{3.8}
\end{equation*}
$$

and Proceed to stage $s+2$.

Verification. Consider any $e \in \omega$. As Induction Hypothesis we suppose that every requirement $S \in\left\{R_{i}, L_{i}, P_{i} \mid i<e\right\}$ only receives attention at most finitely often. (Notice that it is obvious by construction that each $P$ requirement

[^70]receives attention at most once.) Accordingly, let $s_{e} \geq e$ be the least (even) stage such that every such requirement $S$ does not receive attention at any stage stage $t>s_{e}$. Note that this means that, for every $i<e$ and $\gamma \in\{\varepsilon, \delta, R, L, P\}$, $\gamma(i, t)=\gamma\left(i, s_{e}\right)$ for all $t \geq s_{e}$. We write this limiting value as $\gamma(i)$. We now check that $R_{e}, L_{e}$ and $P_{e}$ are satisfied, and that the Induction Hypothesis is justified in each case. We proceed according to descending priority, noting that $R_{e}<L_{e}<P_{e}$ in the priority ordering.
Case $R_{e}$. By definition of $s_{e}, R_{e}$ receives attention at stage $s_{e}+1$ and is not reset at any stage $t \geq s_{e}+1$. It follows that either $\alpha_{s_{e}+1} \in W_{e}$, or else that, for all $\beta \supseteq \alpha_{s_{e}+1}, \beta \notin W_{e}$ and, moreover that $R(e, t) \in\{1,2\}$ and $\alpha_{e_{s+1}} \subseteq \alpha_{t}$ for all $t \geq s_{e}+1$. Thus $R_{e}$ never again receives attention and $R(e)=\lim _{t \rightarrow \infty} R(e, t)=$ $R\left(e, s_{e}+1\right)$ is the final outcome of $R_{e}$, whereas $\varepsilon(e)=\lim _{t \rightarrow \infty} \varepsilon(e, t)=\varepsilon\left(e, s_{e}+\right.$ 1 ). (Note that the latter is precisely the set of numbers restrained out of $A$ for the sake of $R_{e}$.)
Case $L_{e}$. We firstly show that
\[

$$
\begin{equation*}
\Phi_{e}^{A} \text { infinite } \Leftrightarrow C^{[e]} \text { finite. } \tag{3.9}
\end{equation*}
$$

\]

Set $\tilde{s}_{e}=s_{e}+1$. (Thus $\tilde{s}_{e}$ is such that $R_{e}$ does not receive attention at any stage $t \geq \tilde{s}_{e}$.)
$\Rightarrow$ Consider any $t \geq \tilde{s}_{e}$ and suppose that $L(e, t)=1$. Then there exists some (odd) $r<t$ such that $L_{e}$ received attention at stage $r+1$ and $L_{e}$ has not been reset since stage $r+1$. But this means that $\delta(e, r+1)=\alpha_{r}^{-}$and that, by (3.5), for all $\langle x, D\rangle$,

$$
x \notin \mathcal{I}(e, r) \&\langle x, D\rangle \in \Phi_{e} \Rightarrow D \cap \delta(e, r+1) \neq \emptyset
$$

Moreover, since by definiton of $\tilde{s}_{e}$ it is also the case that no requirement of higher priority receives attention - and so as a result that $L_{e}$ cannot be reset at any stage $s \geq t$-it follows that $\delta(e, r+1)=\lim _{s \rightarrow \infty} \delta(e, s)=\delta(e)$. On the other hand, for the same reasons, we know, by an easy induction over stages $s$, that $\delta(e) \subseteq \bar{A}$. So we can see, by inspection of the construction, that $\Phi_{e}^{A}=\mathcal{I}(e, r)$. In other words $\Phi_{e}^{A}$ is finite contradicting the hypothesis. Therefore $L(e, s)=0$ for all $s \geq \tilde{s}_{e}$ and so $C^{[e]} \subseteq \omega^{[e]} \upharpoonright\left\langle e, \tilde{s}_{e}\right\rangle$. I.e. $C^{[e]}$ is finite.
$\Leftarrow$ Now suppose that $\Phi_{e}^{A}$ is finite, and note that by construction

$$
\mathcal{I}(e, t) \subseteq \mathcal{I}(e, t+1) \subseteq \Phi_{e}^{A}
$$

for all $t \in \omega$. Also, as $\Phi_{e}^{A}$ is finite there is a least (odd) stage $r \geq \tilde{s}$ such that $\mathcal{I}(e, r)=\Phi_{e}^{A}$ (this again follows by inspection of the construction). Hence

$$
\begin{equation*}
\mathcal{I}(e, s)=\mathcal{I}(e, r) \text { for all } s \geq r \tag{3.10}
\end{equation*}
$$

Then, if $L(e, r) \neq 1$ it is clear that $L_{e}$ will require - and hence receive-attention at stage $r+1$ since otherwise the construction would ensure that $\mathcal{I}(e, r+1)-$ $\mathcal{I}(e, r) \neq \emptyset$, due to action taken during step A of stage $r+1$. Hence $L(e, r+1)=1$.

Furthermore, as $L_{e}$ cannot be reset after this stage (by definition of $\tilde{s}_{e}$ ), it follows that $L(e, t)=1$ for all $t \geq r+1$. So by construction (see (3.8)), $C^{[e]}=\omega^{[e]}$. I.e. $C^{[e]}$ is infinite.

Finally, notice that the above implies that $L_{e}$ only receives attention at most once after stage $\tilde{s}_{e}$ and is satisfied. Moreover, letting stage $r$ be as above, $L(e)=\lim _{t \rightarrow \infty} L(e, t)=L(e, r+1)$ is the final outcome of $L_{e}$, and $\delta(e)=$ $\lim _{t \rightarrow \infty} \delta(e, t)=\delta(e, r+1)$. (The latter is preciseley the set of numbers restrained out of $A$ for the sake of $L_{e}$.)

Case $P_{e}$. Let $\hat{s}_{e} \geq \tilde{s}_{e}+1$ be a stage at or after which $L_{e}$ does not receive attention at any stage $t>\hat{s}_{e}$. Thus, by definition of $\hat{s}_{e}$, for all such $t, \Omega(e, t)=\Omega\left(e, \hat{s}_{e}\right)$. Accordingly we define $\Omega(e)$ to be this set.

Now suppose that $\overline{\mathcal{K}}=\Phi_{e}^{B_{e} \oplus A}$. We show that, in this case, $\overline{\mathcal{K}}=\Phi_{e}^{B_{e} \oplus(\omega-\Omega(e))}$.

- If $x \in \overline{\mathcal{K}}$ then, since $\Omega(e) \subseteq \bar{A}$-as is easily proved by a simple induction over $s$-it is clear that $x \in \Phi_{e}^{B_{e} \oplus(\omega-\Omega(e))}$ follows from our supposition that $\overline{\mathcal{K}}=\Phi_{e}^{B_{e} \oplus A}$.
- If $x \notin \overline{\mathcal{K}}$ and $x \in \Phi_{e}^{B_{e} \oplus(\omega-\Omega(e))}$ then we know that there exists (odd) $s \geq \hat{s}_{e}$ and a least axiom $\langle x, D \oplus E\rangle \in \Phi_{e}[s], D \subseteq B_{e}[s]$ and $E \cap \Omega(e)=\emptyset$. There are 2 cases.

1) $P(e, s)=2$. Then there exists (odd) $t<s, z \leq t$ and a pair of finite sets $(F, G)$ such that $z \notin \overline{\mathcal{K}},\langle z, F \oplus G\rangle \in \Phi_{e}[t], F \subseteq B_{e}[t]$, and $G \cap \Omega(e, t+1)=\emptyset$ and such that $G$ was enumerated into $A$ at stage $t+1$. But then $z \in \Phi_{e}^{B_{e} \oplus A}$ (since $B_{e}[t] \subseteq B_{e}$ and $A_{t+1} \subseteq A$ ) whereas $z \notin \overline{\mathcal{K}}$. Contradiction.
2) Otherwise $P(e, s)=1$. In this case the construction enumerates $E$ into $A$ at stage $s+1$, so obtaining $x \in \Phi_{e}^{B_{e} \oplus A}$ and $x \notin \overline{\mathcal{K}}$, once again a contradiction.
This proves that if $x \notin \overline{\mathcal{K}}$ then $x \notin \Phi_{e}^{B_{e} \oplus(\omega-\Omega(e))}$.
We thus conclude that $\overline{\mathcal{K}}=\Phi_{e}^{B_{e} \oplus(\omega-\Omega(e))}$, i.e. that $\overline{\mathcal{K}} \leq_{\mathrm{e}} B_{e}$, since $\Omega(e)$ is finite.
Notice that $P_{e}$ only receives attention once and that there thus exists a stage $\hat{t}_{e} \geq \hat{s}_{e}$ such that for all $s \geq \hat{t}_{e} P(e, s)=P\left(e, \hat{t}_{e}\right)$. I.e. $P(e)=P\left(e, \hat{t}_{e}\right)$

We see from the above that, assuming the Induction Hypothesis for $e$, the requirements $R_{e}, L_{e}$ and $P_{e}$ are satisfied and that the Induction Hypothesis is justified for $e+1$. This concludes the proof.

## 4 Enumeration 1-Genericity

Notation. As before we use $\mathcal{F}$ to denote the class of finite subsets of $\omega$. Also for any function $f: \omega \rightarrow \omega$ we use $G(f)$ to denote the graph of $f$.

Definition 4.1. $A$ set $A$ is defined to be enumeration 1-generic if, for all c.e. sets $W \subseteq \mathcal{F}$, either there exists a finite set $D_{A} \subseteq A$ such that $D_{A} \in W$ or a finite set $E_{A} \subseteq \bar{A}$ such that, for every $D \in W, D \cap E_{A} \neq \emptyset$.

Lemma 4.1. $A$ set $A$ is enumeration 1-generic iff, for every $e \in \omega$, either $e \in \Phi_{e}^{A}$ or, for some $E_{A} \subseteq \bar{A}, e \notin \Phi_{e}^{\omega-E_{A}}$.

Proof. $(\Rightarrow)$ Suppose that $A$ is enumeration 1-generic. Consider the c.e. set $W_{g(e)}=\left\{D \mid\langle e, D\rangle \in \Phi_{e}\right\}$. Then either, for some $D_{A} \in W_{g(e)}, D_{A} \subseteq A$, in which case $e \in \Phi_{e}^{A}$, or otherwise there exists $E_{A} \subseteq \bar{A}$ such that $D \cap E_{A} \neq \emptyset$ for all $D \in W_{g(e)}$. However in this case $e \notin \Phi_{e}^{\omega-E_{A}}$.
$(\Leftarrow)$ Consider the set $W_{e}$. Define $\Phi_{f(e)}=\left\{\langle x, D\rangle \mid x \in \omega \& D \in W_{e}\right\}$ Consider $f(e)$ itself. Then either $f(e) \in \Phi_{f(e)}^{A}$, i.e. there exists $\left\langle f(e), D_{A}\right\rangle \in \Phi_{f(e)}$-so that $D_{A} \in W_{e}$ by definition - such that $D_{A} \subseteq A$ or, otherwise by hypothesis, $f(e) \notin \Phi_{e}^{\omega-E_{A}}$ for some finite $E_{A} \subseteq \bar{A}$. However this means that, for all $D$ such that $\langle f(e), D\rangle \in \Phi_{e}, D \cap E_{A} \neq \emptyset$. In other words, for all $D \in W_{e}, D \cap E_{A} \neq \emptyset$.

Lemma 4.2. If $A$ is enumeration 1-generic and coinfinite, then $A$ is immune. Thus $A$ is not $\Pi_{1}^{0}$.

Proof. Suppose that $W$ is an infinite c.e. set such that $W \subseteq \bar{A}$. Let $\widehat{W}=\{\{n\} \mid$ $n \in \omega\}$. By enumeration 1-genericity there exists a finite set $E_{A} \subseteq \bar{A}$ such that $W \subseteq E_{A}$. An obvious contradiction. Hence $\bar{A}$ is immune.

Proposition 4.1. Suppose that $A=G\left(\chi_{C}\right)$ for some set $C$. Then, if $A$ is enumeration 1-generic, $C$ is 1-generic.

Proof. Consider any c.e. set of strings $W$. For any $\sigma \in 2^{<\omega}$, define

$$
D(\sigma)=\{\langle x, i\rangle \mid \sigma(x) \downarrow=i\}
$$

and set

$$
\widehat{W}=\{D(\sigma) \mid \sigma \in W\}
$$

Then, by hypothesis, either there exists $D \subseteq A$ such that $D \in \widehat{W}$ or otherwise there exists $E_{A} \subseteq \bar{A}$ such that $D \cap E_{A} \neq \emptyset$ for all $D \in \widehat{W}$. Now, if the former case applies, then $D(\sigma) \subseteq A$ for some $\sigma \in W$. But this means that $\sigma \subseteq C$ by definition of $D(\sigma)$. Otherwise let

$$
z_{E_{A}}=\max \left\{x \mid(\exists i \leq 1)\left[\langle x, i\rangle \in E_{A}\right]\right\}+1
$$

and set $\sigma_{C}=\chi_{C} \upharpoonright z_{E_{A}}$. Clearly $\sigma_{C} \nsubseteq \sigma$ for all $\sigma \in W$.
Lemma 4.3. If $A \in \Delta_{2}^{0}$ is enumeration 1-generic then $\operatorname{deg}_{\mathrm{e}}(A)$ is low .
Proof. Let $\boldsymbol{a}=\operatorname{deg}_{\mathrm{e}}(A)$. By Lemma 2.3 we know that

$$
I_{A}=\left\{e \mid \Phi_{e}^{A} \text { is infinite }\right\} \in \boldsymbol{a}^{\prime \prime} .
$$

Thus to show that $\boldsymbol{a}$ is low $_{2}$ it suffices to show that there exists a set $C \leq{ }_{\mathrm{e}} \overline{\mathcal{K}}$ such that $I_{A}=\left\{e \mid C^{[e]}\right.$ is finite $\}$ since this implies, by Lemma 2.2 that $\boldsymbol{a}^{\prime \prime}=\mathbf{0}_{\mathrm{e}}^{\prime \prime}$. We do this by enumerating $C$ using a construction with $\overline{\mathcal{K}}$ as oracle. Now, since $A$ is $\Delta_{2}^{0}$ we know that there is a function $f \leq_{\mathrm{T}} \mathcal{K}$ such that $\operatorname{Ran}(f)=A$ and
such that for all $n, f(n)<f(n+1)$. Accordingly we let $a_{0}<a_{1}<a_{2} \ldots$ be the resulting c.e. in $\mathcal{K}$ enumeration of $A$. At each stage $s+1$ of the construction $a_{s}$ is enumerated into $A$. Note that this means that the set

$$
U_{s+1}=_{\operatorname{def}}\left\{z \mid z<a_{s} \& z \notin A_{s+1}\right\} \subseteq \bar{A}
$$

Stage 0. Set $C_{0}=\emptyset$.
Stage $s+1$. For each $e>s$ do nothing (so that $C_{s+1}^{[e]}=\emptyset$ ). For each $e \leq s$ on the other hand, test whether, for all $x>s$,

$$
\langle x, D\rangle \in \Phi_{e} \Rightarrow D \cap U_{s+1} \neq \emptyset
$$

- If so, then enumerate $\langle e, s\rangle$ into $C$.
- Otherwise do nothing for index $e$.

Having processed each $e \leq s$ proceed to stage $s+2$. This completes the description of the construction.

In order to verify the construction there are two cases to consider.
Case A. $\Phi_{e}^{A}$ is infinite. Consider any stage $s+1$. If, for every $x>s$ and finite set $D$ such that $\langle\underline{x}, D\rangle \in \Phi_{e}$, it is the case that $D \cap U_{s+1} \neq \emptyset$ then $\Phi_{e}^{A} \subseteq\{0, \ldots, s\}$ since $U_{s+1} \subseteq \bar{A}$. A contradiction, hence $C^{[e]}=\emptyset$.
Case B. $\Phi_{e}^{A}$ is finite. Then, for some $s_{A}$, for all $x>s_{A}, x \notin \Phi_{e}^{A}$. Let

$$
W==_{\operatorname{def}}\left\{D \mid\langle z, D\rangle \in \Phi_{e} \& z>s_{A}\right\},
$$

and note that $W$ is c.e. Then, by enumeration 1-genericity of $A$ (and since there is no $\langle z, D\rangle \in \Phi_{e}$ with $z>s_{A}$ such that $D \subseteq A$ ) we know that there exists a finite set $E_{A} \subseteq \bar{A}$ such that $D \cap E_{A} \neq \emptyset$ for all $D \in W$. Let $z_{A}=\max E_{A}+1$ and also let $t_{a}$ be a stage such that $a_{t_{A}} \geq z_{A}$. Then, by construction, we can see that $C^{[e]} \supseteq\left\{\langle e, s\rangle \mid s>t_{A}\right\}$. In other words $C^{[e]}$ is cofinite (and so infinite).

Definition 4.2. $A$ set $A$ is singleton reducible to $a$ set $B\left(A \leq_{\mathrm{s}} B\right)$ if $A \leq_{\mathrm{e}} B$ via an operator $\Phi$ such that $|D| \leq 1$ for every axiom $\langle n, D\rangle \in \Phi$. We adopt similar notation to that of $\leq_{\mathrm{e}}$ for $\leq_{\mathrm{s}}$ using, for example deg $\mathrm{s}_{\mathrm{s}}(A)$ to denote the singleton degree of $A$.

Definition 4.3. An enumeration or singleton operator $\Phi$ is said to be finite branch if the set $\{D \mid\langle n, D\rangle \in \Phi\}$ is finite for all $n \in \omega$. A set $A$ is said to be finite branch for $\leq_{\mathrm{s}}\left(\leq_{\mathrm{e}}\right)$ if, for every $X \leq_{\mathrm{s}} A\left(X \leq_{\mathrm{e}} A\right)$ there exists a finite branch singleton (enumeration) operator that witnesses this relation. We say in this case that $\operatorname{deg}_{\mathrm{s}}(A)\left(\operatorname{deg}_{\mathrm{e}}(A)\right)$ is finite branch.

Remark. For $r \in\{\mathrm{e}, \mathrm{s}\}$, if $\operatorname{deg}_{\mathrm{r}}(A)$ is low then $\operatorname{deg}_{\mathrm{r}}(A)$ is finite branch.
Lemma 4.4. If $A \in \Sigma_{2}^{0}$ is enumeration 1-generic then $\operatorname{deg}_{\mathrm{s}}(A)$ is finite branch.
Proof. Note that this is obvious if $A$ is c.e. So suppose otherwise. Consider any set $B$ such that $B \leq_{\mathrm{s}} A$ and for simplicity suppose that this is witnessed by a
singleton operator $\Phi$ such that, for all $\langle z, D\rangle \in \Phi,|D|=1$. (Indeed, suppose that $\widehat{\Phi}$ is any singleton operator witnessing $B \leq_{\mathrm{s}} A$. Since $A$ is not c.e. we know that $A$ is not empty. Accordingly pick some $a \in A$ and define

$$
\Phi=\{\langle z, D\rangle|\langle z, D\rangle \in \widehat{\Phi} \&| D \mid=1\} \cup\{\langle z,\{a\}\rangle \mid\langle z, \emptyset\rangle \in \widehat{\Phi}\}
$$

Thus $|D|=1$ for every $\langle z, D\rangle \in \Phi$.)
For all $x \in \omega$ apply the enumeration 1-genericity of $A$ to the c.e. set $W_{f(x)}=$ $\{\{n\} \mid\langle x,\{n\}\rangle \in \Phi\}$ to see that

$$
\begin{equation*}
x \notin B \Leftrightarrow(\exists E \subseteq \bar{A})(\forall n)[\langle x,\{n\}\rangle \in \Phi \Rightarrow n \in E] . \tag{4.1}
\end{equation*}
$$

We can now construct a finite branch singleton operator $\Gamma$ witnessing $B \leq{ }_{\mathrm{s}} A$ via the following computable construction. For each $s \geq 0$ and for all $z \in \omega$ we compute a finite set $V_{z, s}$ at stage $s$. Suppose that $\left\{\Phi_{s}\right\}_{s \in \omega}$ is a c.e. approximation to $\Phi$ and that $\left\{A_{s}\right\}_{s \in \omega}$ is a good $\Sigma_{2}^{0}$ approximation to $A$.
Stage 0. Set $V_{z, 0}=\emptyset$ for all $z \in \omega$.
Stage $s+1$. For all $z>s$ reset $V_{z, s+1}=V_{z, s}=\emptyset$. For each $z \leq s$ proceed as follows.
Case $A$. For some $\langle z,\{n\}\rangle \in V_{z, s}, n \in A_{s+1}$ or there exists no $m$ such that $\langle z,\{m\}\rangle \in \Phi_{s+1}-V_{z, s}$ and $m \in A_{s}$. In this case set $V_{z, s+1}=V_{z, s}$.
$\underline{\text { Case B. }}$. Otherwise. In this case choose the least $m$ such that $\langle z,\{m\}\rangle \in \Phi_{s+1}-$ $V_{z, s}$ and $m \in A_{s+1}$ and set $V_{z, s+1}=V_{z, s} \cup\{\langle z,\{m\}\rangle\}$.
This completes the description of the construction at stage $s+1$. We define

$$
\Gamma=\bigcup_{z, s \in \omega} V_{z, s}
$$

We now verify that $\Gamma$ is a finite branch singleton operator witnessing $B \leq_{\mathrm{s}} A$.

- Suppose that $z \in B$. Let $m$ be the least number such that $\langle z,\{m\}\rangle \in \Phi$ and $m \in A$. There are two possible cases (i) and (ii) as follows.
(i) There exists a stage $s_{m}$ such that $\langle z,\{m\}\rangle$ is enumerated into $V_{z, s_{m}}$. But then clearly $V_{z, r}=V_{z, t_{m}}$ for all $r \geq t_{m}$ where $t_{m}$ is the least stage $\geq s_{m}$ such that $m \in A_{s}$ for all $s \geq t_{m}$.
(ii) Otherwise. Let $s^{*}+1$ be a good stage of $\left\{A_{s}\right\}_{s \in \omega}$ such that $\langle z,\{m\}\rangle \in \Phi_{s^{*}+1}$ and $m \in A_{s^{*}+1}$. Then, as $\langle z,\{m\}\rangle$ is not enumerated into $V_{z, s^{*}+1}$ there exists $\langle z,\{k\}\rangle \in V_{z, s^{*}}(\subseteq \Phi)$ such that $k \in A_{s^{*}+1} \subseteq A$. Then, replacing $m$ by $k$ in the argument for case (i) above we see that there exists a stage $t_{k}$ such that $V_{z, r}=V_{z, t_{k}}$ for all $r \geq t_{k}$.

Hence in both cases there exists some $p \in A$ and stage $t_{p}$ such that $\langle z,\{p\}\rangle \in$ $V_{z, t_{p}}$ and $\bigcup_{s \in \omega} V_{z, s}=V_{z, t_{p}}$. In other words $z \in \Gamma^{A}$ and $\bigcup_{s \in \omega} V_{z, s}$ is finite.

- Now suppose that $z \notin B$. Then, letting $U_{z}=\{n \mid\langle z,\{n\}\rangle \in \Phi\}$, we know by (4.1) that for some finite $E, U_{z} \subseteq E \subseteq \bar{A}$. Moreover, by construction

$$
\bigcup_{s \in \omega} V_{z, s} \subseteq\{\langle z,\{n\}\rangle \mid\langle z,\{n\}\rangle \in \Phi\}
$$

Hence $\bigcup_{s \in \omega} V_{z, s}$ is finite. Clearly also $z \notin \Gamma^{A}$ as $U_{z} \subseteq \bar{A}$.
We conclude therefore that $\Gamma$ is branch finite and that $B=\Gamma^{A}$.
Corollary 4.1. If $A \in \Delta_{2}^{0}$ is enumeration 1-generic then $\boldsymbol{a}=\operatorname{deg}_{\mathrm{s}}(A)$ only contains $\Delta_{2}^{0}$ sets. In other words $\boldsymbol{a}$ is a low singleton degree.

Definition 4.4. A computable approximation of finite sets $\left\{B_{s}\right\}_{s \in \omega}$ is said to be a $\Pi_{2}^{0}$ approximation to the set $B$ if

$$
\begin{equation*}
B=\left\{n \mid \forall t(\exists s \geq t)\left[n \in B_{s}\right]\right\} . \tag{4.2}
\end{equation*}
$$

A computable approximation of finite sets $\left\{B_{e, s}\right\}_{e, s \in \omega}$ is said to be a $\Pi_{2}^{0}$ approximation to the class $\mathcal{B} \subseteq \Pi_{2}^{0}$ if, for all $e \in \omega,\left\{B_{e, s}\right\}_{s \in \omega}$ is a $\Pi_{2}^{0}$ approximation and, letting $B_{e}=\left\{n \mid \forall t(\exists s \geq t)\left[n \in B_{e, s}\right]\right\}$ for every index e, $\mathcal{B}=\left\{B_{e}\right\}_{e \in \omega}$. In this case we say that $\mathcal{B}$ is uniform $\Pi_{2}^{0}$. We define a $\Sigma_{2}^{0}$ approximation, and a uniform $\Sigma_{2}^{0}$ class etc. in a similar way, simply replacing (4.2) by

$$
\begin{equation*}
B=\left\{n \mid \exists t(\forall s \geq t)\left[n \in B_{s}\right]\right\} \tag{4.3}
\end{equation*}
$$

Lemma 4.5. If $B \in \Pi_{2}^{0}$ is enumeration 1-generic, then the class $\mathcal{B}={ }_{\operatorname{def}}\{X \mid$ $\left.X \leq{ }_{\mathrm{e}} B\right\}$ is uniform $\Pi_{2}^{0}$.

Proof. Let $\left\{B_{s}\right\}_{s \in \omega}$ be a $\Pi_{2}^{0}$ approximation to $B$, and $\left\{\Phi_{e}\right\}_{e \in \omega}$ be the standard computable listing of enumeration operators specified on page 605 with c.e. approximation $\left\{\Phi_{e, s}\right\}_{e, s \in \omega}$.

We define a uniform $\Pi_{2}^{0}$ class $\left\{B_{e}\right\}_{e \in \omega}$ with associated uniform $\Pi_{2}^{0}$ approximation $\left\{B_{e, s}\right\}_{e, s \in \omega}$ such that $\mathcal{B}=\left\{B_{e}\right\}_{e \in \omega}$. In order to do this we define the parameters $\mu(z, D, e, s)$ and $m(z, e, s)$ so that $\mu(z, D, e, 0)=\emptyset$ and $m(z, e, 0)=0$ for every $z, e \in \omega$ and $D \in \mathcal{F}$ (the class of finite sets), and such that for all $s \geq 0$,

$$
\mu(z, D, e, s+1)= \begin{cases}\mu(z, D, e, s) & \cup\left\{y \mid y \in D \& y \in B_{s+1}\right\} \\ & \text { if }\langle z, D\rangle \in \Phi_{e}[s+1] \text { and } \mu(z, D, e, s) \neq D \\ \emptyset & \text { otherwise }\end{cases}
$$

(so that $\mu(z, D, e, s+1)$ is reset to $\emptyset$ if $\mu(z, D, e, s)=D$ ) and

$$
m(z, e, s+1)= \begin{cases}1 & \text { if } \mu(z, D, e, s)=D \text { for some axiom }\langle z, D\rangle \in \Phi_{e}[s] \\ 0 & \text { otherwise }\end{cases}
$$

Accordingly we now define, for all $e, s \in \omega$.

$$
B_{e, s}= \begin{cases}\emptyset & \text { if } e \geq s  \tag{4.4}\\ \{z \mid m(z, e, s)=1\} & \text { otherwise }\end{cases}
$$

We now check that, for any given index $e, \Phi_{e}^{B}=\left\{n \mid \forall t(\exists s \geq t)\left[n \in B_{e, s}\right]\right\}$. Suppose firstly that $z \in \Phi_{e}^{B}$. Then for some axiom $\langle z, D\rangle \in \Phi_{e}$, we have that
$D \subseteq B$. Since $\left\{B_{s}\right\}_{s \in \omega}$ is a $\Pi_{2}^{0}$ approximation to $B$, it is clear, by inspection of the construction that the set $S_{z}=\left\{s \mid \mu(z, D, e, s)=D\right.$ and $\left.\langle z, D\rangle \in \Phi_{e}[s]\right\}$ is infinite. Moreover, by definition $m(z, e, s+1)=1$ and so $z \in B_{e, s+1}$ for every $s \in S_{z}$. Now suppose that $z \notin \Phi_{e}^{B}$. Then, as $B$ is enumeration 1 -generic, there exists some finite set $E_{z} \subseteq \bar{B}$ such that $z \notin \Phi_{e}^{\omega-E_{z}}$. Since $\left\{B_{s}\right\}_{s \in \omega}$ is a $\Pi_{2}^{0}$ approximation to $B$, there exists a stage $s_{z}$ such that $E_{z} \subseteq \overline{B_{s}}$ for all $s \geq s_{z}$. Notice that this means that $m(z, e, t+1)=0$ and hence also $z \notin B_{e, t+1}$ for all $t \geq s_{z}$.

We are thus able to conclude that $\mathcal{B}=\left\{B_{e}\right\}_{e \in \omega}$ where the latter is derived from the uniform $\Pi_{2}^{0}$ approximation $\left\{B_{e, s}\right\}_{e, s \in \omega}$ defined in (4.4).
Remark. Consider any $\Sigma_{2}^{0}$ set $A$ such that $\bar{A}$ is enumeration 1-generic. Then, by Lemma 4.5 we know that $\mathcal{B}=_{\text {def }}\left\{X \mid X \leq_{\mathrm{e}} \bar{A}\right\}$ is uniform $\Pi_{2}^{0}$. This of course implies that, for any $\boldsymbol{x} \leq \boldsymbol{b}={ }_{\text {def }} \operatorname{deg}_{\mathrm{e}}(\bar{A}), \boldsymbol{x}$ contains sets of arithmetical complexity at most $\Pi_{2}^{0}$. Moreover, it follows from Proposition 5 of CM85 that $\mathcal{A}={ }_{\text {def }}\left\{Y \mid Y \leq_{\mathrm{e}} A\right\}$ is uniform $\Sigma_{2}^{0}$, since the latter (Proposition) implies that this property holds for any $A \in \Sigma_{2}^{0}$. Note also that obviously Lemma 4.5 holds for $B=\bar{A}$ if $A \in \Sigma_{2}^{0}$ is symmetric enumeration 1-generic, as defined below, and so also, by Lemma 4.7 if $A$ is 1 -generic.

Definition 4.5. $A$ set $A$ is defined to be symmetric enumeration (s.e.) 1-generic if both $A$ and $\bar{A}$ are enumeration 1-generic.

Lemma 4.6. If $A$ is s.e. 1-generic then $A \notin \Sigma_{1}^{0} \cup \Pi_{1}^{0}$.
Proof. Either $A$ or $\bar{A}$ is infinite. Suppose, without loss of generality that $\bar{A}$ is infinite. Thus $\bar{A}$ is immune and so $A$ is not $\Pi_{1}^{0}$. Thus $A$ is infinite. But then $A$ is immune also and so $A$ is not $\Sigma_{1}^{0}$. Hence $A \notin \Sigma_{1}^{0} \cup \Pi_{1}^{0}$.

Remark. We remind the reader that (as is easily shown) a set $A$ is 1 -generic iff $\bar{A}$ is 1-generic.

Lemma 4.7. If $A$ is 1-generic then $A$ is s.e. 1-generic.
Proof. We begin by showing that $A$ is enumeration 1-generic. Consider any c.e. set $W \subseteq \mathcal{F}$. We must show that either there exists $D_{A} \subseteq A$ such that $D_{A} \in W$ or otherwise that there exists $E_{A} \subseteq \bar{A}$ such that, for all $D \in W, D \cap E_{A} \neq \emptyset$.

Define

$$
\mu(D)=\left\{\sigma\left|\sigma \in 2^{<\omega} \&\right| \sigma \mid>\max D \&(\forall x \in D)[\sigma(x)=1]\right\}
$$

and define

$$
\widehat{W}=\bigcup_{D \in W} \mu(D)
$$

Then, as $\widehat{W}$ is c.e. and $A$ is 1 -generic, there are two possible cases.

1) There exists $\sigma_{A} \subseteq \chi_{A}$ such that $\sigma_{A} \in \widehat{W}$. In this case let $D_{A} \in W$ be the finite set such that $\sigma_{A} \in \mu\left(D_{A}\right)$. Then $\sigma_{A}(x)=1$ for all $x \in D_{A}$. In other words $D_{A} \subseteq A$.
2) There exists some $\sigma_{A} \subseteq \chi_{A}$ such that for all $\sigma_{A} \subseteq \sigma, \sigma \notin \widehat{W}$. In this case let

$$
E_{A}=\left\{x\left|x<\left|\sigma_{A}\right| \& \sigma_{A}(x)=0\right\}\right.
$$

Then $E_{A} \subseteq \bar{A}$. Suppose that there exists $D \in W$ such that $D \cap E_{A}=\emptyset$. Define $\sigma$ so that $|\sigma|=\max \left\{\max D+1,\left|\sigma_{A}\right|\right\}$ and such that, for all $x<|\sigma|$,

$$
\sigma(x)= \begin{cases}1 & \text { if } x<\left|\sigma_{A}\right| \text { and } \sigma_{A}(x)=1, \text { or } x \in D \\ 0 & \text { otherwise }\end{cases}
$$

Then $\sigma \in \mu(D)$, so that $\sigma \in \widehat{W}$, and $\sigma_{A} \subseteq \sigma$. Contradiction. Therefore we know that, for all $D \in W, D \cap E_{A} \neq \emptyset$.

From this we conclude that $A$ is enumeration 1-generic. By a symmetric argument, using the fact that 1-genericity of $A$ implies 1 -genericity of $\bar{A}$, it follows that $\bar{A}$ is also enumeration 1-generic. Thus $A$ is s.e. 1-generic.

Lemma 4.8. For any $A \in \Sigma_{2}^{0}$, if $A$ is s.e. 1 -generic and $d e g_{\mathrm{e}}(\bar{A})$ is good then both $A$ and $\bar{A}$ are low.

Proof. Since $d e g_{\mathrm{e}}(\bar{A})$ is good we know, by Lemma 2.4 that $\overline{K_{\bar{A}}} \equiv{ }_{\mathrm{e}} J_{\bar{A}}$. Let $R_{A}$ be a computable predicate such that, for any $E \in \mathcal{F}, E \subseteq A$ iff $\exists t \forall s R_{A}(E, t, s)$. Now,

$$
\begin{aligned}
e \in \overline{K_{\bar{A}}} & \Leftrightarrow e \notin \Phi_{e}^{\bar{A}} \\
& \Leftrightarrow(\exists E \subseteq A)\left[e \notin \Phi_{e}^{\omega-E}\right], \quad \text { by enumeration 1-genericity of } \bar{A}, \\
& \Leftrightarrow \exists E \exists t \forall s \forall r \forall D\left[R_{A}(E, t, s) \&\left(\langle e, D\rangle \in \Phi_{e, r} \Rightarrow D \cap E \neq \emptyset\right)\right]
\end{aligned}
$$

Thus $\overline{K_{\bar{A}}}$ is $\Sigma_{2}^{0}$. So $\bar{A}$ is low. But then, by the same reasoning applied to $\overline{K_{A}}$ this time using the fact that $\overline{K_{A}} \equiv{ }_{\mathrm{e}} J_{A}$ (since $A$ is $\Sigma_{2}^{0}$ ) and that $\bar{A}$ is $\Sigma_{2}^{0}$ (since $\bar{A}$ is low) we get that $A$ is also low.

Proposition 4.2. There exists a bad $\Pi_{2}^{0}$ enumeration degree $\boldsymbol{b}$ such that, for $\boldsymbol{b}$ itself and some $B \in \boldsymbol{b}$ the following is true for $\boldsymbol{b}, A==_{\operatorname{def}} \bar{B}$ and $\boldsymbol{a}=\operatorname{deg}_{\mathrm{e}}(A)$.
(1) $\boldsymbol{a}$ is 1-generic as witnessed by $A$.
(2) $\boldsymbol{a}$ is noncuppable and hence downwards properly $\Sigma_{2}^{0}$.
(3) $\boldsymbol{a}^{\prime \prime}=\mathbf{0}_{\mathrm{e}}^{\prime \prime}$, i.e. $\boldsymbol{a}$ is low $_{2}$.
(4) The class $\mathcal{B}={ }_{\operatorname{def}}\left\{X \mid X \leq_{\mathrm{e}} B\right\}$ is uniformly $\Pi_{2}^{0}$ so that, in particular, $\boldsymbol{b}$ (and any $\boldsymbol{x} \leq \boldsymbol{b}$ ) only contains $\Pi_{2}^{0}$ sets.
(5) $d e g_{\mathrm{s}}(A)$ is finite branch.
(6) $\boldsymbol{b}$ is properly $\Pi_{2}^{0}$.
(7) $K_{B} \not \not 又 \mathrm{e}^{K_{B}}$, i.e. $J_{B} \not \leq_{\mathrm{e}} \overline{K_{B}}$.
(8) $\boldsymbol{b}^{\prime} \leq \mathbf{0}_{\mathrm{e}}^{\prime \prime}$.

Proof. For parts (1)-(5) apply Theorem 3.1 in conjunction with Lemma 4.7 Lemma 4.8, Lemma 4.5 and Lemma 4.4.

Part (6) follows from the fact that $A$ is properly $\Sigma_{2}^{0}$. Indeed suppose that $X \in \boldsymbol{b}$ is $\Delta_{2}^{0}$. Then $\bar{A}=B \leq_{\mathrm{e}} X$. So $\bar{A}$ is $\Delta_{2}^{0}$. Contradiction.

For part (7) notice that $K_{B}$ is $\Pi_{2}^{0}$ (as $K_{B} \leq_{\mathrm{e}} B$ ). Hence $\overline{K_{B}}$ is $\Sigma_{2}^{0}$. If $K_{B} \leq_{\mathrm{e}}$ $\overline{K_{B}}$ then $B \leq_{\mathrm{e}} \overline{K_{B}}$ so that $B$ is $\Sigma_{2}^{0}$. Again contradicting the fact that $A$ is properly $\Sigma_{2}^{0}$.

Part (8) can be deduced from either part (3) or part (4). For example from part (4), as we have just seen, $K_{B}$ is $\Pi_{2}^{0}$ and $\overline{K_{B}}$ is $\Sigma_{2}^{0}$. Thus $J_{B}$ is $\Sigma_{3}^{0}$ and so $J_{B} \leq_{\mathrm{e}} J_{\emptyset}^{(2)}$.

Remark. The reader might like to compare the contrasting result for good enumeration $\boldsymbol{a}$ and good approximable $A \in \boldsymbol{a}$ in Lemma 2.4 and that for bad enumeration degree $\boldsymbol{b}$ and the set $B \in \boldsymbol{b}$ in part (7) of Proposition 4.2.
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