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Dynamic Edge Coloring with Improved Approximation

Ran Duan *

Abstract

Given an undirected simple graph G = (V, E) that undergoes
edge insertions and deletions, we wish to efficiently maintain
an edge coloring with only a few colors. The previous best
dynamic algorithm by [3] could deterministically maintain a
valid edge coloring using 2A — 1 colors with O(log A) update
time, where A stands for the current maximum vertex degree
of graph G. In this paper, we first propose a new static
(1 + €)A edge coloring algorithm that runs in near-linear
time. Based on this static algorithm, we show that there is
a randomized dynamic algorithm for this problem that only
uses (14-€)A colors with O(log® n/e*) amortized update time
when A > Q(log? n/e?), where € > 0 is an arbitrarily small
constant.

1 Introduction

Graph edge-coloring is a basic problem in computer
science. A valid edge coloring of a simple undirected
graph is an assignment of all edges to colors such that no
two different edges with the same color share a common
endpoint. Clearly, any valid edge coloring must use at
least A different colors, where A denotes the maximum
vertex degree in the graph. On the one hand, a cubic
time algorithm from [16] could compute a A+1 coloring
for any graphs; on the other hand, it was proved in [11]
that deciding whether the minimum number of colors
used by any edge coloring is A or A+ 1 is NP-complete.

In this paper we study the edge coloring problem
in a dynamic setting; namely the underlying graph
undergoes a sequence of edge insertions and deletions,
and we wish to efficiently maintain a valid edge coloring
using a small number of different colors. This problem
was first studied in [2] which gave a dynamic algorithm
with O(v/A) worst-case update time using O(A) colors.
This result was significantly improved by [3] which
proposed a simple deterministic dynamic algorithm
using 2A — 1 colors with O(log A) worst-case update
time. As we can see from the literature, so far there is
no dynamic algorithm that could efficiently maintain a
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valid edge coloring using 2A — 2 colors. The essential
difference between 2A — 1 coloring and 2A — 2 coloring
is that the former problem is locally-fixable [3] while the
latter is not. Local fixability usually makes a dynamic
problem easier because one can always recover the
output without changing much of the current structure.

So what do we know about edge coloring with
less than 2A — 1 colors? A negative result from [4]
shows that, for any ¢ < A/3, there exists a (A + ¢)
partially colored graph with a unique uncolored edge,
such that in order to obtain a full (A + ¢) edge coloring
of the entire graph, one always needs to change the
colors of Q(% logn) many different edges. Therefore, it
seems rather hard to look for dynamic algorithms with
poly(logn, 1/€) update time using, say, A + v/A colors,
because of a lower bound of Q(v/Alogn) which is large
when A is polynomially large. Given this, it would be
natural to consider edge coloring using at most (1+¢)A
colors, where € € (0,1) is a constant value.

PrROBLEM 1. Is there a dynamic algorithm that effi-
ciently maintains a (1 + €)A edge coloring?

Our results We have made a partial progress to
answer Problem 1 by proposing a dynamic algorithm
that maintains a (1 + €)A edge coloring with poly-
logarithmic amortized update time but only for A >
Q(log* n/e?). The main idea of our dynamic algorithm
originates from a new near-linear time algorithm for
the static version of (1 + €)A edge coloring, which is
a byproduct of this paper.

THEOREM 1.1. For any constant € > 0, there exists a
randomized algorithm that finds a (1+€)A edge coloring
for a simple undirected graph G (in the static setting)
in O(mlog®n/e?) time, where A = Q(logn/e) is the
mazximum verter degree.

This is the first near-linear time algorithm for edge
coloring in general graphs using (1 + €)A colors with
€ < 0.5. Previously we only know about two near-
linear time algorithms for bipartite graphs [1, 5] using
exactly A colors, and by a reduction from edge coloring
in general graphs to bipartite graphs, these algorithms
yield a 3[A/2]' edge coloring algorithm for general
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graphs in near-linear time [12]. For general graphs with
A + 1 colors, the well-known Vizing’s algorithm [16]
gives an O(mn) time upper bound, which was improved
to O(Am) and O(mn'/?) in [9], still far from being near-
linear when A is polynomially large.

Next we state our main results for dynamic edge
coloring with an improved approximation for large
values of A with poly-logarithmic update time.

THEOREM 1.2. For any constant ¢ > 0, there is a
randomized fully dynamic algorithm that maintains a
(1 + €)A edge coloring of an undirected simple graph
in worst-case O(log” n/e?) update time, where A =
Q(log® n/e?) denotes an upper bound on the mazimum
vertex degree and is a fixed value throughout edge
insertions and deletions.

THEOREM 1.3. For any constant € > 0, there is a
randomized fully dynamic algorithm that maintains a
(1 + €)A edge coloring of an undirected simple graph
in amortized O(log®n/e*) update time, where A =
Q(log® n/e®) denotes the mazimum vertex degree and
could possibly change over time.

As we will see, Theorem 1.3 is achieved by applying
Theorem 1.2 as a black box to deal with a changing
parameter A, but with a cost of turning a worst-case
update time into an amortized update time.

Related work Dynamic edge coloring is a relatively
new problem in the field of dynamic graph algorithms.
Other than the two papers [3, 2] we have mentioned,
there are only a few experimental results [7, 13, 15, 10].

Another line of work focuses on edge coloring in the
LOCAL model. Here is a brief overview of distributed
algorithms on edge coloring using less than 2A — 1
colors. All known LOCAL algorithms are randomized,
expect for the (A + 1) coloring from [16] which takes
time proportional to the graph diameter. When one
is allowed to use 1.6A colors, there is a randomized
algorithm by [14] with O(logn) running time that works
for all A > log' W n. As for (1 4+ €)A edge coloring,
the earliest result from [6] uses O(¢~1loge! + logn)
time under the condition that A > log1+o(1) n. The
range of A was extended to A > A, in [8] along
with an algorithm with running time O((e 2loge™! +
log™n)[ ziolgrj(lﬂ) where A, is a constant that only
depends on e¢. The running time was significantly
improved by [4] to O(log e‘W%W + log™ n) and
O(log e [ 2222 ] + (loglog n)>T°() that works for
all A > (logn)'T°™M /e and A > A, respectively. To go
beyond (1 + €)A colors, [4] also proposed an algorithm
with O(log A[ zgolgﬁ(lﬂ + (loglogn)3t°M) time using
A + O(V/A) colors, which works for any value of A.

2 Preliminaries

Let G = (V,E) be the undirected simple graph of
interest, with n = |V| and m = |E|. Denote by A
an upper bound on the maximum vertex degree of G.
Let S = [(1 + ¢)A] be the set of all available colors,
where 0 < € < 1 is a constant. Throughout the
execution of our algorithms (static and dynamic), let
EdgeColor : E — S U {L} be the current coloring of
edges by our algorithms. For any edge e € E, when
EdgeColor[e] =i € [(1 4 €)A], it means e is colored with
the i-th color; when EdgeColor[e] =1, it means e is not
colored yet, and thus EdgeColor would be a partial edge
coloring of graph GG. For any vertex v € V, define set
UsedColor[v] = {EdgeColorle] | e = (v,u),u € V} be the
set of colors (including 1) around v. Finally, for any
partially colored graph G and any subset U C V, let
G[U] be the induced subgraph of G on vertex subset U
with the same partial coloring.

Next we discuss some basic tools which will be
utilized in our static and dynamic algorithms. Consider
any partially colored graph G. First we introduce a
new notion of “palette” which refers to a proper subset
of colors.

DEFINITION 2.1. (PALETTE) For a partially colored G,
a color subset C' C S is a palette, if for every vertex
veV,CN(S\ UsedColor[v]) # 0; in words, there is a
color from C which is not present around v.

The following lemma shows an easy construction of
palettes using randomization.

LEMMA 2.2. Let G be a partially colored graph, and
let B be a positive constant integer. Then, as long as
A > Q(Blogn/e) a random subset of colors C C S of
size [ Blogmn/e]| makes a valid palette with respect to the
partial coloring, with probability 1 — n~B/2+1,

Proof. Because of a uniform upper bound of A on vertex
degrees, for each vertex v, at least a proportion of
€/(1 + €) colors are missing from its incident edges.
Hence a random color ¢ € S comes from S\ UsedColor[v]
with probability at least ¢/(1 4+ €). Therefore, the
probability that C'N (S \ UsedColor[v]) = 0 is smaller
than (1—e/(1+¢€))Blosn/c < (1 —¢/2)Blogn/e < pn=B/2,
By the union bound, with probability > 1 — n~5/2+1,
we have C'N (S '\ UsedColor[v]) # 0 for all v € V.

Another notion we heavily rely on is called “alter-
nating path” which is defined below.

DEFINITION 2.3. (ALTERNATING PATH) Let G be a
partially colored graph. Let ci,ca € S be a pair of
different colors. An (c1,c2)-alternating path in G is
a simple path w1 — us — -+ — wuy, such that: (1)
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co ¢ UsedColor[ui],{c1,c2} \ UsedColorlu;] # 0; (2)
EdgeCO/Or[(UQi_l,ugi)] = C1, EdgeCo/or[(UQi,u2i+1)] =
Cg,V’i.

These lemmas below should be folklore regarding
alternating paths.

LEMMA 2.4. (VERTEX-DISJOINTNESS) In any partially
colored graph G, for any pair of different colors cq,co,
all different (c1, co)-alternating paths are vertex-disjoint
or refer to the same simple path but in reverse order.

LEMMA 2.5. Consider a flip operation: given any
(c1,c0)-alternating path denoted by u; — ug — -+ —
uy, we change the coloring EdgeColor|(ug;—1,ua;)] <+
o, EdgeColor|(ug;, ugi+1)]  +  ¢1,Vi. Then af-
ter this operation, this path becomes a (c2,c1)-
alternating path, and the partial coloring stays wvalid;
plus, UsedColorlu;] < UsedColor[ui] @& {c1,c2}? and
UsedColor|u;] < UsedColor[u;] ® {c1,c2}, and all other
sets UsedColor[v],v ¢ {u1,w} stay unchanged.

3 Static edge coloring in near-linear time

In this section we introduce a randomized near-linear
time algorithm for approximate edge coloring; that is,
we prove Theorem 1.1.

In the following lemma, we review an algorithm
that, given a palette, one can color any currently
uncolored edge by running Vizing’s algorithm only using
colors from this palette.

LEMMA 3.1. (A SLIGHT REVISION OF [16]) Let (u,v)
be an uncolored edge in G, and let C be a palette of
size O(logn/e) with respect to the current partial color-
ing of G. Then we can adjust the part of G with colors
only from C so that (u,v) can be colored using a color

from C.

Proof. We compute a chain of vertices around u in
the following manner. Start from vy = v, and k =
0. By Definition 2.1, there exists a color ¢ € C'N
(S \ UsedColor[vg]). Suppose we already have two
sequences of different neighbors of u and colors which
are vo,v1,v2, - ,v; and cg,c1,- - ,C, such that: (1)
EdgeColor[(u,v;)] = ¢;—1,V1 < i < k; (2) ¢; € CN(S\
UsedColor[v;]),¥0 < i < k. Then consider two cases
below.

e If ¢, is also not present around wu, namely
cr, ¢ UsedColor[u], then we simply rotate the col-
ors: EdgeColor[(u,vg)] + co, EdgeColor[(u,v1)] +
c1,- - ,EdgeColor[(u,v;)] <+ ¢x.  This opera-
tion would obtain a new partially coloring where

EdgeColor[(u,v)] #L.

2@ denotes symmetric difference between two sets.

e Else, there exists a unique neighbor w of v such that
(u,w) has color cg. If w has not appeared before
among vg, V1, V2, + , Uk, then we set vy4+1 = w and
increment k < k4 1; otherwise we do the following
things.

Assume w = v; for a j € (0,k), and then ¢;_1 = ¢y.
Choose an arbitrary ¢ € CN(S\UsedColor[u]). Find
the (cg, c)-alternating path starting at . Consider
two possible cases of this alternating path.

(1) The path does mnot end at wv;_1.

Then we change the coloring:
EdgeColor|[(u,vg)] < co, EdgeColor[(u,v1)] +
c1,- -+, EdgeColor[(u,vj_1)] < ¢;—1, and then
flip the coloring of the alternating path.
By Lemma 2.5, only endpoints of the alternat-
ing path change their UsedColor sets. Since
vj—1 is not one of the endpoints, assigning
UsedColor|[(u, vj—1)] <= ¢j—1 is legal. Also note
that this ends up with a valid partial coloring
with one more edge being colored, which is
(u,vg).

(2) The path ends at v;_;. Then we first flip

the coloring of the alternating path, and
modify the coloring: EdgeColor[(u,v;)] <
EdgeColor[(u,v;+1)],Y0 < i < k, and also
EdgeColor|[(u, vg)] < ck-
Since before the modifications c¢;_1 ¢
UsedColor[vj_1], the alternating path must
end at v;_; with a c-color edge. By
Lemma 2.5, after such modifications, we know
¢ ¢ UsedColor[v;_1],c; ¢ UsedColor[u], and
hence the final coloring is valid.

Pseudocode 1 below summarizes the algorithm de-
scribed in Lemma 3.1.

COROLLARY 3.1. Define L to be the length of the
(c1,c2)-alternating path described in the proof of
Lemma 8.1. Then Algorithm 1 can be implemented in
O(Llogn + log® n/e?) time.

Proof. Finding each ¢, can be done in time O(log? n/e)
by going over all choices in ¢, € C and checking if ¢ €
S\ UsedColor[vy] using a binary search tree. Also, using
binary search trees to index neighbors of vertices by
colors, the algorithm runs in time O(L log n+k log® n/e),
if the algorithm ends up with a sequence of neighbors
Vg, V1, ,Vk. Now by the way the algorithm is defined,
all colors ¢y, ¢y, -+ ,ck_1 are different and are from the
palette C, and therefore k < |C| = O(logn/e).

Now we turn to describe our main algorithm for the
static edge coloring problem. To efficiently color one
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Algorithm 1: Vizing(u,v,C)

1
2
3
4
5

10
11
12

13
14
15
16

17
18

19

20
21
22

23

24

vy v, k=0;
while true do

else
find w such that EdgeColor[(u, w)] = cx;
if wé¢ vy, - v, then

select ¢, € C'N (S '\ UsedColor|vg]);

if ¢ ¢ UsedColor[u] then

EdgeColor[(u, v;)]
EdgeColor[(u, vi11)], V0 < i < k;

EdgeColor|[(u, vg)] < cx;

return;

k< k+1;

Vi < W,

Ise

assume w = v;, j € (0,k);

select ¢ € C'N (S '\ UsedColor[u]);

find (e, ¢)-alternating path p starting

at u;

if p does not end at v;_; then

EdgeColor|[(u, v;)] +
EdgeColor[(u, v;41)], V0 < i < j;

flip the coloring of p;

else
flip the coloring of p;
EdgeColor|[(u, v;)] +
EdgeColor[(u, v;4+1)], V0 < i < k;
EdgeColor[(u, vg)] + cx;

return;

more edge in a partially colored graph, we might not
want to pick an arbitrary edge and apply Algorithm 1,
since the length of the alternating path could be as large
as ©(n). The following lemma says that one can always
select an easy edge (u,v) so that L becomes small.

LEMMA 3.2. Let G be a partially colored graph, and
let U be a vertex cover of all uncolored edge. Suppose
we can uniform-randomly take samples from U. Then
there is a randomized algorithm with running time

4
O("elflgUI”) that colors one more uncolored edge in G

with probability > 1 —n=Y.

Proof. We are only interested in the case where |U| >
Q(log® n/e?), since otherwise we directly run Algo-
rithm 1 on an arbitrary uncolored edge. Let u € U
be any vertex. By definition there exists v € V such
that (u,v) currently has no color (break ties in an arbi-
trary way). Then define (c1[u], c2[u]) to be the ordered
pair of colors from C' of the alternating path if we choose
to run Algorithm 1 for the uncolored edge (u,v) with
palette C, and let p[u] be the corresponding alternating
path itself; if the algorithm does not take any alter-
nating path during its execution, then we simply define
(c1[u], co[u]) = (L, L), and p[u] refers to an empty path.

Cram 3.3. All plu],Yu € U ezist simultaneously in the
current graph G.

Proof of claim. This is because Algorithm 1 does not
change any color before it tries to find the alternating
path.

Our algorithm is fairly simple. We first take a
random palette of size 20logn/e, and then uniform-
randomly take a vertex uw € U, as well as a neighbor
v such that EdgeColor[(u,v)] =L. After that we run Al-
gorithm 1 on the uncolored edge (u, v); if the alternating

path plu] has length > 32022"‘715%2", then we abort and
start over. The following pseudo-code OneMore summa-
rizes this procedure.

By Corollary 3.1, the running time of OneMore is

O("jglg;l”). Next we analyze its correctness.

The total number of possible pair (c1[u], ca[u]) is
|IC|(|C| — 1) +1 < 4001og® n/e?. Define D C C? U {(L
, L)} such that for any (c1,c2) € D, there exists at least

2
8081‘0(2271 different u € U with (c1[ul, c2[u]) = (c1,¢2).

We call u “good” if (e1[u], c2lu]) € D.
CLAM 3.4. At least half of vertices from U are good.

Proof of claim. By definition, for any (c1,c2) ¢ D,

2
there are at most ﬁ many v € U such that
(c1[u],ca[u]) = (c1,¢2). Ranging over all different
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Algorithm 2: OneMore(G,U) Algorithm 3: Color(G = (V, E))
1 fort=1,2,---,30logn do 1i=1logA;
sample a palette C' C S of size 20logn/e; 2 while i > 0 do
uniform-randomly sample a vertex u € U, 3 build a uniform-random sampler on vertex
and let v be its neighbor such that set Vi;
EdgeColor[(u,v)] =L; 4 while G[V; U Vi1 -+ - U Vigg Al is not fully
4 run Vizing(u, v, C') until it discovers colored do
3200n log? n invok
plul] > 200le" 2, 5| | invoke

5 if length of plu] exceeds % then

6 abort the execution of Vizing(u,v,C),
and rollback all changes in the coloring;

else
8 (u,v) is guaranteed to get a color from C
and break;

choices of such (¢1,c¢2) ¢ D, the total number of u €
2

U with (e1[u],cau]) = (c1,c2) is at most % :

4001og® n/e? = |U|/2.

CramM 3.5. Let A C U be a set of all good vertices with
an equal value of (c1]], 02[']). Then, for at least half of

we 4, |plu)] < gper.

Proof of claim. Suppose otherwise; that is, for more
2
than half of v € A, |p[u]| > %. Since at

most two different u,v € A can share the same (c1, c2)-
alternating path (that is, p[u] and p[v] refer to the
same simple path in reverse order), by Lemma 2.4

the union of all plu],u € A would have more than
1, A
22

By the above two claims, with probability > 1/2,
line-3 of OneMore takes a good u € U; conditioned

on that, with probability > 1/2, line-4 is running on
an instance with |plu]| < %. Therefore, the
failure rate of every iteration over ¢ is less than %—i—n*g,
and thus the overall success rate would be at least
1— (% +n79)3010gn >1— n*Q

2 log2 . ..
. 302;1# > n vertices, contradiction.

Finally we show how to repeatedly apply Lemma 3.2

to prove Theorem 1.1.
Proof of Theorem 1.1. For every ¢ < logA, let
Vi = {u | deg(u) € [2%,2/"1)}. Consider the following
algorithm Color. Correctness of coloring is guaranteed
by Lemma 3.2. Next we focus on the running time.

Fix one iteration of the outer loop. Let n; = |V\
and then by definition n; +ni41+---+nppga < m/2071
By Lemma 3.2, each invocation of OneMore takes tlme
O™ (4 i1+ +nioga)/h) < O(THE 1) where
we assume h denote the current number of vertices in V;

OneMore(G[V; U Vi1 -+ U Viggal, U),
where U C V; is the set of all vertices in
V; with incident uncolored edges;

6 11— 1;

with uncolored incident edges. To make the summation
of such terms O( "lgf;") as large as possible, we should
consider the worst-case scenario where all uncolored
edges incident on the same vertex from V; are colored by
consecutive invocations of OneMore. More specifically,
suppose for every 1 < j < n;, there are z; invocations
of OneMore with |U| = j. Then the running time is

proportional to:

" mlogtn mlogh n <~ x;
Do ay T e D
€423 €42t

j=1 =17
mlogn
T+ T
D OIS O I
mlog*n

- €22

RS o N
( g;JOFD 2
< O(mlog® n/e®)

Here the first inequality is by Abel transformation, and
the second is by ZJ 12 < j- 2+1 . Therefore, the ag-
gregate running tlme summed over all outer loop itera-
tions becomes Zl o 2 O(m-log® n/e?) = O(mlog®n/e?),
which concludes the proof.

4 Dynamic edge-coloring with a fixed A

In this section we will prove Theorem 1.2. To put an
emphasis on the conditions of Theorem 1.2, we assume
A = Q(log®n/e?) and is a fixed value throughout the
entire sequence of edge insertions and deletions. As
we will see, for now we don’t deal with a changing A
because when A decreases, lots of colors might be illegal
and a large proportion of the graph coloring might be
invalidated.

Translation of the uncolored edge We will only be
focusing on edge insertions, since when an edge gets
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deleted we do not modify the current edge coloring.
The rough idea is that, if the alternating path found
by Algorithm 1 is very long, then we can translate the
uncolored edge to many possible places. After that we
lower bound the probability that this translation could
bring this edge to a new position where the alternating
path is short. Next we formalize the idea of edge
translation.

DEFINITION 4.1. Let G = (V, E) be a partially colored
graph where e € E 1is the unique uncolored edge, and
let C' be a palette with respect to G. For another edge
f € E\{e}, we say e can be translated to f with palette
C if we can rewrite part of the current coloring of G
only with colors from C such that f becomes the unique
uncolored edge in G; here “only with colors from C”
means we only modify the current edges with colors from
C, and we only use colors from C'.

LEMMA 4.2. Let (u,v) be the unique uncolored edge in
G. Fiz a palette C. Suppose Vizing(u,v,C) has found an
alternating path of length L. Then, for any odd integer
1 <1< L, (u,v) can be translated to the l-th edge on
the alternating path in O(llogn+log® n/e?) time. Plus,
the translation only uses colors from palette C.

Proof. We follow the notations defined in the proof of
Lemma 3.1. Let (u =)wy; — wes — w3 = -+ = wy, —
w41 denote the (e, c¢)-alternating path found during
the execution of Vizing(u,v,C). For any odd integer
[ € [L], we next demonstrate how to translate (u,v)
to (wi, wi41). Let (v =)vo,v1,v2,- -+ ,vj,--- ,v; be the
sequence of vertices defined in Algorithm 1. First we do
the rotation: EdgeColor[(u,vg)] < EdgeColor[(u,v1)],
EdgeColor[(u,v1)] «  EdgeColor[(u,vs)], -+---- ,
EdgeColor[(u,vj_1)] <  EdgeColor[(u,v;)], and
EdgeColor[(u,v;)] <L; this operation preserves
the validity of edge coloring so far, plus it translates
the unique uncolored edge from e to (u,v;) = (w1, w2).
This would prove the statement for [ = 1.

For a general odd integer 1 < [ < L,
we reassign the colors: EdgeColor[(wy,ws)] + ¢,
EdgeColor[(wa, w3)] < ¢k, EdgeColor[(ws,wy)] <
C, e , EdgeColor[(w;—1,w;)] + ¢k, and finally
EdgeColor[(w;, wi+1)] <—L. Note that this operation also
preserves the validity of edge coloring because: (1) as
¢ ¢ UsedColor[u] right before, EdgeColor[(wy,ws)] + ¢
does not make a violation; (2) all UsedColor[w;],2 < j <
I — 1 do not change.

This algorithm only involves at most I 4+ logn/e
edges, and thus the running time is bounded by
O(llogn + log® n/€®); also one can easily verify that
we are only dealing with colors from palette C.

Main algorithm We set out to describe our main
algorithm that handles edge insertions. For the rest
of this section, let h = log®® n /M and I = O(logn)
be two parameters to be specified later. Let (u,v) be a
newly inserted edge. Roughly speaking, the algorithm
iterates over [ rounds. In each round, we tentatively
apply Algorithm 1 to the current unique uncolored
edge (which is initially (u,v)). If Algorithm 1 finds
an alternating path of length < 2h, then it can color
this uncolored edge in time O(hlogn) by Corollary 3.1.
Otherwise, by Lemma 4.2, the current uncolored edge
can be translated to any one of the first h edges on the
alternating path; in this case, we randomly pick one
of those edges as destination and translate the current
uncolored edge. Finally we remove all colors in the
palette selected in this round from S. Pseudo-code
Insert summarizes this algorithm.

Algorithm 4: Insert(u,v)

1 X+ S,
2 (z,y) < (u,v);
3 fort=1,2,---,ldo
4 sample a palette C C X of size 20logn/e;
5 start to run Vizing(x,y, C);
6 if Vizing(x,y,C) has found an alternating
path of length < 2h then
7 wait until Vizing(z,y, C) finishes, and
return;
else
apply Lemma 4.2 to (x,y) with respect
to palette C, and translate (x,y) to the
(2k — 1)-th edge (z,w) on the
alternating path, where 1 < k < h/2 is
picked uniformly at random;
10 (z,y) < (2, w);
11 X« X\ C;
12 return;

Clearly its running time is bounded by O(hllogn).
One can see that by the end of Algorithm 4, G becomes
fully colored if and only if it returns on line-7.

Success rate analysis We turn to analyze the success
rate of an execution of Insert(u,v). For every 1 <t <1,
let C; be the palette sampled in the t¢-th iteration.
Since the choices of C1, Cs, - - - C} are independent of our
coloring scheme, we can assume they are all fixed right
from the beginning.

LEMMA 4.3. With probability > 1 —1-n"% > 1 —
O(n~*logn), C; is a palette with respect to the current
partially colored graph G, V1 <t <.
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Proof. The size of the remaining colors |X| = |S\
UZi G| > (1 + A — 10llogn/e > (1 + ¢/2)A as
A > Q(log® n/e?). Hence, by Lemma 2.2 with B = 10,
the probability that C, is a palette is at least 1 — n =%,
and the statement follows from a union bound over all
1<t <.

We construct a probability tree 7 of depth [ to
analyze the success rate. Roughly speaking, every
instance of Algorithm 4 can be viewed as a path that
starts at the root of 7, and in each iteration of the for-
loop, it selects a child node according to the randomness
used on line-9 and travels downward. Next we formally
define the construction of 7. Let 7 be a tree where
each node p € T is associated with three fields:

e a type value Typelp| € {1,2, 3},
e a probability mass ulp| € [0, 1],

e a set E[p| of vertex-disjoint edges, which is non-
empty only when Type[p] = 3.

Initially, for the root r of T, we simply set Type[r] = 3,
E[r] = {(u,v)}, p[r] = 1. Now, given any node p, we
recursively specify its children nodes if Type[p] = 3.
Suppose p has depth ¢ — 1 € [0,] — 1] on 7. Then,
for every edge e = (z,y) € Elp|, imagine we remove
its current color from Gy and run Vizing(z,y,C;) on
Go. Let (cile],c2le]) € C? U {(L, L)} be the type
of the alternating path found during the execution of
Vizing(z,y, Ct) and define ple] to be the (c1le], cale])-
alternating path itself; note that, as before, if no
alternating path is ever found, then (c;[e], eale]) = (L
,L) and ple] is an empty path. Next we create three
types of children.

(i) Create a child node gq; of p, and define E; = {e €
Elp] | |ple]l < 2h}, and then assign Type[g1] = 1

| E1

and p[q1] = p[p] - [Ep]]"

(ii) Collect all pairs of (c1,cp) € C?, such that {e €
Elp] \ E1 | (c1le],c2le]) = (c1,¢2)} has less or
equal to 10; oo |E[p] \ E1| elements. Let D be the
set of all such (c1,¢2)’s. Create a child node ¢o
with Type[ga] = 2, and define F5 to be the set of

e € E[p]\ F; such that (ci[e], ca[e]) € D, and then
assign p[ga] = p(p] - |g5[;%l'

(iii) For every (c1,ca) € C?\ D, create a child node
ey o, and define Eslci,co] = {e € E[p] \ Ey |
(c1le], cae]) = (c1,c2)}, and set Type[ge, c,] = 3,
1ldey ] = plp] - ‘ET[CE’]Cf“. After that, for every
e € Eslc1,co] and every 1 < k < h/2; collect the
(2k — 1)-th edge on ple] to build set Elgc, ¢,]. We

will shortly prove that Elq., ,] is indeed a set of
vertex-disjoint edges.

First, let us see two basic facts regarding 7.

LEMMA 4.4. For every node p € T with Type[p] = 3,
let g1,q2 and qc, c,’s be all of its children defined right

above. Then plqi] + plaa] + 3=, ¢, lder.c.) = plpl, and
1lgz] < 400u[p]/logn.
Proof. By definition of Ey, Fa, clearly E[p] = E1 U E;U

Ue,.eo Eslers ca]. Thus plgi] + plge] + 32, o, #lder,eo] =
u[p]. For the second statement, note that by definition

of D, {e € E[p]\ E1 | (c1]e],c2[e]) = (c1,c2)} has at
most log—gn\E[p] \ E1| elements. Hence, ranging over
all different choices of (c1,c2), |E2| < |Cy| - (|C¢| —
1) - Tos? n|E[ | \ E1| < 400|E[p]|/logn, and therefore
1g2] < 400u[p]/logn.

LEMMA 4.5. Let p be a type-3 node with depth < 1, and
let q1 be its unique type-1 child and let q., ., be any one
of its type-3 children. Then

o Elqc, c,] is a set of vertex-disjoint edges.

62
o |Elger.ca)| = (1= plar] ulp]) - 722 - | BTyl
Proof. We prove the two claims separately as following.

e For vertex-disjointness, by Lemma 2.4, any two
paths ple], p[f], Ve, f € Es[c1, co] are vertex-disjoint
or refer to the same alternating path in opposite
order, since they are (c1,cq)-alternating paths in
Gl; in the latter case, as |ple]| > 2h, edges added
to E[qc,,c,] from ple] and p[f] make two vertex-
disjoint edge sets.

e As for the lower bound on the size of E|gc, c,],
noting that each e € Fs[c1, co] contributes exactly
h/2 vertex-disjoint edges to E[ge, ¢,], we know that
Bl cll 2 /2 BB\ = (1l )

- |Ep]|-

210g n

The following establishes a connection between
probability tree 7 and behavior of Algorithm 4.

LEMMA 4.6. During the execution of Algorithm 4, at
the beginning of iteration t,v1 <t <1, for every type-
3 node p of depth t — 1, (z,y) is drawn uniformly at
random on E[p|, with disjoint probability p[p] based on
random coins taken in previous iterations.

Proof. We prove by an induction on t. For t = 1 the

statement is trivial as (x,y) = (u,v) with probability
ulr] = 1. Now suppose the statement holds for some
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1 <t < I, and with disjoint probability wp[p], (z,y)
is uniformly distributed over E[p] at the beginning of
iteration ¢, where p is a type-3 node of depth t — 1.
Then, for any type-3 child ¢, ., of p, with disjoint
probability f(gc, c,], (z,y)is uniformly distributed on
Es[e1, co]. Then in case this event happens, according to
Algorithm 4, (z,w) is chosen from the first h/2 vertex-
disjoint edges on the (c1, co)-alternating path uniformly
at random. This (¢, c2)-alternating path is exactly the
same as p[(z,y)] since the Algorithm 4 only modifies
edges with colors from Ui;ll Cs in previous iterations.
Hence (z,y) = (z,w) is picked uniformly at random
from Elge, c,]. This concludes the induction.

COROLLARY 4.1. The success rate of Algorithm 4 is at
least ZqéT,Type[q]:l wlq)-

Proof. For any type-1 node ¢ € T, let p be its par-
ent, with Type[p] = 3. Then, according to Lemma 4.6,
with disjoint probability p[p|, variable (x,y) of Algo-
rithm 4 follows a uniform distribution over E[p]. Then,
with probability p[q1], (x,y) lies in set By = {e €
E[p] | |ple]] < 2h}; namely, Vizing’s algorithm would
find an alternating path of length < 2h, and thus Algo-
rithm 4 succeeds in coloring the whole graph. Because
of disjointness of events, the overall success rate of Al-

gorithm 4 is at least >, <7 rypepq)=1 #la1]-

By the above corollary, it suffices to prove a lower
bound on 3~ ¢ 7y pefg=1 #[q]- For any node p € T with
Type[p] = 3, define v[p] to be the sum of all u[q] where
q is a descendant of p and Type[q] = 1. So, by definition
v[r] = 3 er Typelg=1 #la]- To lower bound v[r], we try
to prove the following lemma which is more general.

LEMMA 4.7. For any type-3 node p of depth t, t < I,

FIED) > 3/ (52) . then vl > plpl - (1 -
400/logn)t=t.

Proof. We prove this by a reverse induction on t.

e Basis.

Suppose t = | — 1. Let ¢1 be p’s type-1 child,
and let ¢ be an arbitrary type-3 child. If u[q] <
(1 —1/logn)u[p], then by Lemma 4.5,

Ela) > (1= ulan /1) - 55 )
> Bl S > 02

2log™n

which is impossible as FE[q] is a collection of
vertex-disjoint edges. Thus v[p] = plp] > (1 —
1/logn)u[p] = (1 — 400/ log n)pu[p].

e Induction.

Suppose the statement works for depth ¢ + 1.
Consider any type-3 node p of depth ¢t. Let ¢
be p’s type-1 child, g2 be p’s type-2 child, and let
{Gcy ¢, } be the set of all type-3 children. If pfgi] >
(1 —1/logn)u[p], then we are done. Otherwise we
assume pfg1] < (1 —1/logn)ulp]. By Lemma 4.5,
for any type-3 child ¢, ., which has depth ¢ + 1,

Bl ol > (0 — ulal/ulo))- zlf)g}én

N n < 62]Z ) I—t—1
2" \ 21og*n

So, by inductive hypothesis, v[gc, c,] > plqer,col -
(1 —400/logn)!—t=1.

Taking a summation over all g, ., and applying
Lemma 4.4, we have:

I/Lp] = :U’[ql] + Z V[qclch]

C1,C2

> :u'[ql] + (1 - 400/ log n)litil : Z Iu[thCQ]

C1,C2

> (1—400/1logn)' ™" - (ulp] — plga))
> pfp] - (1 — 400/ logn)'~*

| Elp]]

which concludes the induction.

Set h = 4106# and [ = logn, and apply Lemma 4.7
with ¢ = 0, we immediately have v[r] > (1 —
400/logn)l°s™ = Q(1). Therefore, repeating Algo-
rithm 4 for O(logn) times can blow the success rate to a
high probability. As Algorithm 4 runs in O(hllogn) =
O(log® n/€®) time, the overall running time becomes
O(log” n/e?), thus proving Theorem 1.2.

5 Extension to a changing A

In this section we use Theorem 1.2 as a black box to
prove Theorem 1.3. The rough idea is that we guess the
future A and maintain multiple edge colorings at the
same time. Concretely speaking, let § > 0 be a constant
to be determined shortly, and define a set of integers
D={d|d=|(1+36)"],i>1}n[Q(log*n/6?),n], and
for each d € D we will maintain a partial coloring of G
using (1 + 39)d colors. For the rest of this section, we
fix one parameter d € D and describe how such partial
coloring is maintained.

Define Vhigh = {u | deg(u) > (1 + d)d} and Vigw =
{u | deg(u) < d}. Each vertex has two states: active
and inactive. A vertex is inactive if its most recent
appearance in Viigh U Viow is in Vyjgn, and otherwise it
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is active. Let H be the induced subgraph of G on all
active vertices, and thus the maximum degree of H is at
most (1 + &)d. Then we apply Theorem 1.2 on H with
e = 20/(1 + §) to maintain a dynamic (1 + 3§)d edge
coloring of H.

As the maximum degree A of G changes over time,
we look at our data structure associated with parameter
d € D such that d/(1 +35) < A < d. Then it
is guaranteed that our dynamic algorithm correctly
maintains a (1 + 30)d < (1 + 36)2A = (1 + O(e))A
edge coloring.

It is easy to see that H can be maintained under
edge updates to G using amortized O(1/€) many edge
updates to H. Since Theorem 1.2 has O(log” n/e?)
worst-case update time, the partial coloring of H has
O(log" n/e®) amortized update time. Ranging over
all different choices of d € D, the overall running
time becomes O(|D|log” n/e?) = O(log®n/et), which
concludes the proof of Theorem 1.3.

6 Conclusion

In this paper we first propose a near-linear time algo-
rithm for static (1 + €¢)A edge coloring. Based on its
techniques we devise an algorithm for (1 + €)A edge
coloring in dynamic graphs under edge insertions and
deletions using poly-logarithmic update time. The ma-
jor question left by our result is whether we can remove
the assumption that A > Q(log®n/e?). Another ques-
tion is whether we can further improve the current dy-
namic algorithm to reduce the large exponents of logn
and 1/e.
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