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#### Abstract

Compressibility of a formula regards reducing the length of the input, or some other parameter, while preserving the solution. Any 3-SAT instance on $N$ variables can be represented by $O\left(N^{3}\right)$ bits; [4] proved that the instance length in general cannot be compressed to $O\left(N^{3-\epsilon}\right)$ bits under the assumption NP $\nsubseteq$ coNP/poly, which implies that the polynomial hierarchy does not collapse. This note initiates research on compressibility of SAT instances parameterized by width parameters, such as tree-width or path-width. Let $\mathbf{S A T}_{\mathrm{tw}}(w(n))$ be the satisfiability instances of length $n$ that are given together with a treedecomposition of width $O(w(n))$, and similarly let $\mathbf{S A T}_{\mathrm{pw}}(w(n))$ be instances with a path-decomposition of width $O(w(n))$. Applying simple techniques and observations, we prove conditional incompressibility for both instance length and width parameters: (i) under the exponential time hypothesis, given an instance $\phi$ of $\mathbf{S A T}_{\mathrm{tw}}(w(n))$ it is impossible to find within polynomial time a $\phi^{\prime}$ that is satisfiable if and only if $\phi$ is satisfiable and tree-width of $\phi^{\prime}$ is half of $\phi$; and (ii) assuming a scaled version of NP $\not \subset \mathbf{c o N P} /$ poly, any 3-SAT $\mathbf{p w}(w(n))$ instance of $N$ variables cannot be compressed to $O\left(N^{1-\epsilon}\right)$ bits.


## 1 Introduction

Satisfiability(SAT) is the problem of deciding whether a given conjunctive normal form(CNF) formula is satisfiable. Denote by $n$ the input length of the formula, and by $N$ the number of variables. SAT has been playing a central role in both theoretical and applied aspects of computer science. It is the prototypical NP-complete problem in complexity theory, and has found enormous applications in various practical areas, e.g. artificial intelligence, machine learning, decision making, automated theorem proving.

Although it is not possible to solve SAT in its most general form within polynomial time unless NP $\neq \mathbf{P}$, there is an apparent need for practically efficient algorithms. Real world instances often come with structure. Parameterization is a general way of quantifying the structure. The quest for efficient algorithms for fixed parameters (fixedparameter tractable) has received significant attention in the past few years. One way of parameterizing SAT is using width parameters (tree-width, path-width, branch-width, etc.), which are graph-theoretic parameters of a graph associated with the instance. It is shown in a series of moves, e.g. [1, 13, 12, 5, 6, 2] that width-parameterized SAT with parameter $k$ can be solved time-efficiently in simultaneously $2^{O(k)} n^{O(1)}$ time and $2^{O(k)} n^{O(1)}$ space, or space-efficiently in simultaneously $2^{O(k \log n)} n^{O(1)}$ time
and $n^{O(1)}$ space. Rather involved time-space trade-off algorithms achieving better time and space are also given in [2].

We use the term compressibility of SAT instances to refer the fact that the length of input instance or parameters can be reduced by an efficient algorithm, in a way that the compressed instance preserves satisfiability. Compressing input instances has been considered in [4] under the term sparsification. The following two-player communication game between an efficient algorithm and an oracle was considered: the first player is a verifier who has an $d$-CNF formula, and she wants to decide its satisfiability within deterministic polynomial time; the second player is an oracle with unbounded computational power but without knowing the formula beforehand. The goal of this communication game is to minimize the number of bits the verifier must communicate with the oracle, such that the verifier can decide the satisfiability of the formula. $N^{d}$ bits will suffice, because this is the total number of possible clauses and the first player can send an $N^{d}$ bit string, where the $i$ th bit indicates whether the $i$ th clause is present. In [4], it is proved that the trivial way of communication is essentially optimal in the following sense: if the satisfiability of $d$-CNF formulas can be decided by communication within $O\left(N^{d-\epsilon}\right)$ bits for any $\epsilon>0$, then $\mathbf{N P} \subseteq$ coNP/poly. How about SAT instance of bounded width parameters? At one extreme, when the width is $O(\log n)$, the verifier can compute satisfiability by herself without any communication; at another end, when the width is $\Omega(n)$, the formula is in its most general form, previous result can be applied. The technically interesting case is for the intermediate range of this width parameter.

In this note, we focus on the compressibility of SAT instances parameterized by two types of width parameters, i.e. tree-width and path-width. In the setting of parameterized problems, we can discuss compression of input instances as above, or compression of parameters. Note that algorithms for parameterized problems have running time and space super-polynomial in the chosen parameter times a polynomial of the input instance length. Efficient compression of parameters would indicate significant improvement in the time and space resource requirements of the state-of-the-art algorithms. We show that compressing the width-parameter by a constant factor within polynomial time is not possible under the assumption that unless exponential time hypothesis (ETH) fails. ETH states that solving SAT on $N$ variables requires $2^{\Omega(N)}$ time, which is stronger than $\mathbf{P} \neq \mathbf{N P}$ and has important implications in computational complexity (see e.g. [7, 8, 10]). Let $\mathbf{N L}[r(n)]$ be the class of problems decidable by a logspace machine equipped with a read-only non-deterministic, polynomially long witness tape, where the machine can have $O(r(n))$ passes (as the head reverses) over the witness tape. We strengthen the assumption that NP $\nsubseteq$ coNP to $\mathbf{N L}[\omega(1)] \nsubseteq$ coNP. In fact, we assume further that

$$
\mathbf{N L}[\omega(1)] \nsubseteq \mathbf{c o N P} / \text { poly }
$$

to obtain an incompressibility result of input length for width-parameterized SAT.
A complexity theoretic study of this assumption is interesting on its own right, and it is left for future work. Here are some indications on its validity: (i) the belief that NP $\nsubseteq$ coNP is because usually people think that in fact the required certificate size blows up to exponential (not merely super-polynomial) - i.e. some kind of exhaustive
enumeration is required - and (ii) given a non-uniform advice of polynomial size will not help either (in particular, an easy extension of Karp-Lipton shows that if NP $\subseteq$ coNP/poly the polynomial hierarchy collapses).

Results in this note are based on preliminary observations and simple techniques. Nevertheless, this work initiates the study of compressibility or sparsification of widthparameterized SAT instances, and makes conceptual contributions to better understanding the complexity of width-parameterized SAT. Techniques that work for general instances fail dramatically for width-parameterized instances. Intuition and speculation on why previous techniques fail are also included in this note. We believe that improving our results is a very interesting research direction for both theory and practice.

## 2 Preliminary

Notation and terminology used in this note basically follow [2].
Definition 1. Let $G=(V, E)$ be an undirected graph. $A$ tree decomposition of $G$ is a tuple $(T, X)$, where $T=(W, F)$ is a tree, and $X=\left\{X_{1}, \cdots, X_{|W|}\right\}$ where $X_{i} \subseteq V$ s.t. (1) $\cup_{i=1}^{|W|} X_{i}=V$, (2) $\forall(i, j) \in E$, $\exists t \in W$, s.t. $i, j \in X_{t}$, and (3) $\forall i$, the set $\left\{t: i \in X_{t}\right\}$ forms a subtree of $T$.

Each of $X_{i}$ is called a bag, the width of $(T, X)$ is defined as $\max _{t \in W}\left|X_{t}\right|-1$, and the tree-width $\mathcal{T \mathcal { W }}(G)$ of graph $G$ is defined as the minimum width over all possible tree decompositions.

When the tree decomposition $T=(W, F)$ is restricted to a path, the decomposition is called path decomposition, and the specific tree-width is called path-width $\mathcal{P} \mathcal{W}(G)$.

Definition 2. The incidence graph $G_{\phi}$ of a SAT instance $\phi$ is a bipartite graph, where in one side of the bipartization each node is associated with a distinct unsigned variable, and in the other each node is associated with a clause. There is an edge between a clause-node and a variable-node if and only if the variable appears in a literal of the clause.

The tree-width of a formula $\phi$ is the tree-width of its incidence graph, $\mathcal{T} \mathcal{W}(\phi)=$ $\mathcal{T} \mathcal{W}\left(G_{\phi}\right)$. When it is clear from the context we may abuse notation and write $\mathcal{T} \mathcal{W}(\phi)$ to denote the width of a given decomposition of $G_{\phi}$. Note that any tree-decomposition (path-decomposition) of an instance graph will have tree-width (path-width) at most $N$, because one can always construct a path of the number of the clauses, and put each clause into a different bag arbitrarily, and copy all the variables into all the bags. This is a valid path-decomposition, and therefore a valid tree-decomposition of width $N$. Without loss of generality we assume that in number of bags is upper bounded by a polynomial of the number of the clauses and variables. This is assured by a property of decompositions called nice. A nice one can be constructed from any decomposition efficiently (see e.g. [9, 3]).

Denote by $\mathbf{S A T}_{\mathrm{tw}}(w(n))$ the problem of deciding satisfiability of a CNF formula, which is given together with a tree-decomposition of width $O(w(n))$ as input, where $n$
is input length. $\mathbf{S A T}_{\mathbf{p w}}(w(n))$ is the path-decomposition version. 3-SAT $\mathbf{T}_{\mathbf{t w}}(w(n))$ and $3-\mathbf{S A T}_{\mathrm{pw}}(w(n))$ are the variants where the input formulas are 3-CNF formulas. The following lemma shows that there is no essential difference between 3-SAT $\mathbf{T w w}(w(n))$ and $\mathbf{S A T}_{\mathrm{pw}}(w(n))$.

Lemma 1 ([11]). $\mathbf{S A T}_{\mathrm{pw}}(w(n))$ is reducible to $3-\mathbf{S A T}_{\mathrm{pw}}(w(n))$, under logspace many-to-one reductions.

Although the width parameter remains asymptotically unchanged, the number of variables is increased in the reduction. For each clause of $k$ literals, at most $k$ new variables need to be introduced. Recall that we have defined the complexity class $\mathbf{N L}[r(n)]$, which is of interest because it characterizes width-parameterized SAT.

Lemma 2 ([11]). $\mathbf{S A T}_{\mathrm{pw}}(w(n))$ is complete for $\mathrm{NL}\left[\frac{w(n)}{\log n}\right]$, under logspace many-toone reductions.

As in the literature, denote by NP/poly the class of languages accepted by a nondeterministic polynomial time Turing machine with a polynomial length advice, and coNP/poly its complement.

## 3 Incompressibility

### 3.1 Incompressibility of Width Parameters

We start with some preliminary observations stating that no non-trivial compression can be done to reduce the width parameter. Suppose we have an $\mathbf{S A T}_{\mathrm{tw}}$ instance $\phi$ together with an optimal tree decomposition of width $\mathcal{T} \mathcal{W}(\phi)=\omega(\log n)$. A width-compression algorithm $A$ with compression ratio $\alpha: 0<\alpha<1$, is an algorithm satisfying the following property (*):
$A$ takes $\phi$ and the tree decomposition as input, runs in polynomial time and then outputs another instance $\phi^{\prime}$ along with a new tree decomposition, such that $\phi$ is satisfiable if and only if $\phi^{\prime}$ is satisfiable, and $\mathcal{T} \mathcal{W}\left(\phi^{\prime}\right)=\alpha \mathcal{T} \mathcal{W}(\phi)$.

Theorem 1. No width-compression algorithm with $\alpha=n^{-\frac{1}{n^{c}}}$ ( $c>1$ is a constant) for $\mathbf{S A T}_{\mathrm{tw}}$ instances with tree-width $\omega(\log n)$, satisfying $\left(^{*}\right)$ can exist, under $\mathbf{E T H}$.

Proof. By ETH, deciding satisfiability of the sub-formula by picking the clauses included in a specific bag in the decomposition in general requires $2^{\Omega(\mathcal{T W}(\phi))}=2^{\omega(\log n)}$ $=n^{\omega(1)}$ time. This also lower bounds the running time for any algorithm deciding satisfiability of $\phi$ under ETH.

Suppose for the sake of contradiction, such an algorithm $A$ exists. If we repeatedly run $A$ for $\log _{\alpha} \mathcal{T} \mathcal{W}(\phi)=O\left(\log n / \log \left(n^{-\frac{1}{n^{c}}}\right)\right)=O\left(n^{c}\right)$ times upon $\phi$, we will obtain an instance $\bar{\phi}$, where $\mathcal{T} \mathcal{W}(\bar{\phi})$ is a constant and has the same satisfiability as $\phi$. Satisfiability of $\bar{\phi}$ and the transformation from $\phi$ to $\bar{\phi}$ can be computed in polynomial time, which in turn implies that satisfiability of $\phi$ can be decided in polynomial time. However, this is impossible due to the super-polynomial lower bound for running time under ETH given in the previous paragraph.

If we allow the tree-width of the instances be up to linear in $n$, namely general SAT instances, the same incompressibility result holds, while $\mathbf{P} \neq \mathbf{N P}$ is sufficient for contradiction. Namely,
Proposition 1. No width-compression algorithm with $\alpha=n^{-\frac{1}{n^{c}}}$ ( $c>1$ is a constant) for $\mathbf{S A T}_{\mathrm{tw}}$ instances with tree-width $\Omega(n)$, satisfying $\left(^{*}\right)$ can exist, assuming $\mathbf{P} \neq \mathbf{N P}$.

The compression ratio $\alpha=n^{-\frac{1}{n^{c}}}$ is a slowly increasing function as $n$ increases with upper bound 1 . When $n$ is large enough, we can actually replace $\alpha$ with any constant, and the following corollary holds.

Corollary 1. No width-compression algorithm with $\alpha=\alpha_{0}$ (a constant, $0<\alpha_{0}<1$ ), for $\mathbf{S A T}_{\mathrm{tw}}$ instances with tree-width $\omega(\log n)$, satisfying $\left(^{*}\right)$ exists, under $\mathbf{E T H}$.

### 3.2 Incompressibility of Instance Length

Next we turn to the question of interactively "compressing" the instance length à la [4]. Let $L$ be a language, denote $\mathbf{O R}(L)$ with $k$ instances is the problem: given a $k$-tuple $\left(x_{1}, x_{2}, \cdots, x_{k}\right)$, deciding whether there is an $x_{i}$, s.t. $x_{i} \in L$. The following lemma is crucial for the proof.

Lemma 3 ([4]). Let $L$ be a language, with instance length $n$ and $t: \mathbb{Z}^{+} \rightarrow \mathbb{Z}^{+}$be polynomially bounded s.t. the problem of $\mathbf{O R}(L)$ with $t(n)$ instances can be decided by sending $O(t(n) \log t(n))$ bits, then $L \in$ coNP/poly.

Note that for 3-CNF formulas, input length $n$ is $O\left(N^{3}\right)$, therefore $\log n=\Theta(\log N)$. Now we are ready to state the incompressibility result for 3-SAT $\mathbf{p w}(w(n))$ instances, where $w(n)=\Omega(\log n)$.

Theorem 2. If satisfiability of every 3-CNF formula on $N$ variables, with a path-decomposition of width $O(w(n))$, where $n$ is the input length, can be decided by the verifier through communicating $O\left(N^{1-\epsilon}\right)$ bits with the oracle, then $\mathbf{N L}\left[\frac{w(n)}{\log n}\right] \subseteq$ coNP/poly.

Proof. Consider an $\mathbf{O R}\left(3-\mathbf{S A T}_{\mathrm{pw}}(w(n))\right)$ instance, with $t(n) 3-\mathbf{S A T}_{\mathrm{pw}}(w(n))$ instances each with $N$ variables can be represented by a $3-\mathbf{S A T}_{\mathrm{pw}}(w(n))$ instance with $t(n) N$ variables, and all the instances use different variables. We choose $t(n)$ to be polynomially bounded.

Suppose the instances are $\phi_{i}, \forall i$, and each has a corresponding path-decomposition $\mathcal{P}_{i}$, variables $v_{i, j}$, clauses $C_{i, j}$. Merely joining all the path-decompositions sequentially will impose an AND-relation. To impose an OR-relation, additional operations are required after joining. Let $a$ be a group of variables of length $O(\log n)$ acting as a selector, namely, for a fixed $i,(a=i)$ denotes the clause with semantic meaning " $a$ representing the binary expansion of $i$ ". Since $t(n)$ is a polynomial in $n, O(\log n)$ bits are sufficient. For each $\mathcal{P}_{i}$, replace each clause $C_{i, j}$ by a clause representing $(a=i) \rightarrow C_{i, j}$, or equivalently $\overline{(a=i)} \vee C_{i, j}$. To preserve the connectivity requirement of a pathdecomposition, the variables of $a$ need to be added to each bag of the joined path.

One last problem is that each newly created clause is of $O(\log n)$ variables. To obtain a $3-\mathbf{S A T}_{\mathrm{pw}}(w(n))$ instance, we apply the reduction by Lemma blowing up the number of variables by a factor of $O(\log n)$.

In the end, a 3-SAT instance of $O(t(n) N \log n)$ variables with path-width $O(w(n))$ is constructed. Now by hypothesis, when $t(n)$ is a large enough polynomial this instance can be decided by the verifier through communicating $O\left((t(n) N \log n)^{1-\epsilon}\right)=$ $O(t(n) \log t(n))$ bits with the oracle. By Lemma 3 this means 3-SAT $\mathbf{p w}(w(n))$ is in coNP/poly. Combining this and the characterization in Lemma 2 concludes the proof.

The incompressibility result for width-parameterized SAT seems much weaker than that for general SAT as in [4]. There is a crucial step called packing lemma, failed to be applied in width-parameterized setting. The lemma describes a procedure which combines OR of $t(n)$ SAT instances (each of length $n$ ) into a semantically equivalent SAT instance, without requiring large number of variables (only $(t(n) n)^{\frac{1}{3}}$ ) by allowing the clauses corresponding to different original instances to share variables. However, the same technique does not work in the width-parameterized setting since the same procedure did not take width into consideration and actually will blow up the width of resulting instance to $n$. Therefore, a straightforward way of combining was used in the proof of Theorem 2 which in turn requires $t(n) n$ variables. One direction of improving the result will be finding a new packing technique for width-parameterized settings.

## 4 Conclusion

In this note, we proved two incompressibility results, one for width parameters, the other for instance lengths. Our techniques are elementary, and future improvements with new techniques tailored for width-parameterized SAT are left for future work.
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